
摘要

本论文的研究内容主要定位于在分组交换式局域／城域网范围内，

从网络结构、协议的角度，利用开放软件仿真平台NS2对高速光分组

式交换瓣络进行了分析霹磷究。论文内容毽括瑟个部分：高速沌分缎

交换网络概述，如何基于NS2开发仿真软传，以及对榛关协议偏射路

由算法和简化的周期预留多址接入协议的仿真研究与分析。

首先简单介绍了光通信领域的整体发展现状，描绘了光通信领域

研究的基本情况，毙较7电路交换式光鼷络、突发交揍式毙瓣络霹分

缀交换式光网络的异阉，在次基础上着重分辑了分组交换式光网络的

网络结构、协议及相关技术。

接着对开放软件仿真平台NS2进行了详细介绍。NS2是面向对象

黪、事件驱动鼹掰终仿真工其，主要关注子综含服务隧络中锛议的交

互的研究，嚣常适合予包交换网终，主要用于小规模的搀队算法、传

送协议、拥塞控制和～些与多播相关的工作。它提供了多种TCP、路

由、多播、链路层、MAC协议的支持，但对大规模(数千节点)的

仿真受到限割。本论文还对NS各个基率模块及糯互关磊，NS2豹移

植及基本理论，如何仿真现有的通信按议，如何添加薪的协议等进行

了描述。

然后探讨了在光分组网络中采用偏射路由算法来避免或缓解光

分组丽络对光缓存需求豹海题。逶过对德浆籍交模型进行仿真，将镳

射路虫冀法和传统的存储转发网络进行了比较，结果说明，尽管相对

存储转发路由算法而言偏射路由会导致数据包在网络中更大的平均



跳转次数，网络的吞吐量也因此下降，但在光处理和光存储技术还很

不成熟的情况下，通过架构规则网状网和使用偏射路由算法，光分组

网络能够利用网状网具有迂回路由的特性在基本无需光存储器或极

少数光存储器的条件下达到很高的网络性能。当前的许多研究偏射路

由工作均以规则的ShuffleNet为模型，本论文在此基础之上，考虑到

循环路由问题，提出了新的拓扑模型，得到了很好的效果。

最后，在折叠总线网络模型的前提下，为适应高速光分组交换的

局域／城域网的要求，提出简化的CRMA协议(SCRMA)，并对各个

节点的接入控制方式进行了探讨和仿真分析。S-CRMA协议根据主节

点预留队列的长度，自适应地改变预留时隙的间隔，实现了接入时延

和网络资源利用率之间的均衡，即保证了在满足接入时延的条件下，

尽可能高的网络资源利用率。同时，S-CRMA对分组网络的时隙结构

重新进行了定义，取消了原有协议的REJECT、CONFIRM等命令，

降低了整个协议的复杂程度，并保证了网络在接入时延和接入速率方

面的公平性。通过仿真数据和曲线，验证了基于S-CRMA协议的分组

网络能很好的保证各个本地节点的公平接入。

关键词：光分组交换光时分复用NS2光网络偏射路由折叠总线

周期预留多址接入



ABSTRACT

The main topic of this paper is focused on the scope of packet—

switched LAN／啊AN．It analyses and studies the hi曲-speed optical

packet-switched networks Oll the point of view of network structure and

protocols using open software simulation platform，i．e．，NS2．There are

four subject matters serving for the topic：the general description of

high-speed optical packet-switched networks，the method of building

simulation software based on NS2，the simulation study and analysis of

con．elative protocols including deflection routing algorithm and simplified

Cyclic Reserve Multiple Access protoc01．

Firstly,overall development status and basic things of optical

communication are depicted and the comparison among circuit-switched，

burst．switched and packet—switched optical networks is introduced．On the

above foundation，the network structure，protocols and correlative

technologies of optical packet—switched networks are made future

analysis．

Secondly,the open software simulation platform NS2 is detailed．

NS2 is a object．oriented discrete·event simulator and focuses on protocol

interaction issues in integrated services intemet。At the time being，NS is

well．suited for packets switched networks and is used mostly for small

scale simulations of queuing algorithm,transport protocol congestion

control，and some multicast related work．It provides support for various



implementations of TCR routing，multicast protocol，link layer,MAC and

etc．，but has limitations in the face of large simulation．The basic modules

as well as their each others’relations，the transplantation with correlative

theories，the how。to of simulating existing communication protocols and

building new protocols are too specified．

Thirdly,to avoid or alleviate the difficulty suffering fi'om the

deficiency of the optical buffer in optical packet．switched networks，the

deflection routing algorithm is advanced．On the base of simulation and

comparison of the two network models，deflection and store．and-forward

model，the following conclusions are obtained：by comparison with

store。and-forward routing algorithm，although deflection routing

algorithm leads bigger average numbers of hops when data packets

transporting through networks and corresponding lower throughput，it

reaches excellent performance on the background that nowadays optical

processing and storing technique is not well—rounded，through taking full

advantage of redundant but roundabout route resources of regular mesh

optical packet—switched networks．

At last，under the condition of folded bus network model，SCRMA

protocol，i．e．simplified cyclic reservation multiple access protocol is

advanced to meet the need of hi曲一speed optical packet-s谢tched LAN

and WAN，and then the access control mechanism of nodes is discussed

and simulated．SCRMA protocol adaptively adjusts the interval of

reservation slot according to the length of the global reservation queue of



headend，thus achieves the equalization between access delay and link

utility,i．e．satisfies the access delay as well as improves link utility at the

same time．Also，the slot structure is redefined in SCRMA．The original

REJECT and CONFIRM commands are canceled to reduce the protocol’S

complexity．The above measures guarantee the fairness of access delay

and rate among all local nodes，which Can be validated by simulation data

and curve．

KEY WORDS：Optical Packet Switching OPS，Optical Time Division

Multiplexing OTDM，NS2，optical networks，deflection routing，folded

bus，Cyclic Reservation Multiple Access CRMA，SCRMA
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第一章高速光分组网络概述

在20世纪70年代，光通信技术在光源和光信号传输领域取得突破，半导体激光

器和低损耗光纤的实用化开辟了光通信发展的重要里程。进入80年代，人们已经可

以充分地利用光纤巨大的带宽资源进行光信号的长距离传输，单根光纤的传输速率逐

年以指数方式增长，这不但消除了网络的传输瓶颈，扩展了网络的容量，而且实现了

各种业务的“透明”传输。在90年代的十年间，光纤通信技术依然快速发展，人们

对光信号进行信息处理的能力逐渐提高，在充分掌握了光传输技术之后，还进而实现

了光通道(包括波长、波段，以及光纤等光通道资源)的复用和解复用技术，实现了

光信号的交换和路由技术等等。这样，光纤通信技术突破了物理层的界线，逐渐渗入

并扩展到数据链路层和网络层：它不但承担数据传输的功能，还具备了一定的交换能

力和路由能力。

这期间，以窄带业务为核心的传统电信网络正处于深刻的变革之中，数据业务和

多媒体业务成为技术变革的主驱动力，它不但要求传统电信网络能够支撑IP业务，

而且要求在边缘接入、城域、核心交换，以及综合业务平台等各个方面适应IP技术

的发展，并不断地推动着传统电信网络向下一代网络(NON)演进。IP业务的爆炸式

增长给光通信的发展提供了新的机遇和挑战，一方面巨大的IP业务量刺激了高速光

纤传输技术的应用和发展，另一方面如何使光网络技术适应IP业务和下一代网络的

发展也成为关键性课题。

目前提出的实现技术有三种：线路交换／波长交换、光分组交换和光突发交换。线

路交换采用双向资源预留方式设置光通路

服务，但交换粒度粗，不能实现统计复用，

于长距离网络来说，其环回时间与延迟长：

中间节点不需要光缓存，可提供有保证的

带宽利用率低，不适于传输突发数据；对

由于波长数目有限，还不能建立全连接的

网络，导致网络中的负载不均衡。光分组交换能对光纤的巨大带宽进行更灵活、更有

效的分配和利用，却对光子器件提出了很高的要求，还有很多关键技术(如快速严格

同步、光缓存等)有待发展。

光突发交换技术是上述两种技术的过渡，即在较低的光子器件要求下，实现面向

rP的快速资源分配和较高资源利用率。它是一种单向资源预留方案，其控制分组和

数据分组在时间上是分离的。控制分组先于数据分组在特定的信道中传送，核心交换

节点根据控制分组的信息和网络当前的状况为相应的数据分组建立全光通路。数据分

组经过一段延迟后。在不需要确认的情况下直接在预先设置的全光通道中透明传输。

不需要确认的单向预留方案减d,Y建立通道的延迟等待时间，提高了带宽利用率：而

数据分组和控制分组的隔离、适合的颗粒及非时隙交换方式降低了对光电子器件的要
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求和中间节点的复杂度，如中间节点可以不使用缓存，不存在网络内时隙同步的问题

等。

但是，光突发交换仍不能最有效利用网络资源，带宽效率也不是最高的，因此，

从长远考虑，光分组交换(Optical Packet Switching，OPS)是光交换技术的真正发展

目标。

与电分组交换技术类似，光分组交换首先可以显著地提高各个光信道的资源利用

率；另一方面，可以通过OPS技术．延伸光的透明性，提高光网络技术在整个通信

网络中的比重，即尽量利用光网络技术，在保留现有网络功能的条件下，减少当前网

络中电协议层的数目，进而提升通信网络的控制管理能力和工作效率。

根据光分组交换技术的应用场合，可以将其分为光分组交换核心骨干网络和光分

组交换城域／局域网络。“分组交换式光网络的结构”部分将详细阐述此内容。

根据信号的处理方式，OPS网络可以分为全光型和光电混合型两种网络模型。在

全光分组交换中，分组头的产生和识别、分组的处理和交换全是在光域进行的。这样

可利用光信号带宽，提高交换速度和信号透明性。但目前全光处理技术并没有突破性

的进展，无论是从灵活性还是实现方式来看都不是很理想。而光电混合型方案中分组

净荷以光的形式通过交换节点，控制信息或分组头却转换成电域信号，在电域完成分

解、解释、控制、变换等过程以保证光分组净荷能有效地通过高速节点。

根据光分组格式，光分组交换又可分为定长时隙光分组网络(Slotted Network)

和非定长时隙光分组网络(Unslotted Network)。前者采用固定长度的分组，每个光

分组在给定时隙内交换，它能有效地降低光缓存处理的难度，缩短分组保护带的宽度。

定长时隙光分组网络一般要求严格的同步关系。非定长时隙光分组网络中，光分组长

度与适配到该分组的数据突发长度相适应，提高了信道的利用率，但光缓存处理难度

增大，信号同步比较困难(要求比特级同步)，分组保护距离也增大。“分组交换式光

网络的协议”部分将详细阐述此内容。

对于光分组传送网络，在光网络中由于光缓存难以实现或大规模应用，因此需要

利用光传送网络的光纤冗余度(指利用两个节点之间的闲置光纤解决碰撞的问题)、

波长冗余度(指利用两个节点之间的闲置波长解决碰撞的问题)、连接冗余度(指利

用两个节点之间的闲置连接解决碰撞的问题，如偏射路由算法)和时间冗余度(在时

间域上解决碰撞问题．如光缓存技术)。当然，实际中解决OPS网络中的碰撞问题，

需要综合应用以上多种解决方案。“分组交换式光网络的协议”部分将详细阐述此内

容。

根据光分组交换的交换方式．光分组交换技术可以分为波分、光时分和光空分分
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组交换三种基本形式。幽然多数的光分组交换方案中，光分组网络采用了以波分簸用

通道为核心豹交换方式。对于柬采光网络，采用了三者之阀的渥含交换方式，充分刹

用各个通道资源，将是瑷佳的交换方式。“分组交换式光网络的关键技术”部分将详

细阐述此内容。

展望21世纪，光通信技术将以人们难以想蒙的速度向前发展，逐渐成为信息通

售产渡缒重要支柱和下～代网终(NGN)黝核心支撵技术，预计谯寒来lO年光道偿技

术还将继续保持持续增长的趋势。在未来的十年中，OTDM技术、OCD94技术、OPS技

术和OBS技术将逐渐丰富现有的光传遴网络，掰鲍接入方式和姚务模式也将随之出

现，同时保证多种粒度接入和多种服务碰量，结合光分缀交换和光突发交换技术，将

成为未来全光网络发展的主要方向。

第一带分组交换式光网络的结构

从网络应用的角度对光纤通信网络进行分类，可以分为局域髓、城域网和核心骨

于网。一般建，城壤羁秘是域掰采爰线魏搀拎，热环默鼷络葶曩总线型羁终，这撵瓣阙

络建设简单、灵活，易于扩展，属于单跳网络{而核心骨干阿采用网状网络拓扑结构，

通过冗众豹网络连接撼供丰富的傈护策晦积路凌策略，属于多跳羽络。它们针对不同

的应用环境，黛有各自非常鲜明的特点。构建线性局域网络的主攫目的怒实现局域或

城域嬲络的裹速互联，以及本地数据的接入控制，它采用篱单的网络拓扑结构使得它

具有翁于管理和维护，适合于为企韭或机构提供高速的撩入或互联解决方案。网状黼

络的主要应用环境是核心骨干网络，它W以通过节点之斓的丰富的连接度实现策略路

由、保护恢复粹功雏。

1．1。1分缍交换式城辫羼域毙嚣终

夜建绎城域，是域鼷终孛，≮电路交换式走赠缪耜跑，分组交换式光瓣络震示出

了明照的优势。有一些文献对基于WDM技术或比特间捅的OTDM技术的光纤城域／

局域潮进行了瓣逑帮分板，但楚这些电路交换斌毙城域，恳域网琴能满足城域或髑域

网高业务突发性的要求。而基予光分组技术或OTDM分组间插技术的网络可以炎持

高突发性缒业务，有效她提高’y网络带宽利用率，同时提供灵活的接入靛度。该尝技

术充分地实现了总线资源的统计复用功能，符合光分缀局域，城域网络韭务突发憔的

特点，因此分缎交换式城域，局域光网络将是未来光局域／城域网络的发展方向。同时，

分组交换式城域，局壤光网络将成为蕊有通信瓣络弓|入党分缀被术静镯入点和炎簸

口，即在出现～些特定的城域范围内出现超高速互联应用需求，如大型计算机互联、
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战场实时数据互连等应用。基于以上原因，分组交换式光网络是本论文研究的焦点。

HLAN(Helical Local AreaNetwork)网是结合OTDM技术的典型的单跳网络，

它是由美国ARPA计划支持，AT&T Bell Lab、Di百ml Equipment Corp．和MIT共同开

发的一种采用分组间插OTDM技术的单比特流100Gbit／s的单跳光网络。该网主要为

高速视频服务器、Tbit媒体库和巨型计算机服务，以提供从lOG--lOOGbiffs的按需分

配带宽(BOD)和固定带宽(GBW)业务。其功能为：(1)为高速网络间的互联提供

骨干网；(2)迅速传递大型数据块：(3)实现多种业务间的交换：(4)提供对于高速设

备(如视频服务器)的低速访问。

图1-1 HLAN网络结构

HLAN采用改进的折叠总线结构，如图I．I所示，总线分为三个部分，即GBW

段、BOD段和RCV段，分别与各个本地节点的发送端GBW、发送端BOD和接收端

RCV相连；因此也可以称作GBW写总线、BOD写总线和读总线。主节点(H)产

生一系列含有空时隙的帧，并将其置于总线上。本地节点将本地的固定带宽业务在

GBW段上传输，将按需分配带宽业务在BOD段上传输，所有的数据都在RCV段上

接收。这样所有节点的接收机都位于所有节点的发射机的下行方向上。在该网络中采

用一种空的时隙标记来通知节点可以在该时隙上写入数据。关于折叠总线的详细阐述

和分析请参见第四章。

下面简要介绍一下基于分组间插的OTDM技术的光局域／城域网络的特点。

如果从技术实现的角度，可以将OTDM网络分为基于比特间插技术的OTDM网

络和基于分组间插的OTDM网络。所谓OTDM分组间插的系统或网络是指每个用户

的数据以分组的格式发送，用户分组彼此之间是间插的。与比特间插的OTDM系统

相比，分组间插的OTDM网络具有以下优势：

夺统计复用的扩展，如果在本地采取电的缓存机制和本地的接入机制，将可以
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实现本地节点间的统计簸用：

夺CoS窝涟量控露l掇毒l的扩震，缝合搴缝接入蓑旗鹚主节煮瓣对骧蛰理策醛冒

以实现CoS的功能和流髓控制的功能：

夺潜在黥扩震髭力，爵良冬Photonio Slot勋H蛀ng技零结合，露滚多}菱耀技零避
一步扩展OTDM局域网的吞吐豢；

夺多速率接入的扩葳，遥i童优纯静帻结构静设计，封敬实现零豫磊户多速率甚

至全速率的接入解决方案，这是OTDM比特间描的方案光法比拟的。

一般地，分组交换式光局域／城域网络采用线性的网络结构。对于各种线性网络

结构，包括星形结构、环形结构、总线斌结构等等，都可应用于光纤MAN／LAN中。

不同静阏络结构通过采瘸不同的媒质揍入控制梳制，敷实现信道的共享，释尽可畿的

提高信道利用率、对不同的节点做到公平的分配信道。

1．1．2分组交换式核心骨干光网络

所谓多跳网络，是指数据包必须经过多个节点路由才能到达髓的节点。通过这种

方式，多跳网绻提供了事富的瓣络连接冗余度，蠢测于实现网络扩展秘解决数据分组

碰撞等问题。

在砖统静耄交换网络孛，一般采磊壤缓存嚣移存罐转发方式寒螭凌爨崮泞突润

题。但熟在光网络中由予光缓存和光存储器件的不成熟，使得不但疆考虑光纤冗余艘、

波长冗衾度窝糖耀冗余发来怨决资源竞争闫题，薅且嚣要考虑遥过煨剐网络静维捻特

殊性，利用网络连接冗佘度通过偏射路由的方式解决资源竞争的问题。

黼1-2 ShuffIeNet拓扑结构

目前提出的多跳网络结构主要有ShufflcNct(混洗阿)、Manhattan Street(MS，

曼跨顿缀区)、S娃pe《ube(超立方体)、de BruijnGraph(dBG)等，其中又以ShuffleNet

和MS结构具有踅多的优点和更强的实厢性，其它的普遍具有结构复杂、各节点业务

量不平簿、链路测用率低等缺点，无法褥到广泛应用。ShuffleNet网络拓扑结构如图
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1．2所示，谯第三章将对其谶行详细分析。

鼙I-3憝歉溅KEOPS璞嚣(KEys to Optical Packet Switching)审接述一个OPS

核心节点的通用功熊框图。它包括输入接口、交换翘阵、输出接口、交换控制单元、

窝步控毒4单元和分缎头重写莓部分缎藏。

图1-3 KEOPS核心节点的通用功能框阙

第二节分组交换式光网络的协议

1．2．1分组格式

'■h‘H T：¨嶙#‘·I轴坤■·f●墨■■h

蹦14 KEOPS分缎格式豕意图

一般地光分组格式如图1-4所看鼍，主要包括三个部分，分组头、分组净负荷和保

护瘸隔。保护闻蕊耀子实现分缀之蝴，以及分缀头与分组净炱荣之间的信息保护，以

防止由于抖动所造成的信息重叠；分组净负荷承载用户数据，静育分缀长度的犬部分：

分缀头的长度是一个最优化阅题，因为它一穷面要服务于所嚣的所有控制功能，另一

方蕊它是一种开销。因此需鼗根据实际光信息处理能力和光黼络功能簧求合理设计分

组头。另外，还包括分组头闾步比特和净负荷同步比特，以实现分组汰和分组净负荷

的同步功能。如果采用褶关酶流蠢羧铝《等漭浚，还嚣簧设计相应翡旃议字节。
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1．2．2分组交换式光MAN／LAN中的媒体接入控制协议

在前面HLAN的例子中，由于上游节点(UpstreamNode)蘸比下游节点先发现

来自主麓点H黔分组，因此将造成各个节点占爝总线资源的不公'乎性。因此，需要

采用相关的媒体接入控制MAC协议，阻保证各个节点的公平接入。在HLAN网络中，

针对GBW和BOD业务分别应用了基子预留和基于“Credit”的媒体接入控制方式，

虽然可以解决公平接入的阎题。毽是网络结构、麓点结构帮很复杂。本文在后续章节

中，提出了基于周期预嘲的媒体接入控制协议，不但保证了折叠总线中各个节点的公

平接入，还提供滔稀类囊的藤务，相关态容将在笫西章审介绍。

1．2．3鳃决资源竞争鹣耀关策蝰和捺议

当处在两个不弼输入端蜀静疆个不溺分缀要弱封鼓送经同一输出端日对，两个分

组将在输出端艘生碰撞。一般地，利用光纤(空间)冗佘度、时间冗余度、波长冗余

度帮网络连接冗余度可以解决资源竞争黝目题。谯第三章，将采用偏射爨瓤算法子#为

这种资源竞争问题的一种解决方案，然爝通过软件仿真对其性能进行了分析，并与普

通存储转发网络进行了比较，详甩第三章。

第三带分组式光网络的关键技术

目前，不论是结合WDM技术，还是结合OTDM技术构建的光分组交换网络，

都受裂众多单露授寒豹羧潮，懿毙存稽鞠毙缓存技术蚕成熬等等。这里蓑簧穷绥一下

相关技术内容：光分组交换技术、分组熬处理技术、3R挥生技术、网络『阔步技术。

兔分缰交捺技术静核心是交换矩阵，交换方式犬薅霹分秀三类：渡分夔交换结擒、

空分交换结构，以及时分交换结构。为了能在分维级上实现吉比特交换，交换速度必

矮这裂缡秽董缀。嚣毒蕈巍分缝交羧孛豹各种交换绦梅都是在跫壤上实凌分缝懿夺鼹葶瑟

交换，在电域．b完成路由选择和存储控制。

毙辩分分鬣交换是捂结合光对分复糟技术豹～释交羧方案，毽是{≥鬻鬟要豹一耱

光分组方案，其原理类似于传统电信网络中程控变换机的时隙交换方式，其示意图见

密1-5。营先，警宠势缀进入交换葛点，蓄先对必分缓遴簿分缀掇续，丞缭嚣豹毙分

组根据电路控制经历不同的时懋，通过排序后依次进入交换矩降，各个输如端只需要

按照颓痔将歪缭嚣夔分缀读出，然嚣进纾分组熬髂压缀，也就是W变写入、颞序读出

的工作方式。巍然，也可以考虑顺序写入、可变读出的方式，但魑考虑分组写入比较

容易(双曩要壤确戆蹲遥控制)，嚣分缎读取嚣爨剩用分组毙开关，因此建议采用霹
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变写入、顺序读出的工作方式。

图1-5光时分交换方式

分组头的处理包括分组头的识别、分组头的分离和分组头的逻辑分析等内容。目

前，分组头的识别和分组头的分离都可以在光上进行，但是分组头的逻辑分析，如地

址分析等等．还需要在电域上进行。

为了实现分组头的分离和识别，可以将分组头与净负荷通过不同的波长或偏振进

行传送，但是由于波长之间走离的影响，在较长距离内难以实现。在University of

California Davis的相关实验中，采用了副载波调制技术(SCM)，实现分组头的识别

与分离。分组头和分组净负荷复用在同一个光载波上，在调制激光器的电流中，负载

是基带编码，分组头比特调制在合适的副载波频率上，以较低的速率编码。因为激光

器与光电探测器的频率响应必须达到副载波频率，因此，副载波频率尽量低，只需要

是分组头比特率的两倍即可。

随着网络规模的扩大，光信号通过节点数量和光开关的数量越来越多，为了实现

全光的数据传送，需要对网络中光信号进行再放大、再定时、再定形的处理，即3R

再生技术。

它的基本原理框图如图1-6所示，主要包括位时钟提取和光开关两部分·光开关

可以采用非线性光学环路镜(NOLM)或MZI实现，而位时钟的提取可以采用注入

锁定的位时钟提取技术。

图1-6 3R再生技术的基本原理
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由于到达OPS节点的分组可能来自不同源头，经历了不同的光纤路径和处理，

也可能是不同的波长，各个分组因温度变化、色散和路径不同，必然有不同的传播时

延；另外，交换矩阵的光分组处理也会恶化光分组的定时特性。因此，虽然在光分组

帧格式的设计上考虑了保护间隔，在OPS节点的输入端，还必须对到达的各个光分

组进行同步处理。

时钟提取是实现网络同步的有效途径，对于Slotted光分组网络来说，需要考虑

帧时钟的提取和位时钟的提取(也就是比特时钟)。但是对于Unslotted光分组网络来

说，在光域上直接实现光分组的同步还是非常困难的，这也是Unslotted光分组网络

应用的瓶颈之一。

第四节本论文的主要工作和成果

本论文针对光通信研究的最新进展，将焦点集中在基于光分组交换的局域／城域

网络范畴之内，通过设计和实现光纤局域／城域网的网络架构，分析了光纤局域／城域

网中的接入控制问题和资源竞争问题，并进而开展了相应的理论研究、仿真研究。

论文包括四个部分：高速光分组交换网络概述，如何基于NS2开发仿真软件，

以及对相关协议偏射路由算法和简化的周期预留多址接入协议的仿真研究与分析。

本论文首先简单介绍了光通信领域的整体发展现状，描绘了光通信领域研究的基

本情况，比较了电路交换式光网络、突发交换式光网络和分组交换式光网络的异同，

在次基础上着重分析了分组交换式光网络的网络结构、协议及相关技术。

接着对开放软件仿真平台NS2进行了详细介绍。NS2是面向对象的、事件驱动

的网络仿真工具，主要关注于综合服务网络中协议的交互的研究，非常适合于包交换

网络，主要用于小规模的排队算法、传送协议、拥塞控制和一些与多播相关的工作。

它提供了多种TCP、路由、多播、链路层、MAC协议的支持，但对大规模(数千节

点)的仿真受到限制。本论文还对NS各个基本模块及相互关系，NS2的移植及基本

理论，如何仿真现有的通信协议，如何添加新的协议等进行了介绍。

然后探讨了在光分组网络中采用偏射路由算法来避免或缓解光分组网络对光缓

存需求的方案。通过对偏射路由算法进行仿真，将偏射路由算法和传统的存储转发网

络进行了比较，结果说明，尽管相对存储转发路由算法而言偏射路由会导致数据包在

网络中更大的平均跳转次数，网络的吞吐量也因此下降，但在光处理和光存储技术还

很不成熟的情况下，通过架构规则网状网和使用偏射路由算法，光分组网络能够利用

网状网具有迂回路由的特性在基本无需光存储器或极少数光存储器的条件下达到很

高的网络性能。当前的许多研究偏射路由工作均以规则的ShuffleNet为模型，本论文
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在此基础之上，考虑到循环路由问题，提出了新的拓扑模型，得到了很好的效果。

最后，在折叠总线网络模型的前提下，为适应高速光分组交换的局域／城域网的

要求，提出简化的CRMA协议(SCIuJA)，并对各个节点的接入控制方式进行了探

讨和仿真分析。s—cRMA协议根据主节点预留队列的长度，自适应地改变预留时隙的

间隔，实现了接入时延和网络资源利用率之间的均衡．即保证了在满足接入时延的条

件下，尽可能高的网络资源利用率。同时，S—CPdvn对分组网络的时隙结构重新进行

了定义，取消了原有协议的REJECT、CONFIRM等命令，降低了整个协议的复杂程

度，并保证了网络在接入时延和接入速率方面的公平性。通过仿真数据和曲线，验证

了基于S-CRMA协议的分组网络能很好的保证各个本地节点的公平接入。
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第二章基于NS2开发光网络协议仿真软件

第一节NS2简介

NS是面向对象的、事件驱动的网络仿真工具。NSl最初是由Lawrence Berkeley

National Laboratory儿BNL)的Network Research Group开发出来的，NS2是VINT

project的一部分。该项目的目的是建立一套具有创新意义的网络仿真工具，主要关注

于综合服务网络中协议的交互的研究。它不是要设计一套全新的网络仿真工具，只是

想把所有网络仿真领域的工作成果统一起来。目前，大多数网络仿真工具都只关注于

单一的一种协议，多种协议之问是无法联系在一起的，与别的工具的组件也无法交互，

因而，其努力是有局限性、较初级、孤立的，仿真结果之间缺少比较与联系，各种工

具之间有很多重复性的工作。

而且，随着技术的进步，网络的规模、协议的数量、协议之间的交互、硬件等

等都变得越来越复杂，很难设计出-种评估工具以适应这种变化，而每次都重新设计

的代价又太高了，而且如今的大多数工具都对可视化、结果的分析的支持较弱。

NS还提出了增加仿真工具之间协同性的思路，所有研究者都可以互相交流来改

善仿真的框架。这个项目借鉴了MIT的NETSIM、University ofMaryland的MARS、

UC Berkeley的REAL、 Columbia的NEST和LBNL的NS的经验，在NS和NAM

的基础上构建(NAM是一种动画工具，用来观察仿真结果和跟踪包的数据)。它旨在

评估大规模互联网络从路由层协议到会话层协议各个层次的正确性和性能。它提供一

种可重构的仿真模型，这种模型模拟Intemet的各模块，可以支持不同人发布的组件

模块。它还包括大量可扩展库，支持各种各样的抽象的技术、工具以及可视化。

2．1．1应用环境

目前，NS非常适合于包交换网络，主要用于小规模的排队算法、传送协议、拥

塞控制和一些与多播相关的工作。它提供了多种TCP、路由、多播、链路层、MAC

协议的支持，、但对大规模(数千节点)的仿真受到限制。

NS2本来是在Unix或Linux的环境下运行的，所以要想在win32平台下、使用

大家非常熟悉的MVC6这样的集成化、可视化的开发工具，就必须进行移植工作。
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2．1．2语言支持

NS2的仿真代码是由两种语言写成：C十+和OTcl，这是因为仿真器有两方面的需

要：

·一方面，对协议细节的仿真需要一种比较系统的编程语言，它能高效地对字

节、数据报头进行操作，能商效实现运行在大量数据集上的算法。对于这些

任务，运行时间(run-time)是我们最关心的，要尽可能少，而转换时间

(turn．around time，即运行、调试时间)可以长一些。

·另一方面，对网络研究会涉及到对网络实体的参数或配置的修改，或是对网

络事件的修改。在这些情况下，反复时间(iteration time，即变换模型、重运

行)更重要。由于配置仅运行一次(在仿真刚开始时)，因此这一部分任务的

运行时间可不用考虑。

c++与Otcl解决了这两种需要。C++程序的运行时间很短，但转换时间很长，正适

合用于实现具体的协议；Otcl运行得很慢，但可以很快的转换(或是交互)，用来进行

仿真的配置最适合不过。然后，通过tclcl模块将出现在两种语言里的变量、对象胶

合起来。

当然以上的分法并不是绝对的，例如，许多路由算法是由Otcl实现的，但其核

心算法——Diks订a算法是用C++来实现的。通常，如果需要在一秒钟内调用许多次

的模块，最好还是用c++代码实现。

第二节NS2的体系结构和主要软件包

NS2平台的体系结构比较复杂，其主要的模块包括：tcl、tk、otcl、tclcl、

ns、118111、itm、GenApps、Xgraph、awk等，每一个模块均由对应的一个软件包来管

理，位于相应的目录之下，构成一个相对独立的功能模块；而所有这些软件包则全部

包含于NetSim目录之下，共同组成完整的软件仿真平台，可以用来仿真各种现有的

网络协议，也可以根据需要自己手工修改已有协议和添加新的协议。下面简单介绍各

模块功能。

Tcl模块是一个解释器，完成对把l脚本的解释执行。Tel脚本语言为集成应用提

供了强有力的平台．可以将各种不同的应用、协议、设备和框架集成在一起，当配合

tl【小工具(见稍后说明)一起使用时，能为运行于各种平台(win32、Unix、Macintosh)

上的GUI应用提供最快最好的解决方法，特别适合于各种网络相关的应用。

Tk模块是用tcl脚本语言实现的Xll工具，完成所需的图形部分的功能。
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Otcl，在此项目中具体为MIT版本的ObjectTcl，是tcVtk面向对象编程的扩展，

并且是完全基于tcl的语法和概念扩展的，同tcl一样，功能强大且具有很大的灵活性。

所有tcl脚本的解释与执行，就是由上述三个模块共同来完成的(在实际仿真中，

全部采用面向对象的tcl，即Otcl，但由于二者语法、概念完全一致，所以以后提到

的tcl一般指Otcl，几乎不会产生误解)。

Tclcl模块为tcl／c¨提供接口，是tcl脚本和C++之间的“胶合剂”，供ns、nam

等调用。对于绝大多数的类和对象，在tcl脚本中和c++中都是一一对应的，或者说

用tcl脚本语言和c++编译语言同时实现了两组相同的类和对象，那它们之间是如何

实现统一与同步的呢?这就是tclcl模块的主要功能，把两组对象关联起来，在任何

时候都达到一致。

NS模姥是NS．2网络仿真的核心部分，它利用了上述模块，并包含各种协议、

算法等．所有新功能的添加也在此完成。后面章节将对其进行详细叙述。

其他的模块主要是完成对仿真得到的数据进行处理。Nam模块是专为ns设计的

图形化工具，它利用仿真得到的数据(存在·．廿’*．Out文件中)，自动生成动画图像，

形象的演示仿真的状态和过程，如链路、节点、拓扑状态和入队列、出队列、丢包动

作等等，但并非是仿真过程的精确描述，后面章节将对其进行进一步说明。Xgraph

是x．Windows应用程序，则可用来对生成的数据进行统计分析，并可得到图形化的

结果。Gt—itrn是GT Internetwork Topology Models的简称，用来产生互连网络结构的

拓扑。

第三节移植

在将系统移植到vtin32平台下时，最主要的问题就是重新组织项目结构、设置系

统参数，如路径、版本号、与MSVC语法习惯一致等-和一些细节的修改，这里以tcl

包的安装为例，说明移植是如何实现的，其它的包的安装过程与此类似。

2．3．1准备工作

(1)下载上述各软件包(均为开放软件，可免费下载作为研究使用)，并按要求

组织好结构．此处以所有包均置于D：＼NetSim下为例说明。

(2)安装blSVC6．0，此处以安装在C：＼Progra‘l＼Micros’3(是c：＼Program

Files＼Microsoft Visual Studio的缩写，与旧版中目录名不超过8个有效字符兼

容。具体写法可通过实验获得)为例。
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(3) 为Vc设置环境变量，在DOS提示符下执行下述命令：

D：＼NetSim>path--％path％：C：＼Progra’l＼Micros、3＼VC98＼bin／

D：＼NetSim>vcvars32／

2．3。2 tel包的安装

在子目录win下，有windows下VC特有的makefile文件makefile．vc，对tcl的

安装最主要的工作就是对此文件的配置， 详细的配置见

D：lNetSim＼tcl8．3．2＼win／makefile．vc文件，这里只对主要的环境参数配置进行说明。

仿真平台所在目录，即NetSim的目录定义，ROOT=D：＼NetSim；

VC工具包所在的目录tools32=C：＼Progra、l＼Micros’3＼vc98：

tcl的安装目录的定义，INSTALLDIR-D：＼NetSim＼tcl8．3．2：

tcl版本信息的定义垤RSION=8．3：

调试信息的定义NODEBUG=I．即不调试：

运行时库文件}．Iib文件、动态连接库文件{．dll文件的指定；

windows下的的生成新目录、删除新目录、删除文件等命令的定义；

与Vc习惯相一致的编译、连接命令的定义

cc32 =”$(TooLS32)＼bin＼c1．exe”

l ink32 =’$(TOOLS32)＼bin＼l ink．exe’

rc32 ：’$(TOOLS32 rc)＼bin＼rc，exe”

include32=一I”$(TooLS32)＼include”

libpath32=／LIBPATH：’$(TOOLS32)＼lib’

1 ib32 =’$(T00LS32)＼bin＼l ib．exe’：

各种依赖关系的定义，包括如何生成各种目标文件。如何连接等等。

在各种参数配置完成后，使用下述命令编译并安装包：

cd D：＼NetSim＼tcl8．3．2＼win／

nmake／f makefi le．vc
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nmake／f makefi 1e．vc instal l

然后就完成了tcl包的安装。此时在tcl目录下生成新文件夹bin．内包含有刚

刚编译生成的解释tcl脚本的动态库文件和可执行文件：

tcl83．dll tclpip83．dll tclsh83．exe

此时，可以编写自己的tcl脚本进行测试，运行时在命令提示符状态下敲入tclsh83／

然后就可编写自己的脚本，或者直接敲入

tclsh83 mytest．tcl／

其中mytest．tcl为已编写好的脚本。

其它软件包的安装与上述过程类似。

最后，为整个系统设置环境变量，包括添加新的环境变量NS-2和修改系统路径

Path．

到此为止，整个系统的移植工作基本结束，可以在提示符状态下运行NS2自带项

目脚本(在D：＼NetSim＼ns一2．1b8a-win＼tcl＼ex下)。

但要想利用MSVC这样的集成开发工具进行开发和调试，还要做一些改动，比如

在项目的环境设置中填写与实际情况一致的参数，主要是工作目录、要执行的脚本和

参数等。

第四节make工具

在介绍NS2平台的详细构架之前，有必要首先对make工具和makefile(在MSVC

下为nmake和makefile．vc)文件做简单介绍，因为整个项目就是用makefile文件

进行构架和管理的。

在小型项目的开发中，make工具不能带来太多的方便，但在大型的开发项目中，

通常有几十到上百个的源文件，如果每次均手工键入编译、连接命令的话，不仅非常

不方便，而且在调试时很容易出错。因此，人们通常利用make工具来自动完成编译

工作，这些工作包括：如果仅仅修改了某几个源文件，则只重新编译这几个源文件及

相关文件：如果某个头文件被修改了，则重新编译所有包含该头文件的源文件；如果

项目加入了新的模块，则只编译跟该模块相关的部分文件。这样，就大大简化了开发、

调试工作．避免了不必要的重新编译。

实际上，make工具通过makefile文件来自动完成编译维护工作。Makefile文件
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需要按照某种语法进行编写，其中说明了如何编译各个源文件并连接生成可执行文

件，并定义了源文件之阅的依赖关系。当修改了其中某个源文件时，如果其他源文件

依赖子该文件，则也要爨新编译所有依赖该文件的源文件。Makefile可用于许多环境，

在Win32平台下。利用MSVC可以通过发好的界面生成和修改makefile文件，只是

其语法鹭壤罪Unix和GNU下的有些缨徽不一样，可敬参考GNU T的makefile藏范

和MSDN。

第五节NS2仿真流程、基类和功能模块

2．5．1仿真流程

网
泛兰{峥口
OTcl Script

叠融§l螽讴
斯_。gram

OTd：To!b睫掣抽旺
wish∞穗懿赫on

瓣SimnkmrIli蛔
·Ef曲t$che妇Obje馋
。Network．Componanl：Objecl：s
·N婚ⅫkSe姆嚣嘞逸
№d如s cpl呦砘培M赫】les)

嚣2。1 NS2毽奏滤程

国哼是
Simu／aUon融融、

利用NS2 i投行仿真的流程如图2-1所示。对于已有的协议，先编写Otcl脚本，

定制网络拓扑、娩务模嫠等；NS进行解释，其中簧调嚣肉置模块痒，如嘲络维律等；

NS输出仿真结槊，包括tr文件、rla．m文件、out文件，以及计髯所得统计数据；最

后可戳对统计数据玟爱务种输窭文释避舒分析，氇胃翻麓Nam z英蕊番瓣络动态运

行效果。

2．5．2基类介绍

NS2有六种基类，所有的NS组件都是由它们派生出来的，最终构成究整的NS2

仿真平蠹。这6种基类是：Rl类、TclObje∞t炎、TclCtass类、TclCommand类、

EmbeddedTcl类、hastVar类，下面对它们的最璧簧的功黥作简单介绍。

2．5．2。'1翻类

Tcl类魏芰要功骚蠢：

粤燃
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1)获得访问Tel实例的入口：C++代码将整个Tel部分视为一个类，必须首先

获取访问入口，即用Tel&tcl=Tcl：：instance0实现。

2)通过解释器调用Otcl过程，主要是调用四种eval方法实现。

3)实现c++方法和脚本解释器二者间结果的交换，即c抖变量和脚本字符串之

间的互相转换：

4)报告出错，并以统一方式退出，这通过elror方式实现。

5)存储、查找TclObject类对象。NS中的功能模块几乎都是由TclObject类派

生来的(参见2．5．3)，它们之间的功能、结构不大一样，为了管理方便，NS把每一

个TclObject对象的入口都存储在hash表中，并以对象名为关键字对hash表进行操作。

6)获取解释器的旬柄。

2．5．2．2 TclObject类

TclObject类是NS中决大多数类的基类，封装了绑定、跟踪和对相关命令的调

用机制，主要功能包括：

1)生成(create)和释放(delete)该类对象。create有一系列过程，实现生成

相应的解释类、调用解释类的构造函数、初始化、入hash表等操作，delete是其逆过

程。

2)实现变量的绑定，以使解释变量和编译变量同步，包括显示和隐式两种方法，

隐式绑定是在初始化对象时由编译对象的构造函数完成的。

3)变量的跟踪。

4)定义解释类的cmd方法自动调用编译类command方法的方式。

2．5．2．3 TclClass类

TclClass类是一个纯虚基类，派生层次简单，几乎所有的子类都不再有派生类，

只有PacketHeadetClass派生出许多子类，以提供各种包格式。从TelClass派生的类

需实现两个成员函数：构造函数，构造解释类层次来镜像编译类层次；create0'甬 ，

生成与之相应的TelObject对象。

2．5．2．4 TclCommand类

TclComm姐d类的作用是为解释器提供全局命令，它是一个纯虚类，需要派生类

实现两个成员函数：构造函数和command0函数。
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2．5．2．5 EmbeddedTcl类

用户对脚本一tcJcVtcl．object．tcl进行修改，或是修改，增加tcVlib的文件来对TIS

进行扩展。对于新文件的装载是由EmbeddedTcl类的对象来完成的。Tcl脚本其实就

是由char类型数据组成的文本文件，所以类Embedded的构造函数可以用char*型指

针指向脚本代码，并将此指针值赋于成员变量code。EmbeddedTcl的定义中

(～tclcVtclcl．h)有一load0成员函数。Load0用Tcl：：insUnce0获得解释器旬柄，然后

调用Tcl：：evale，调用Tcl命令eval，完成对代码的装载。

2．5．2．6 InstVar类

类InstVar定义了显式实现绑定机制的方法。绑定过程bind()通常需要指定解释变量

名和编译对象的成员变量的地址。基类InstVar的构造函数在解释器里创建一个实例变

量，建立陷阱例程(trap routine)，捕捉所有的通过解释器对变量的访问。当解释器

有对变量的读操作发生时，触发陷阱例程，陷阱例程调用适当的geti蚕数，从对应的

编译对象获取成员变量的当前值，并给解释变量赋值。对写操作，只是触发时间略有

不同，在解释器写完解释变量之后，触发陷阱例程，陷阱例程调用适当的set函数，将

改变后的值写回编译对象。

2．5．3功能模块介绍

NS的组件体系结构如图2—2所示。

图2-2 NS2组件体系层次结构
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2．5．3．1 Simulator类一仿真的并始

Simulator类是一个解释攒，没膏相应的编译类，但组成它的许多子类有褶应的

编译类。从NS外部赣来，熬个的仿真过程可以看成辩Simulator的掇作，因此，仿

真工作从创建一个Simulator的实例对象开始，之后，通过这个Simulator调用番种方

法生成节点，进而构造拓扑图，对仿真的各个方面进行配置，定义事{牛，然后，根据

定义的事件，模攒整个网络浠动的过程。

总的说采，Simulator提供了三类方法：刽建、管理拓扑(德过管理节点，积链路

来实现)，跟踪，协调函数与scheduler。

接真嚣辫装了诲多功能模块，最繁本戆是节点、链嬉、代理、数据龟揍式等等。

下面分别是这些模块的解释。

2．5．3．2 Node类

节点是ns最重要瓣模块，英实是盔分类嚣(classifier)幸奄藏瓣。繁点逛是一个壹

OTcl实现的解释类，也没有相应的编译对象。节点分为单播带点和多播节点，它们

懿凑裙橡逢蚕羹墅2-3掰示。

图2．3单攫和多播节点结构

节点的功能是接爱包，檎查它然后映射茔《裙应的滋鬈。一+node静缝成包锸凡个

classifier(分类器)对象，每个classifier完成特定的功能(比如处理包的特定部分)，

然磁转发副下一个classifier。agent(找理)：琵node酶爵～类缓佟，它位子网络懿端熹，

是产生和吸收包的模块。使用者用agent类建巍业务的源和宿，当前NS支持各种TCP、

CBR、UDP馥务窝RTP、RTCP、SRM捺议，毽不支持ATM秘浚。
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2．5．3．3 Classifier类

node接收到一个包屠，要裣蠢特定的域，通常楚目的地址(还脊可髓燕漂遥班)，

决定如何处理这个包，如果是转发，则还要决定转发到哪里。这项任务由分类器

Classifier幕]"象采宪成，不同类鍪钓分类器对象捡豢包不露静域班凌定摇傍转发，共有

五种分类器：base，address，multicast，multipath，replicator。

实痰上，节患其实楚Classifier瓣集会，最主委戆功髓韪踌峦。簸麓萃瓣攀撵节赢，

仪包含一个地址分类器和一个端口分类器。在节点内加入篼多的分类器，就能扩展节

轰兹功麓，多掇麓熹裁楚令捌予。当节煮串戆分类器越寒越多，裁嚣要一个统一戆接

口来组织这些分类器，也就形成～个路由模块。路由模块由三个功能子块组成：

夺Routingagent：与楗邻节袁交换数攒包；

夺Routelogic：利用routing agent收集到的信息确定路由，对于静态路由．还可以根

据惫焉掘势述行路赉计算；

夺Classifiers：根据潞由计算的结果，实现数舔包的转发。

曩瓣，ns实瑷鳇路虫模块褰黻下凡秘：

夺RtModule／Base：面向单播协议，掇供最基本的功熊，如添加，胛』除路由，连接／

断援：agent：

夺RtModule／Mcast：面向单播协议。必建立multicastclassifiers；

4-RtModule／Hler：多层次的鼹由，可以和其他豹路由协议相结合，比如ad hoc路

由：

心RtModule／ManuaI：Manual路由。

夺RtModule／VC：餍虚攒classifierI爱代vanilla classifier。

4-RtModule／MPLS：实现MPLS功能。

2．5．3．4 Link类

link是与网络时延和带宽福芙的类，它由一系歹ljconneetor对黎构建，包括head、

queue、TTL差ndrop。connector接受一个靓，进彳亍相应的处理，然赝发送到下一个

connector或者燕交给drop处理。NS支持点蓟点、广播、秃线等备释链路类麓。链路的

构造如图24所示。
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2．5．3．5 Connector类

图2．4链路结构

连接器Connector的主要功能是：接收数据包，进行一些处理，然后转发给下一

个connector，或者drop处理。Ns中有不同类型的连接器，每一种有它自己独特的功能：

夺networkinterface：为接收到的包标注上接Did；

夺DynaLink：根据链路状态(连上／断开)，决定是否传输数据；

夺DelayLink：模拟链路的延迟、带宽。如果不是动态链，则在接收到数据包后，经

过一定时间后，发给下游节点：若是动态链，将接收到的数据包加入排队过程，

然后发送出去。若在某一时刻链路断开了，调用reset0，丢弃所有的数据包；

夺Queues：模拟链路的输出缓冲；

夺TTLChecker：检查数据包的ttl值，若是正值，发送到链路的下个元素。

2．5．3．6 Queue类

在Ns中，实际路由器中与链路相关联的输出缓存被模型化为queue(队列)，它

是link的一部分。NS支持各种包调度算法和缓冲管理的仿真。包的调度指决定哪

个包被服务、哪个包被丢弃的过程。缓冲管理指控制管理队列的规则，c++类提供了

包括drop—tail(FIFO)队列、RED(RandomEarly Detection)缓存管理、CBQ(Priority

and round—robin)。WFQ(Weighted Fair Queuing)、SFQ(Stochastic Fair Queuing)

和DRR(Deficit Round—Robin)。

2．5．3．7 Delay类

延迟类计算发送一个数据包所需要的时间，一些特殊的派生类甚至还封装了对链

路失效的处理。发送一个数据包的基本延迟计算式为：s／b+d，其中s为数据包的长度

(从IP包头部得到)，b代表链的速率，d为链路的传输时间。

考虑Delay类时，需要解释一下动态链与非动态链的区别：假设某一时刻链路



北京邮电大学硕士研究生毕业论文 第二章基于NS2开发光网络协议仿真软件

接收到一个数据包P，则它将在适当时间触发两个事件，El和E2，El为对上游节点

的回叫，E2为下游节点接收数据包，E1先发生。非动态链中，一个时刻最多只有一

个数据包传输，所以E2与E1的时间间隔为定值。但在动态链中，一个时刻可能会

有几个数据包等着发送，此时．后到达的数据包将加入队列，等待发送，因此E1与

E2的时间间隔不定。这一点可以参见在第三章中关于如何判断两个包同时到达的方

法。

2．5．3．8 Packet类

类Packet是仿真对象间交换数据的基本单元，它提供了足够的信息，包括包头和

数据缓冲。不同的协议采用不同的数据包格式，因此包头会不一样。要引入新的数据

包，需要根据数据包的格式定义一个C抖结构，定义一个静态类来提供与Otcl的连接，

然后修改仿真器的初始化代码。当Otcl解释器初始化仿真器时，用户可以只激活部分

内置的数据包格式，以节省内存。对各种包格式的管理，是通过一个特殊的“数据包

头管理员”对象实现的。

2．5．3．9 Scheduler类一仿真引擎

仿真引擎是可扩展、可配置、可编程的，当前的实现是单线程的(同时只能执行

一个event)，也不支持event的部分执行或者预占机制。

event(事件)是用启动时间和处理函数来描述的。驱动仿真的event scheduler

的类型可以是现有的以下四种类型之一：简单链表、堆、日历队列和特定的实时类型，

每一种都对应着自己的数据结构。下面分别予以简单介绍。 。

·链表调度器提供了一列时间列表，按时间先后顺序排列。这就需要扫描链表

来找出合适的入1：3(entry)以决定插入或者删除。位于头部的entry总是首先

被执行，要求同一时间仿真的所有enU'y将根据它们在链表中的顺序来提取。

·堆调度器基本功能与链表调度器一致，只是在处理大量事件时性能要好一些，

表现为所用时间更少。

·对日历队列，只不过是堆调度器中一些年份的相同月和日的事件被记录在同

一天中等待处理。

· 实时调度器是链表调度器的一个子类，它将以较低速率到达的事件重新组织

好，然后实时执行。
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第六节新协议的添加

在ns包的conf子目录下有针对windows平台和VC环境的特定配置文件

makefile．win，里面对适合windows平台和VC的路径、环境变量以及大量的宏做了

定义；并在makefile．VC文件中用包含指令包含了进去，在VC下对该文件调用make

命令，便可得到在windows平台下、可利用VC进行调试的NS2仿真平台。

NS2平台原本已经包含有一些常用的网络协议，如mac协议、mpls协议、ip协

议等，在编译完成之后，即可得到ns．exe文件，编写tcl脚本进而运行与这些协议相

关的仿真模型。

也可以添加上自己的协议，重新编译项目后就可以象自带的协议一样运行。下

面简要说明添加一个新协议的基本思想。

添加一个新的协议包括对头文件的定义、c++和Tel模块的建立，以及其他更改

和编译。头文件的定义部分主要完成对新协议的包头格式和数据结构的定义，以及对

数据源Agent的定义。在C++模块中，主要定义数据包的初始化、产生、接受、处理、

控制等功能组件，同时还要定义c抖和Tel之间的接口。Tel模块除了定义建立网络

模型所需的接口外，还可以进行部分运算，如统计等。然后还需要将新的协议号及信

息添加到packet．h文件中，并在ns-default．tel文件中为tcl对象赋默认值和访问入口。

最后更新makefile．VC文件，编译后即可得到自己的新协议。

较为复杂的协议的添加过程的基本方法与此类似，可以参见已完成的
DEFLECTION和CRMA部分。
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第三章偏射路由算法的仿真与分析

第一节偏射路由算法

在全光分组网络中，当多个的数据包要同时发往同一个出口时，就会出现竞争而

导致丢包。其解决方法有：①增加光缓存器(optical buffer)，采用类似电分组网络的

存储转发方式。可以用光纤延迟线作为光缓存器件，此方案最为有效，网络吞吐量也

较高，但目前光信号处理和光存储技术还不成熟，控制硬件复杂，并且由于各种限制，

延迟时间最大只有几十微秒，对于长的突发分组不能适用。②增加波长路由器的波长

转换(wavelength conversion)能力，但会带来很大的开销，并且波长变换只能在一

定程度上改善系统的性能。③使用偏射路由算法(deflection routing)。这是目前较为

可行的解决方案，只需要少量的存储器，甚至不需要存储器，使光缓存困难的问题得

到缓解，其实质是将整个光网络作为一个大的光缓存器(0B)。该方案比较适合于有

较充足链路资源的网状光网络，利用网状网具有迂回路由的特点在一定程度上降低了

硬件的复杂性、提高链路利用率、降低网络拥塞。但是，偏射路由算法要求网络物理

拓扑和逻辑拓扑是多径的且规则的(如Shuffle Net和Manhattan Street Net)，以降低

网络吞吐量为代价，网络性能不高。本章的主要工作就是对光分组交换网络中偏射路

由算法进行研究和分析。

偏射路由算法的基本原理是这样的：当无出口竞争时，按照SPF(Shortest Path

First)规则选择路由，所有的包均走最佳路由；当多个分组竞争同一个端口时，与存

储转发路由算法不同，使用偏射路由算法时，只有一个数据包能从端口输出，走最佳

路由，其它数据包则偏射到其他的空闲端口通过空闲链路输出，寻求尽可能短的次佳

路由到达目的地，即并非所有的数据包都选择最佳路由。其实质是把整个网络看作一

个大的光缓存器，通过空闲的链路来缓存受阻的数据包，增加数据包的平均跳数，以

网络容量为代价，换取硬件的简单性。所以，在这种路由网络中，数据包所走的路由

是随机的，数据包从源节点到目标节点过程中所经历的跳转次数也是随机的，其平均

跳转次数高于存储转发路由算法，因此也导致了网络吞吐量的下降。

对于采用偏射路由算法的光分组网络而言，一般都要求有特定的拓扑结构，譬如

每个节点的入端口数目要和出端口数目匹配，每个入端口进来的数据包都可以通过任

意一个出端口到达目的节点(尽管不会都是最短路径)，以保证从不同端口到达节点

的数据流发生端口竞争时不会因缺少光域的存储而发生丢包现象。论文所研究的偏射

路由模型只针对同步定长的光分组交换，即要求整个OPS网络的数据包的产生与接

收都是严格同步的，节点才可以准确判断两个数据包的“同时”到达，从而进行偏射
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路由的决策。

现有的一些用于偏射算法的拓扑模型包括Manhattan Street Network(MS)和

ShuffieNet(SN)两种，其设计思想都满足上述要求，ShuffleNetflaN=kp‘节点组成，

这Ⅳ个节点排成七列，每列有矿个节点，最后一列又连回第一列，在逻辑上网络形成了

一个圆柱型结构，这里卢是每个节点的连接度，对于连接度为2的ShffuleNet，p=2。

Manhattan Street Network由N=n2个节点组成，这Ⅳ爪节点排成月行和"列，每一行和每

一列都由单向的链路连接而成，相邻行和列之间链路的方向相反，这里的n为偶数。

这两种网络都是规则网络，即从网络的任一节点看去，网络都是一样的，而且在任意

两节点间有多条路径，这就保证了被偏射的数据包能最终到达目标节点。图3．1和图

愈—◇铽
，jL

一芝山筑^二户弋少

愈 一一6、～≮巾套、／

—◇◇≮山◇
图3，1 ShuffieNet 图3．2 Manhattan Street Net

3．2分别是连接度为2(每个节点两入两出)的8节点sN与16节点MS网络。

对于采用偏射路由算法的网络，有几个网络结构参数对网络的性能有很大的影

响：

1)网络半径：在网络的每对节点中，都有一个最短路径，这些最短路径的最大

值称为网络半径。这个参数反映了网络的紧凑程度，网络半径越小，网络越紧凑。

ShuffieNet的网络半径为2k-1，当^哞艮大时，趋近2109eN，Manhattan Street Network的

网络半径为,v／。

2)偏射代价：一个数据包由于一次偏射所增加的最大跳转次数(每经过一个节

点转接称为一次跳转)为偏射代价。ShuffieNet的偏射代价为k，是一个随着网络规

模的增大而增大的量，而Manhattan Street Network的偏射代价为4，是不随着网络规

模的变化而变化的。

3)“无关，，节点：网络中存在一些节点，这些节点的两条输出链路到目标节点的

距离相等，被称为“无关”节点，别的节点称为“相关”节点。“无关”节点的存在，

大大减少了数据包被偏射的概率(在无关节点，数据包从任何一个输出链路输出的效

果是一样的，因此不存在偏射的问题)。图l、图2中画粗线的节点就是节点0的“有
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关”节点，其中SN8中的无关节点数是2，占中间节点数(不包含节点0)的28．6％，

MSl6的是9，占60％。

综上所述，偏射路由有以下特点：

网络总容量与平均光通道跳数以及流量负荷成反比，与节点数、平均链路容量成

正比：

无关节点越多，则网络直径和偏射成本越小；

易造成额外的旁路流量，使网络吞吐量下降。

因此有必要确定通道跳数的上限，如果引入有限的buffer，会取得较好效果：多

用于规则拓扑，不适用于异步OPS(异步则竞争概率大，则偏射流量多，吞吐量急剧

下降，甚至网络瘫痪)。

偏射路由协议实际上可以看作是同步OPS网络的具体实现方式，而OPS本身就

是OTDM网络的一种，因此对偏射路由机制的研究正是对MESH网结构下OTDM网

络协议的研究。

第二节偏射路由算法的仿真实现

这部分首先对ShuttleNet模型进行分析，然后由此提出改进的拓扑模型。对核

心节点数为8的ShuttleNet网络，连接度为2，拓扑结构规则，每个节点都有两条输

入链路和两条输出链路。在仿真中，采用源节点和边缘节点分离的网络结构，其逻辑

拓扑和实际拓扑分别如图3．3和3．4所示。

o

图3．3逻辑拓扑 图3．4实际拓扑

编号为偶数的节点为源节点，完成的功能仅限于数据包的产生和吸收，构成接

入网部分：奇数节点为核心节点，不产生数据，仅仅完成数据包的转发，构成核心网

部分。
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3．2．1节点结构和仿真流程

基本原理

仿冀模型中最重要的是节点结构的实现，从藏逢上，葵基本功能模块彀括四部分

如图3．5所示：

黼3．5潮络节蠢瓣结梅耩踅

电

精出垄
链黯搓

1)吸收模块：发往该节点的数据包被戳收模块嗷收或向后转发。

2)数据包产擞模块：如果在输入存储器中有新数据包澈备发送，而数据包

产生摸块中有空闲链路，则数据包W以插入。从接入策略来糟，这是～个拒绝系

统。

3)路崩模块：数据包根据规定的路由算法从相应的链路输出，如果两个输

崮数据包竞争同一输出链鼗，羽撬幸予傣葑籍l蟊；霉法。

4)输入存储器：本地产生的流盘先存储在输入存储器中，直到数据包产生

模块翔羝鸯空瘫链鼹蓐，数据毽才黢簌次援入网终。

仿真模块

在实际仿真实现时，吸收模块、数据包产生模块和路由模块都合并到一个核心

处理模浚中了，如图3．6所示。



图3．6仿真节点结构图

在NS2平台上，核心处理模块是由分类器(classifier)构成的，原理图如图3,7。

接收数据包一厂————————————]发送数据包
[==割 Re c V()E=二≥L————_T]——J

匝塑
图3．7 classifier的接收机制

在这个节点模型中，本地数据由数据源产生，其产生速率、分布模式和分组格式

都可以灵活设定．产生的数据在本地缓存中缓存起来，由核心处理模块决定数据分组

是否可以进入光层网络。

网络同步与包同时到达

在仿真过程中，最重要的是通过一定的机制保证仿真网络能模拟实际网络中的

同步机制，这一点在NS2平台上是通过本地节点的scheduler类和引入相应的时延来

实现的。为了使问题简化，在仿真中，数据包的大小、节点处理时间、链路传输延迟

均设为一样，这样只要所有节点的数据包发送能达到同步(这通过scheduler控制实

现)，那么所有的包到达下一个节点时也能达到同步。

当节点收到数据包时会检测包头的目的地址域，然后将此值映射某输出端口．

对应于数据包路由的下一个节点。要实现两个数据包竞争时的偏射机制，首先要使节

点能够判断两个包的同时到达。NS2最基本的机制是事件驱动，数据包到达的事件触

发实现接收功能的函数(RecvO)，并且在接收函数中完成到目的对象的转发．即便

是仿真时间中同时到达的包也以一定的顺序先后处理。在不能修改接收函数触发机制

的前提下，要让其接收到数据包但却不会立刻转发，而要等到下一个接收功能被数据

包触发后，将得到的两数据包信息进行比较运算后同时转发。所以在一个接收函数中
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将簸发懿零{孛延遂卡势之一时藩长凄嚣，写灭Scheduler，这样警节点需要骰决繁速

行数据包的转发时，两个接收函数均已发生，需鼹的数据包信息也已被存储，此时调

瓣路宙篆疆来竞戏数据霞懿转发。

路由策酶

在鼹由模块中，所有的路由信息只是到达某带点的包的下一跳信息，先忽略零地

吸收和产生包的郝分，那么每个节点就郝是两进两出。与普通路幽不同，编射路出每

到一个节点都有可能由于出端口竞争发生偏射，从而不襻不重新选路，所以对于每一

个有源蟪址和目的地址静包而言，每到达一个节点，就可黻将该节点看俸新的源节点，

嬲的节点不变。对于这个新的源节点，列达目的节点按照dijkstra算法，有一条嫩短

路由，奁每条链潞情况一敦的条件下，就是雾＆数簸少的路由，另辨一条磁口刚是该包

的备选路由也就是次佳路由。在确认两个包同时到达之腐就可以调用偏射路由算法，

罄先判断鼹个琶瓣下一黟l邃垃是不是一群，也就怒是否存在渖突，不存程；串突裁可敬

使用普通的classifier转发，存在出口竞争时，考虑在一些节点，它们的两条输出链路

鞠譬标节点静距鬻穗等，被称蔻“无关”蒂熹，籍静节煮称为“蠢关”节点。麸蠢毒

以确定相对于到达的两个包的目的节点，所处的当前节点是否为光关节点。两个包中

只要存在一今或鬻个无关甍点懿毽，载霉淤穆那个无关肇点靛毽镳袈，露不会影豌总

跳数。如果两个包都处在有关节点，则可以比较分别用偏射方案时，执行偏射算法之

麓弱惠黟§数之襄，取羧套瓣一释壤嚣箨梵最终编瓣方案，然嚣秘搿在classifier串避行

相应的转发了，而这种判决准则正是对原偏射路由协议的优化与改进。
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Packetl，packet2包头

图3．8偏射路由决策流程图

在上图中，NI代表包I输出到端口I、包2输出到端口2时偏射(方案i)的总

跳数，N2代表包1输出到端口2、包2输出到端口1时偏射(方案2)的总跳数。

其他模块

除节点设计外，还要对包头、链路、业务代理(Agent)、业务流(Application)、

业务类型等进行设置，具体的在拓扑模型部分说明。
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3．2．2 ShuffieNet模蝥静仿真分析

国3．9—3。13分鬻绘爨了编瓣与存镣转发熬憋虢数魄较、壤辩专存储转发平均跣

数比较、偏射与存储转发链路利用率比较、偏射总的包延迟和偏射平均包延迟。图中，

每个数攒点代表一释登努模型(鼙菜薅鬻段疼枣一些摹纛淘勇一撩苓点发送数据毽熬

过程的统计值构成一个坐标点)。

蚕3．9编袈与存麓转发熬葱拶l数比羧 黧3。10镳慰与存骧转发乎缝蹒数比较

图3．11偏射与存储转发链路利用率比鞍

瀚嘶瞄辐呲嘴波眦。
毽乱吼氛以札良啦

赣域
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下的要高一些，进而网络的链路利用率得到提高。这是因为当遇到输出链路冲突时，

存储转发模式坚持走最佳路由，直到一个包转发完后另一个包才又继续由该冲突链路

转发，而偏射算法此时则会将其中一个数据包从另一个空闲的链路输出(具体偏射方

式由偏射路由策略决定)，这就可能造成数据包的迂回，跳数增加，但这却利用了空

闲的链路，使得链路利用率得到提高，一定程度上避免了一条链路上过于拥塞而另一

条链路又空闲的情况。另一方面随着发包数的增加，包的总延迟增加了，但平均延迟

却下降了。总延迟的增加是因为总的被偏射的包的数量增加了，而平均延迟降低则说

明总的包延迟的增加慢于总包数的增加，即负载在一定范围内增加时，偏射机制能很

好的均衡网络各部分的负载。

循环路由现象

在某些业务模型下，SN8偏射时出现了循环路由现象：被偏射的包的路由出现

死循环，反复回到发生偏射的节点，无法到达目的节点。参看图3．3、3．4对此现象作

简单说明。

例如如果节点6和节点2如果同时给节点5发包(相当于节点3和节点7同时

向5发包)，必然在节点15发生冲突，其中一路数据又被偏射回7节点，此后只要

15节点仍存在冲突，此数据流就会往返于节点7与节点15之间，造成路由的循环，

当数据包中的TTL值到零时，会发生丢包现象，这一点在NAM图中可以被观察到。

事实上，由于是全同步网络，被偏射回7节点的包必然与从节点6直接发出的包在7

节点发生冲突，从而在7节点也会发生偏射，被偏射的数据选择节点13为偏射后的

下一跳地址，为到达节点5，再下一跳又为节点3，从而在节点3与节点13之间再次

出现循环路由现象。经分析原因是两方面的：一是采用延迟来达到两个包同时到达的

机制有关：二是由于SN8中“有关”节点太多，比例太大，且两个节点就可以构成

一个循环，B口很容易就造成循环。为克服这个问题，论文提出了新的拓扑模型(见下

一小节)，用于OPS网络中的偏射路由算法，并对新的拓扑模型进行了详细的仿真分

析。

3．2．3改进网络拓扑后仿真与分析

改进后的新拓扑模型如图3．14所示：在该拓扑中，“无关”节点的比例非常大，

并且要构成一个路由的循环至少要三个节点参与，这就从概率上很大程度的减少了发

生循环路由的可能性，克服了SN8的困难。下面就以此拓扑为基础说明偏射算法的

仿真’情况。
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1、topology和sessions

5

晓F域艚∞H琵}札％V

网3．14改进后的拓扑图

topology：两个正霞棱柱扣在～起，每～条棱必一条肇囱羲鼹；每一个顶熹为一

个两入两出的节点；所有链路均为带宽8Mb，延迟0．9ms；节点处理延迟是0．ims；

sessiorls： cbr session,DropTail queue；

packet size：1000byte：

interval：0．001s；

rate： 8Mb。

2、业务说明

0．01秒：4-0：

5-0：

0．02秒：4-2：

摄掇业务模裂，

3、偏射现象说明

4—3一O，用黑色表永；

5—2一O or 5—3一O，赐红色表示，两冬均为最佳路由；

4—3—2 or 4—5—2，用蓝色表示；

将旋4、5、3连续发生偏射并重新选择路由。

0．01秒时开始发包：4—3—0，5—2一O；

0。02移对4歼始给2发包，4～3镶鼹技占髑，将发生攘射，缍粟是漂亲经4—3

—0的路由被偏射为经过5了：接着在节点5，原本经5--2--0的路由被偏射为经过

3了；最惹在节患3霉次发生编射，只不过麸瑷象土列转跟蚕镇瓣{骞况下躲一撵(即

执行了偏射算法但看不出现象)。最后，执行偏射算法厨的路由情况为：

4一#：4—5—2—0

5一O：5—3—0

4—2：4—3—2

对NS2生成的统计文件用NAM进行处理可壹躐的观察到偏射动态效粟甏，
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如图3．15示意。

4、统计结果

图3 lfi·中间一次发生偏射的效呆图．

仿真得到的统计结果如下

+++++++++++十+‘H++++++++++++++++++++++++++++++++++++++++++
Tota上pk七5 ·29乓6

dropn 一0

DroP ra七e． -0．00000000

+++++++++++++++++++++++++++++++++++++++++++++++++++++++++

+++++++++++++++++++++++++++++++++++++++++++++++++++++++++

Total h0尊s with deflection：—cte士lh-6890

Tota上hops with 5七ore—and-forward： underlh-$920

Average hops with deflection： hops·2．33876qq3

Average hops with 5tore—and—fcrward：hops-2．009S0441

+++++++++++++++++++++++++++++++++++++++++++++++++++++++++

+++++++++++++++++++++++++++++++++++++++++++++++++++++++++

delay-13．732000

Average pkt delay-0．0046612q

total p1眭5—2946， toral delay z 13．73200000
+++++++++++++++++++++++++++++++++++++++++七+++++++++抖++++
++++++++++++++++忡++++++++++++++++++++十+卡■十++++++++++++++
Link utiliza七ion-0．21哇S3539

+++七七+七七++七斗H七七七七蚺++士壬七七H七士蚺+++’七七斗+聃斗七+蚺*丰+’++*÷

由结果可以看出在偏射情况下数据包的总跳数和平均跳数都将增加，在该业务

模型下，平均每个包比存储转发模式增加了O．329跳。

第三节本章小结

当两个数据包竞争同一个输出链路时，不同于存储转发模式，偏射路由算法将其

中一个包偏射到另一输出链路，由于该链路可能不是最佳路由，就可能造成数据包的

跳转次数多于存储转发算法的情况。这缓解了目前光缓存技术不成熟的困难，同时使

得网络的链路利用率得到提高，均衡了网络中各部分链路的负载。
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本章先霹8个节熹戆ShuffieNet模蘩进行分援，怼镶麓移存赣转发黎秘算法下包

的跳数、链路利用率进行比较得别：偏射时包的跳数(平均跳数)有所增加，链路利

愆率瞧褥到了遥凝：疆善瓣络受载熬增热，虽然镶熬总雾§数增燕了，毽镪豹平均跳数

却减少了。其中对原来的偏射路融算法进行了一些优化。然后考虑到SN8的路E扭循

臻阀瑟，提出了麓匏螽羚，著对馕菇冀浚应建予憩攘羚孵戆褒象终了筵攀数分掇。
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第四章S-CRMA协议的仿真与分析

随着光纤通信技术的发展和用户对高速应用的不断需求，目前的超高速局域网

和城域网要求：1、网络具有非常高的接入速率，通常达到几个Gb／s；2、网络范围

超过lOOkm。目前，FDDI令牌环技术是主流的解决方案，但只能满足百兆速率和数

十千米范围的要求，并且当网络规模扩大时，令牌传输时间和节点保持令牌的时间将

使网络的吞吐量和接入时延严重恶化。为此，人们提出了分布队列双总线协议

(DistributedQueueDua／BusProtocol，DQDB，IEEE 802．6)，它在具有两条单向总线的

传输系统中采用了资源预留机制，确保了网络吞吐量和接入时延性能的要求，但又有

如下不足：1、重负载下各节点接入的不公平性，节点的性能跟位置相关并相互影响；

2、一个周期只能预约一个时隙，将数据包的各个片断置于不连续的时隙中，造成目

的节点重新组装的困难。为克服上述问题，M．MedhiNassehi提出了CRMA协议。

周期预留多址接入(Cyclic Reservation Multiple Access，CRMA)协议是高速(几

个Gb／s)光局域／城域网中，基于时隙的折叠总线和双总线结构，具有高性能的网络

协议。它引入新的预约机制，保证了各节点吞吐量的公平性(不保证时延的公平性)，

并且一个周期可以预约一个完整的包所需的时隙，但这增加了平均时延；因此同时引

入背压机制，保证最坏情况下的时延在一定范围内。本章先对CRMA协议对进概略

介绍，然后为适应光子时隙路由的要求(Photonic Slot Routing,PSR)，在此基础上进

行改进，提出了简化的CRMA协议(SimplifiedCRMAProtocol，S-CRMA)，并利用

NS2平台对该协议在折叠总线型光网络上的运行进行仿真与分析。

第一节CRMA协议介绍

CRMA是基于分时(slotted)单向总线(折叠总线或者双总线)系统的刚络接

入协议，它通过周期预留接入(cyclic reservation aCCesS)和预留取消背压

(reservation-cancellation bacl【口ressure)两项新机制，保证网络在高速和长距离时高性

能：为方便包的重组，它提供了为一个包预约连续时隙的功能。周期预留接入机制能

提供高效的吞吐、灵活的容量配置，同时满足公平性要求；背压机制缓解最坏情况下

的接入时延。下面分别就折叠总线对这两项机制进行说明。

4．1．1基本接入机制
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申申申⋯申_
图4．I折叠总线结构

CRMA折叠总线结构如图4．1所示，具有一个头节点(Headend)和N个本地节

点(Local node)。头节点控制着整个总线的接入功能，从物理结构上讲，它是节点1

的一部分，并且如果要求整个网络具有很好的可重构性(如增减节点等)，它也应是

其他节点的物理部分。总线由头节点开始，在写总线(Outbound bus segment)上依

次经过节点1到节点N，在节点N处折回到读总线(Inbound bus segment)上，再由
节点N逐节点经过节点1最后回到头节点。数据包在写总线上发送并在读总线上接

收，因此，在写总线上，节点应具有读取和修改数据位的功能，而在读总线上，节点

只需读取和吸收数据位。

总线上数据的传送是分时隙的，时隙结构如图4．2所示。时隙包括接入控制域

(access contmlfield．ACF)和数据域(segmentfield,SF)。SF可能为空或者包含某数
据包的一部分。ACF又分为两个子域：忙／闲标识位(busy／fi'ee bit，B／F)，指示SF是

否为空：接入指令，节点根据该指令进行相应动作。一般SF都短于数据包的平均长

度：如果数据包不长于SF，则该包可装载在一个时隙中，否则该数据包将会被分割

为一系列连续的小的片断(除最后一个片断可能小于SF外，其它的大小都等于SF)，

在目的节点，再从总线上拷贝出所有的片断进行重组。

图4．2时隙结构图

节点根据时隙的周期序号(cycle number)读取总线。周期号从零开始递增至某

一最大值(比如49)后复零，如此循环。在每个周期，本地节点预约一定数量的时

隙，头节点据此产生足够长的周期满足此预约请求，因此每个周期的长度不是固定的，

而是由本地节点的需求确定的：如果在本地节点没有预约(无数据包)，头节点就不
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产生秘应鹣溺麓了。预约稿鼗蕹爨羯(datacycle)懿产生豹禽令分掰是reserve蟊start，

它们由头节点发出，属于间一个周期，参数为周期序号(cycle ， 命令．number)reserve

逐雹捃簿麓长度(cycle 参数。_length)

图4．3描述了基本的周期预鼹接入机制。头节点周期性发出reserve命令，初始

依cycle_length参数为0。在写总线上，涤reselwe命令经过节点拜雩，节患该约妥季豫：

将自己所需时隙数累加到cycle length参数上，因此，该周期中预约的时隙数即为该

参数僮；势显，带杰耨霓cycle_length连嗣cycle__number～起存麓至l零建联终敬梦ll中。

缀过写总线上最厝一个节点时，eyele 即为该周期节点预约的总时隙数。在读．1ength

您线上，节点不烈reserve翕令终任餐修羧，壹羧返霞黧关节点；关节熹渗该reserve

命令及参数存储到全局预约队列中，然厥按FⅢO原则的服务。
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串幸审⋯ E
(a)在髑期n中-reserve命令在写总线上缎过节点1预
约2个时隙，节点2预约1个时隙，结点3预约3个时
隙，cycle 1ength逐步豢加

(d)头节点收铡返回的reserve命令后，发如相应的
start命令， 其Jf爵跟随着与cycle一1ength数一缴的
空融隙，每个节点将本士I熟预约驮歹iI中孝辫虚数据包
写副这些嫩时隙中

(e)在獬总线点，目的节点燮制数据
圈4．3周期预留接入梳制

头苇蠡遗过产生start会令来驻务每个预豹，该螽令包括一个c弦i譬_锄幽cr参数，

后面则跟着cycle_length个空时隙以用来写入数据。麓总线上，本地节点收至0 stag命

令爱，检查本地预约驮列，始暴发现其cycyle_numbcr与start会令的该参数～致，就

等待紧跟的空时隙，然后将数据包写入数据周期。注意每个节点依序使用连续的时陈，

．42，



莠虽一个毯戆爱蠢片錾褒霹一个躅瑟凑终辕，这样篱纯了接浚对豹重维。读总线上，

包的目的节点复制数据尉传向下～个节点，其它节点则赢接转发，最后数据环回到头

节点嚣被缀牧。

基本接入的状态一时间动态效果如图4．4所示。

鼍罗郴1岁”神”

增嘲#辨。雠
■膏睡赫AT
幢^嘲帕

图4．4基本周期预留接入的时间一状态图

图中&、Si分别表永I怆$e'EVC、start命令，L表示命令在总线上的传输时延，Q

袭示res张ve命令的周期。上图是总线上命令传输的距离一时间关系，下图表示头节

点中cycle队歹fj的变化。t时嘉《，cycle2谯队列的顶端，其剩余长度为12，cycle3摊在

cycle2之后，其长度为13。假设头节点发Rl时，队列中预约为空，当收到RI后。头

节点发磁Sl开始cyclel；R2返翻时，cyclel还采完成，因蓝cycle2插入到全嚣羰约

队列中cyclel之后：当cyclel完成之后，开始S2；接着R3返回，cycle3入队：R4预

约长度搀零，不蹭趣陕猁长度；cycle3缭隶之葳，cycle5帮开鲶⋯

这秘警式载周期预援处理方法为蹲络提供?高的吞吐效率，并且跟网络的速度

和规模无关。适当选择reserve命令的麓送频率，可以掇高网络举j用率。如果该颁率

楚data cycle频率的足够丈倍数，则可以傈证头节点巾预约队列周期的连续能(即

cyclel、cycle2、cycle3等依次入甑，中闯无空周期)，戮此选择较高的教送频率，可

以获擤较高的利用率。邋常，reseI've发送周期设置为系统最大数据包的传输时悯。

周期特性还为节点间的容爨分配掇供了很好的手段，这可以通过为每个节点设

燮在每个cycle审预约暑瑟接入的孵豫数限制来实现，蔼这静限制溉可以楚节点类型也

可以是周期序号。并且幽于周期性的接入，每个节点的释吐置是与在总线上的位置无

荚的，缎接入延迟是与馕置摆关的。

一叫一
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4．1．2背压机制

虽然选择足够高的reserve命令产生频率提高了吞吐效率，但同时却又恶化了接

入时延。为减小在最差情况下的接入时延，发展了预留取消背压机制。这种机制时刻

监视头节点中全局预约队列的总时隙数(包括那些即将发出的cycle的时隙数)，如果

大于某一阈值，则暂停发新的reserve指令，并且已经发出但还没返回的reserve也被

取消，知道总时隙数降到低于阈值为止。最优化的阈值选择是总线来回一周的延迟除

以时隙传输时间，即总线上传播的时隙总数。

*^㈣ ／。。舔慧。2⋯乏詈。■， ^．S．氚～S． R． L‘札C．k血‘

1∑∑造∑：∑茧≥
■■

{ 陟冀j／黟弼
I ／】

图4．5使用背压机制时的状态一时间图

背压机制需要两个指令：con丘fm和喇ect，它们的作用机制如下：当队列小于

闽值时，头节点周期性的发出reserve，在reserve返回后，头节点发出confirm确认

相应的cycle并将预约加入全局预约队列；如果太于了阙值，就发出reject，取消所有

的已发出但未返回的reserve，直到队列恢复到阈值以下才重新发reserve。使用背压

机制时的状态一时间动态效果如图4．5所示。

第二节S-CRMA协议对CRMA协议的改进

已有的CRMA协议只适用于传统网络，在未来的10G以上超高速网络和现有光

纤通信技术条件下，其通信规程尤其是背压机制还是显得过于复杂：(1)CRMA协

议包括四种指令，reserve、start、confirm、reject，它们的参数不完全一样，时隙结构

不一致，造成处理复杂、速度降低：(2)通过预留取消背压机制通知本地节点是否预

约成功和根据业务状况调节预约周期的长度，客观上增加本地数据的接入时延，包括

reser've指令网络环回时间、confirm等待和处理时间以及数据传输时间；(3)reserve

指令的发送周期固定，无法根据网络状况进行自主的动态调节，造成业务量较大时接
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入辩延懿墙趣。瓣瑟需要为适应筵高速毙分组交换弼终俸遴一步麓纯帮羧进，帮篱纯

的C砌“A协议(Simplified CR盹～Protocol，S．CRMA协议)。

S．CRMA协议取消了背压梳蒂《及confirm秘reject指令，丽建采霜露主节点搬据

全局预约队列的长度来确定reSeI'Ve指令的发送间隔的方式来优化资源的预约，即当

酞弼长壤超过阙值时，增大reserve指令发送闯隔，小予阙值辩，恢复正常静发送蔺

隔。

S-CRMA协议同样采用统一的固定长度、蔺定间隔的时隙作为承载数据分组的

基本单使，但只宵reserve指令时隙和数据时隙疆种，时稼结构麴图4．6所示。

field l flag I cycle__number

cyo王e一曼eng七h
8rc—add }dest—add

芒tal：。￡}

图4．6 S-CRMA时隙结构

各郝分的意义如下：

field：初始值为0，写总线上每经邋一个节点值加l，读总线上不变。field值用

采标识分组是在读总线上还是在写总线上：如聚field<N，包位予写总线上，节点可

以对数攥进行读写操作；如果fieId>=N，剐包使予读总线上，节点只#&对数据包进行

读操作。

flag：用于标识时藤类型，长度为2能。Flag为O代表resel've指令时陈，cycle length

蜘始化必0，data域为空；值为l和2代表数据时隙，1表示空时隙，等待节点写入

数据片断，然后俊改写梵2，表器已写入数据；德为3雯q在data：馥填入凭效数据，用

于网同步。

src add秘de．st add：分掰袭示源节点裙嚣静节点翁MAC魂垃。

其它域的定义与CRMA中一致。

基本的周期预留接入机制墩与CRMA中相似，只是多了对field和flag的判断

秘操作。另外，为了降低最坏情况下豹按入时延，头节患在发送预留对隙之前查看全

局预留陵歹fj的长度，当冀超过湖值时，增大rest're指令时睬的澜隔，意到小于阏值。

举章的聪续部分将基于擒叠单向总线对S-CRMA协议进行仿真与分析，主要从节点

闻接入公平性、搂入时聪以及两络吞畦燕等方瑟考查该协议盼穗能。
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第三节彷粪设计

仿真使用的物理拓扑和逻辑拓扑翔圈4．7所示，落括头节煮帮4个本建节点，总

线的速率是40G，本地节点的揍入速率可变：本地节点间的时延是O．1us：包大小为

125字节。

窜审南哇
逻辑拓扑 物理拓扑

錾4。7俦粪S．CR№～协议懿撬矜
无论是头节点的设计还最本地节点的设计，相对予偏射路由算法而言，都不需要

路壶模决，因为分缍会鸯动蓼黼手总线上，苇煮不震要隽分缀决定下～魏遗教。瑟是

只有噍一的下一跳。这样，利用NS2仿真时，只需甍考虑节点的控制机制即可。在

实际懿翘终中，关苇燕戆功戆建每令零缝节蠢凌能戆～部分，叛捷疆终其有缀好毂可

升级‘|擞和重构性，但在仿真中为了简化问题，对头节点和本地节点分别设计，并且这

样不会影嚏贫粪缝粟。傍真孛，铮对头肇煮热零遣节焱在辑叠总鲮型必翅络枣翡不同

作用，分别设计各自的classifier模块，下面对二者的工作流穰作详细说明。

4．3．I头节点

头节点的处理流獠如图4．8所示。头节点周期惶的产生i℃serve指令时陈#关节

点内部包含一个全局预謦队列，并设礴阙值。头节点的classifier的工作流程怒：头节

点每产生一个新时隙志前，酋先察看l冶servc指令时隙的周期楚否到来，如聚割来盈

全局预蟹时隙总数小乎阚值，则发送flag值为0的resi盥evc分缌；如果r姻erve指令时

隙发邀周期尚采到来，则判断幽上一个l'eserve指令对隙确定静数据cycle是否已经结

束，如果没有，则继续发送flag值为1空闲数据分组以满足预籍需求，如果已经发完，

刚看全局预留酞巅建谱为空傻，如栗逄空值。赞Ⅱ表示淹前对辕既不焉发送fesem捂
令时隙也不用发数据时隙，则把flag鼹为3，汗始发送同步时隙，以保持全网同步；

茹采颥留酞剥不是空德，鲻校摆下一个预窜溺麓静请求开始一个薪鹣数据cycle，送

{亍空闲数据cycle的发送。当头节点收到环回的分组时，如果flag=0，则在全局预留

获羁审蹭加cycle fen瓣令辩豫，鲡采flag隽莛它蓬，翔壹撩释藏簿。仿真审设置全
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局预约队列的大小为400个包的时隙数。

图4．8头节点处理流程
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4．3．2本地节点
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本地节点处理流程如图4．9所示。本地节点根据field域的值判断分组是在写总线

上还是在读总线上。在写总线上，本地classifier分别根据分组flag的不同值进行操

作，flag为0，说明是l'eServe指令时隙，则统计本地存储队列中上一个reserve指令

时隙之后新产生的本地数据包的个数，记录本周期reservc指令时隙的cycle值，并与

本次预留的本地数据包进行关联；flag为1，说明是空闲数据分组，根据分组的cycle

值将本地队列与这一cycle值相关联的数据包写入空闲分组，包括src address域，dest

address域，data域，并修改flag值为2；如果写总线上分组的flag是其他值，说明是

占用数据分组或同步分组，不对此分组进行任何修改操作，直接发送到下游节点。在

读总线上，如果分组的flag值是2，则根据分组的目的地址dest address域判断本节

点是否是目的节点，从而决定对数据分组进行复制或者直接发送到上游节点；如果分

组的flag值是其他值则简单地将该分组递交到上游节点。仿真中设置本地预约队列

(buffer)的大小为t00个包。

要一
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4．3．3业务模型说明

仿真中各个本地节点加载的是开关业务(ON_OFF业务，为NS2内置的一种业

务模型)，ON状态和OFF状态的保持时间，均符合Pareto分布，图4．10中的TON和

ToFF分别为二者的保持时间。Pareto分布是描述自相似性常用的分布函数，其概率密

度及参数如下：

几)=丁cTc～(x)=⋯c--L，彰。『砜cTz习，
式中T确定开关时间，c确定开关时间的自相似程度。

图4．10开关业务状态转移图

第四节结果及分析

这部分是利用上述模型在NS2平台上仿真的结果及分析，图例中TrO．9A15G表

示Tra历c=o．9’节点接入速率A=15G,其中Tramc的计算式为：Tr=瓦≠毫×』10G

姆
旺
犀
般
摧

预约周期／slo’

链路利用率与预约周期的关系

图4．11链路利用率随预约间隔的变化
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圈4．1 1瑟述了链瓣零l蔫警与舔终指令霹豫闰隔懿关系。霹瑷看到，当reserve豢

令时隙间隔很小(小于50slots)时，链路利用率有急剧恶化的趋势，而在50--350slots

之阉，基本保潦稳定，霉灌麓又开始辩低，势显受载趣大终低越捷。这说鞠，resell／e

指令的频率必须足够黼，以获得较高的链路利用率，假必须与数据包的传输时间可比

叛。溺辩可裁藿出，链路零l瓣率疆蕞志接入逮率豹壤麓嚣减小，疆浚塞(traffic)的

增大而增加：后者容易理解，前者主要是因为在负载由中度变为重度的时候，丢包率

增掘鹣更快，参看霭4。14。

图4．12描述了中度负载和重负载情况下4个节点的平均接入时娥随预约间隔的

交亿清况，两羊孛情况下，舔存在一个蹶优懿聪s锕e黼隔使辩延最小。在中囊负载铸
况下，这个最优值为100—140slots，这刚好与理论值一致：仿真中一个包的传输时间

为2．8us(包括接入瑟遮帮链鼹延迟)，治露燕一令slot戆霹鬻(秀O．025us，嚣总线

上一个包的处理时间)的112倍；即r髂erve间隔约簿于一个包的传榆时间时性能最

佳。在差受载褥嚣下，最毽rese僦阕黼有蘼藏移，秀50一粥，这说竣鬟受载下燃秘，e
频率不宜太高。对于图4．13描述的最大接入时延与reSCl"VC间隔关系，同样商上述结

论。

毒
酬
曾

鑫
《
拓

撒约周期／slot

竿翊蓑入跨延一强约慝鬻爽纯关系

图4．12节点的平均接入时延随预约间隔的变化



n

、乏
吲
曹
一<
镪
《
略
《
舡

预约周期／slat

中度负载和重负载下节点的最大接入时延

图4．13中度负载和重负载时节点的最大接入时延

从图4．12和图4．13还可以看出节点间接入时延的不公平性(无论平均时延还是

最大时延)：本地节点越靠近头节点，接入时越具有优先性；但是，各节点的差别非

常小(在最忧情况下不到5％)，这同时说明了改进后的算法对接入公平性的提高，

后面将进一步看到这一点。还非常值得注意的是，平均时延跟最大时延差不多在同一

量值，说明了系统的高度稳定性。

预约周期／slot

不同负载下节点的丢包率

图4．14各节点丢包率的变化

不同负载下各节点的丢包率曲线(图4．14)同样显示出r髂eⅣe间隔存在最优值

《辟坦杯



北京邮电大学硕士研究生毕业论文 第四辈S-CRMA协议的仿真与分析

区间，在该区阍各节点丢包率微小，并且各节点之闻隧及不同受载情筏下的差羽穰小，

显示了较好的公平性。

图4．15和图4，16是优化reserve间隔后的链路利用率和备节点接入时延与Traffic

的变化关系。埘以看出，最初链路利膈率随蔫Traffic的增加线性增加，但当Traffic

增大剥1．2一1．3时，镳路乖』用率趋子l，平稳下来。这箨求在一定的网络延迟范围内，

选择会适的Tra癌c。务节点的延迟随Traffic增大逐步增加，但是，节点之间的差别

非常小，这说明在取消了原来CRMA的背压梳翎丽采用根据全局预约队列大小宣适

应改变reserve间躅的算法，能很好的提高网络中节点的接入公平性。

城
曹
《
培

0 0．5 l 1．S 2

Tra掇c

resewe周期为100slots时镳路利用Z隧Traffic的变化
图4．15优化feserye间隔后链路乖』用率随Traffic的变化

气raifIe

优化预约周期后日寸延与Trafnc-关系

霉4。16扰纯r髓e科e阚疆后务苓点射延照Traf6c的变化
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第五节本章小结

针对笼分缝交换震躐，城蠛网络，本章程撵密旋蔫蓊囊总线翡溺络模囊懿兹撬条掌}

下，首先对CRMA协议进行了介绍，包括基本的周期性时隙预约机制和为控制蠼坏

溃提下菝入霹延豹骛歪凝裁，然蓐薅蓑透露了麓纯彝敬进，撬窭了篱键魏CRMA

(S．CRMA)协议。它对时隙结构重新进行了定义，取消了原肖协议的REJECT、

C镄曙承麓等命令，逶过鑫逶应撼改交鬏罄薅藩瓣阕臻，实瑗了瓣络在羧入翼重殛鞠接

入速率方面的公平性。

在突发监务懿条释下，对疆游翡S．CRMA协议进行了耩究藉彷奏。懑进仿真数据

和曲线，说明了基于S．a龇～协议的网络在能很好的保证了各个本地节点的公平接
入，实蕊接入霄熊和两终瓷源幂l翅率之瓣豹均衡，鞠实褒?在满足接入耍雩建鹃条佟下，

尽可能高的网络资源利用率。
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