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基于平行双目视觉的环境特征提取方法研究

摘 要

基于平行双目视觉的环境特征提取方法研究是移动机器人导航领域的重要

研究内容。它利用左右两个视觉传感器采集的图像进行处理，提取其中的环境特

征信息，为机器人导航的控制决策提供可靠的信息保障。

本文在传统的双目视觉理论研究的基础上，结合有关课题中移动机器人导航

应用的实际要求，研究了平行双目视觉系统中的成像模型和摄像机内外参数的标

定，并通过设计实验来达到实际应用的要求；接着研究了特征点的提取和立体匹

配，视差图的生成，不规则障碍物的检测及其三维信息的计算，并且在各部分通

过实验以验证算法的有效性。论文的主要创新点有以下几个方面：

(1)研究了张正友摄像机标定方法，设计了符合实际应用的平行双目视觉

系统，并通过设计实验确定摄像机内外参数，提出了实际应用中所应注意的问题

并给出解决方法。

(2)研究了特征点的提取和立体匹配，改进了一种基于点特征的双目视觉

图像立体匹配方法。通过采用Harris角点的提取算子，首先对双目视觉图像中

的特征点进行检测，并改进了SIFT(Scale Invariant Feature Transform)算法

中的特征描述方法在Harris特征点描述当中的应用；然后利用欧氏距离对特征

点进行匹配；最后提出一种利用匹配点对的斜率来排除错误匹配的方法。实验表

明该算法不仅可以达到较高的匹配精度，还可以有效缩短匹配时间，满足自主移

动机器人双目视觉实时性的要求。

(3)介绍了双目视觉在目标检测领域的研究进展，并根据实际项目中移动

机器人的要求，提出了一种基于视差图的不规则障碍物检测方法。该方法利用视

差图中匹配点的高度信息和匹配点连通区域的范围作为判别障碍物的首要依据，

排除了形状和颜色所带来的判别障碍，并通过实验验证该法的有效性。

作者期待本文能够对基于平行双目视觉的环境特征提取具有一定的参考意

义，从而对双目视觉和机器人导航的相关理论建设和实际应用做出贡献。

关键词：双目视觉；机器人导航；特征点匹配；障碍物监测
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Research on Extract i on

Character i st i cs Based

Techno Iog。es of Env’ronmerIec i es l：nv I ronmenta lI I

on Para ll e I B i nocu l a r V i S i on

Abstract

Extraction technology of environmental characteristics based on binocular vision

is an important research element in the robot navigation field．It uses two vision

sensors to capture a great deal of environmental information，which other sensors Can

not compare with．The environmental information call guarantee a reliable deeesion

for the control ofrobot navigation．

In this paper,the traditional theory of binocular vision is studied．Combining

with the requirements in the practical application of mobile robot navigation，the

paper carries out a research on the imaging models and calibration of camera

parameters．Then the paper designs experiments to achieve the practical requirements．

In the later chapters，extraction of the feature points and stereo matching，generation

of disparity map，irregular obstacle detection,as well aS the calculation of

three·dimlensional information are all studied．In the same time．experiments have

been done to verify the effectiveness of the algorithm in all parts．The principal
innovations of the paperale listed below： ．·

(1)Camera calibration method raised by Zhengyou Zhang is studied in the first

place．Then the paper designs the binocular vision system in line with the practical

application and through the design of experiments，the paper calculates the parameters

of the cameras．The paper puts forward the problems which should be paid attention

to in the practical applications and gives appropriate solutions．

(2)The paper improves an image matching method of binocular stereo vision

based on feature points．Firstly,the Harris corner detector is improved to detect

feature points and the method to describe the features of the points with SIFT(Scale

111variant Feature Transform)is enhanced．Secondly,Euclidian distance is utilized to

get exact matching in the points set above．Finally,a simple efficient way to eliminate

wrong matches iS given．This method is proved to meet the needs of real．time

binocular vision by aCtUal test，and it can be applied to practice．

(3)The paper describes the research progress in the target detection area of

binocular vision，and based on the actual requirements of the project,the paper

presents an irregular obstacle detection method based on disparity map．The method

●
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基于平行双目视觉的环境特征提取方法研究

1绪论

1．1课题背景及研究意义

本课题来源于国家863项目：基于声纳和水下视觉的深海复杂环境下AUV

组合导航系统关键技术研究。本论文旨在探索运用计算机双目立体视觉系统，实

现周围环境的自动感知，包括运行环境当中障碍物的自动采集，实时立体匹配，

不规则障碍物识别以及障碍物方位和角度的计算，以达到移动机器人后续利用这

些信息实现自主导航的目的。

．．自主移动机器人的研究与发展水平体现了一个国家的高科技水平与工业自

动化的程度。机器人技术是集合了计算机技术、自动控制技术、通讯技术、传感

器技术和仿生学等多学科和应用的一门综合性研究技术，体现了当前高科技的发

展前沿，也是科技研究的热门方向。自主移动机器人是机器人研究领域的一个重

要分支。移动机器人按其控制方式和自主程度大致可分为三种，分别是：遥控式、

半自主式和自主式。其中自主式移动机器人的设计目标是在没有人的干预并且无

需对环境做任何规定和改变的条件下，机器人在行进过程中，不断感知周围的环

境信息，自主地做出各种决策，有目的地移动和完成相应任务。因此，自主式移

动机器人称得上是一种具有高度自规划、自组织、自适应能力，适合于在复杂的

非结构化环境中工作的机器人。

在自主式移动机器人研究当中，自主导航始终是研究的核心问题，也是当下

机器人研究的热点。机器人自主导航代表了一种更高层的智能，要求机器人在能

够判别并且避开障碍物的同时，走向目标。自主导航需要移动机器人根据环境信

息，按照先前给出的任务命令，做出全局路径规划，并且需要在行进过程中，不

断地感知周围的局部环境信息，自主做出决策，并随时调整自身姿态，引导自身

安全行驶达到目标位置。

由于人类70％以上的信息是通过视觉来获取的，因此对移动机器人来说视觉

信息的获得是至关重要的。双目立体视觉是基于视差原理，由两幅图像获取物体
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三维信息的方法。双目视觉测距方法在移动机器人导航中被大量采用，是因为与

激光、雷达、超声相比，双目视觉导航具有以下几项优点：首先激光、雷达和超

声的原理都是通过主动发射脉冲和接受脉冲来测距的，因此当多个机器人同时工

作时，相互之间可能产生干扰，而双目视觉是被动测量，多个机器人相互之间的

干扰可以减少到最小；其次是即使在丢弃了绝大部分的视觉信息后，所剩下的关

于周围环境的信息仍然比激光、雷达和超声更多更精确。

随着双目视觉理论的发展和完善，基于双目视觉系统的环境特征感知技术正

越来越多的应用于移动机器人的导航定位系统中。双目立体视觉技术是对移动机

器人外部环境中同一目标在不同视角下的两幅图像进行提取、识别、匹配和三维

重建的过程，它可以为移动机器人提供关于目标的位置描述，以支持移动机器人

完成导航定位以及探测识别等特定任务，克服了利用声纳进行感知所带来的缺

陷。基于双目视觉的导航技术不仅可以大大提高移动机器人对周围环境的考察精

度，而且可以减少移动机器人对昂贵的高精度导航设备的依赖，降低运行成本，

为许多移动机器人的用户提供低成本的移动机器人导航技术和装备。因而市场应

用前景非常广阔。同时这必将推动移动机器人对周围环境感知技术的发展，也将

对移动机器人的降低成本和产业化起到极大的推动作用。

1。2国内外双目视觉发展现状

自1977年英国的Marr教授提出了自己的全新视觉理论以来，该理论是视觉

研究中迄今为止最为完善，影响最为广泛的视觉理论fJ-2／。但随着双目视觉技术

研究的不断深入，Marr视觉理论的局限性开始越来越多的显现出来【3】。进入80

年代中后期，大量空间几何的方法以及物理知识被运用在双目视觉技术的研究

中。这一时期由于引入了主动视觉的研究方法，并采用了距离传感器和信息融合

等技术，可以直接取得深度图或通过移动获取深度图，从而使得Marr视觉理论

中很多病态问题变成了良态【}5】。在这种情况下，双目视觉系统才得以广泛应用。

随着双目视觉理论的完善和视觉传感器技术的发展，基于双目视觉的环境特征提

取技术正越来越多的应用于移动机器人的自主导航当中【润。

在美国，华盛顿大学与微软公司展开合作，为火星卫星“探测者"号研制了

宽基线立体视觉系统。该系统使用同一个摄像机在“探测者"的不同位置上拍摄

2
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图像对，拍摄间距越大，基线越宽，能观测到越远的地貌。系统采用非线性优化

得到两次拍摄图像时摄像机的相对准确的位置，利用鲁棒性强的最大似然概率法

结合高效的立体搜索进行图像匹配，得到亚像素精度的视差，并根据此视差计算

图像对中各点的三维坐标。相比传统的立体视觉系统，该系统能够更精确地绘制

“探测者"号周围的地貌和以更高的精度观测到更远的地形，使“探测者"号能

够在火星上对其即将跨越的几千米内的地形进行精确的定位导航19]。另外，美国

普渡大学(Purdue University)机器人视觉实验室对视觉导航移动机器人进行了研

究，其研制的视觉导航移动机器人Peter采用了双目主动立体视觉系统，’可以获

取移动机器人的运行环境和障碍物的立体数据【lol。美国国家斯坦福研究所

(Rlintematoinal)研制的移动机器人弗来克(Flkaye)能够实现全局路径规划和动态

地局部路径规划【ll】。

在日本，奈良科技大学信息科学学院提出了一种基于双目立体视觉的增强现

实系统(AR)注册方法，通过动态修正特征点的位置达到提高注册精度的目的。该

系统将单摄像机注册(MR)与立体视觉注册(SR)相结合，利用MR和三个标志点

来算出特征点在每副图像上的二维坐标和误差，利用SR和图像对计算出特征点

的三维位置总误差，反复修正特征点在图像对上的二维坐标，直至三维总误差小

于某个阈值。该方法比仅使用MR或SR的方法大大提高了AR系统注册深度和

精度。另外，大阪大学自适应机械系统研究院研制的一种自适应双目视觉伺服系

统，利用双目立体视觉的原理，以每幅图像中相对静止的三个标志为参考，实时

计算目标图像的雅可比矩阵，从而预测出目标下一步运动方向，实现了对运动方

式未知的目标的自适应跟踪。该系统仅要求两幅图像中都有静止的参考标志，无

需摄像机参数。而传统的视觉跟踪伺服系统需要事先知道摄像机的运动、光学等

参数和目标的运动方式【12．131。 、

其他国家，如法国的IFREMER研究开发了视频镶嵌技术，并在2003年ROV

“VICTOR6000”的海底火山探测实验中得到应用；英国克兰菲尔大学研究视觉

探测系统用于水下航行器的智能导航，采用距离选通技术结合激光三角法测距技

术【14】；澳大利亚的CSIRO ICT Centre在AUV“StarBug”上嵌入了一个基于视觉

的运动控制系统，装有朝向下和朝前向的CMOS摄像机，分别用于运动估计和

避碰控制；澳大利亚国立大学信息科学与工程研究院开展了AUV视觉导航和目
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标跟踪技术的研究，开发了用于水下机器人Kambara的视觉系统【15】。

我国的双目立体视觉环境特征提取研究起步较晚，但是目前我国的很多研究

机构都开展了这方面的研究，并且有不少的原样机问世。虽然我国的大部分研究

成果还没有转化为生产力，但已具备了开展视觉研究的人才和技术条件，如清华

大学的智能技术与系统国家重点实验室等。同时我国各大院校也正在加大双目立

体视觉研究的力度，陆续也取得了一些成果。

中国科学院自动化所自行设计、制造的全方位移动式机器人视觉导航系统

CASIA—I可广泛应用于医院、图书馆、科技馆及展览馆等公共场所，以提供服务、

作业、展示与娱乐等功能(如图卜l所示)。该移动机器人的基本结构包括传感

器、控制器和运动机构。传感器由位于机器人底层的十六个触觉红外传感器、位

于机器人中间两层的十六个超声传感器和十六个红外传感器、位于机器人顶部的

摄像机等组成。再多传感器信息融合的基础上，完成感觉周围环境的情况变化等

各项外界感觉功能，再由中央处理器将获取的各种信息综合起来进行处理，从而

使其理解自己的状态和所处外部环境信息，实时做出运动控制决策，躲避障碍物

和寻找最优路径，以实现自主移动和轨迹跟踪等【161。

图1-1中国科学院智能移动机器人CASIA-I

此外，哈工大采用异构双目视觉系统实现了全自主足球机器人的导航；中国

科学院沈阳自动化研究所研制的自动引导车辆系统(AGV)和防爆机器人；吉林

大学智能车辆课题组研制了一种新型视觉自动引导车，该车以地面上涂设的条带

状路标作为路径标识符，运用计算机视觉快速识别路径。

1．3环境特征信息分析
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平行双目视觉系统在实际应用中，除了可以用图像自动记录下周围环境的信

息外，一般用于移动机器人对周围环境的感知，这包括对采集到的图像进行处理

和特征信息提取。本文针对移动机器人自主导航中需要用到的环境特征信息进行

分析。

自主导航移动机器人是一个集环境感知、动态决策和规划、行为控制与执行

等多种功能于一体的综合系统。其在运行的过程中，不需要人工的任何干预，所

有的运算都是靠自身的设计来完成。由此可以看出，环境特征感知是移动机器人

后续决策等操作的基础，也是决定性条件。在移动机器人导航中，对环境的感知

主要是对障碍物识别，并计算出障碍物与机器人的距离和角度，将此信息传达给

后续的动态决策和路径规划模块，以完成机器人的自主导航。因此检测障碍物并

获得障碍物的距离和角度成为移动机器人导航中环境信息的主要特征。

本文平行双目视觉系统的设计可以将前方视野范围5米之内的障碍物进行

检测。针对基于点特征的SLAM导航算法的要求，本文对障碍物的特征进行了

分析。在移动机器人导航中，对前方障碍物的信息要求能够满足控制系统进行判

断的需求，距离和角度是必不可少的。本文研究的主要内容是对障碍物中心点的

信息进行提取。这样做有以下好处。首先，本文针对的障碍物没有具体特征束缚，

因此无法对整个障碍物的几何特征点进行确定。本文提出的障碍物中心点特指在

视差图中组成障碍物联通域中心小方块的最接近小方块平均距离的点。其次，在

移动机器人导航中，需要用到基于点特征的SLAM导航算法，该方法需要将障

碍物视为一个点进行定位，本文将障碍物作为一个点来进行研究满足SLAM的

要求。最后通过实验可以发现，将障碍物中心点的信息来作为整个障碍物信息，

计算速度较快，可以快速传给SLAM以完成地图创建。

1．4双目视觉关键技术

双目立体视觉模仿人类的视觉立体感知过程，基本原理是从两个视点观察同

一场景，以获取不同视角下的图像。通过计算两幅图像中像素点之间的对应关系，

根据三角测量原理来获得物体的三维信息。一个完整的双目立体视觉系统一般包

括图像的获取、摄像机标定、图像预处理与特征提取、立体匹配、深度信息提取

以及三维重建等五个部分【171。下面对平行双目视觉系统按照图像的处理顺序(如
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图1．2所示)做一个基本介绍。

图1-2本文根据图像处理的流程图

图像的获取：获取数字图像是进行图像处理和实现计算机视觉的前提条件。

在双目立体视觉当中，数字图像的获取所用的硬件设备一般是CCD摄像机和视

频采集卡。图像采集不但要满足系统的应用要求，而且要考虑视点差异、光照条

件、摄像机性能以及景物特点等因素的影响，以利于计算移动机器人导航所用的

三维坐标和角度信息【171。

摄像机标定：从二维图像中恢复出物体的三维信息，必须已知空间坐标系中

的物体点与它在计算机图像平面上像点之间的对应关系，而这个对应关系是由成

像模型和摄像机的位置、属性参数所决定的。确定这些摄像机参数的过程就称为

摄像机标定。摄像机标定实质上就是根据成像模型确定由世界坐标系到计算机图

像坐标系的变换矩阵。摄像机标定方法可分为两大类，第一类是直接估计摄像机

位置、光轴方向、焦距等参数；第二类是通过最dx-乘法拟合，确定三维空间点

映射为二维图像点的变换矩阵。建立有效适用的摄像机模型，并且通过实验得到

模型的精确参数和摄像机自身的参数，除了能够精确地恢复出空间景物的三维信

息以外，还有利于提高立体匹配的精确性1171。

图像预处理和特征提取：由光学成像系统生成的二维图像的过程中包含了各

种各样的随机噪声和畸变，因此需要对原始图像进行预处理，以改善图像质量和

突出有用信息、抑制无用信息。图像预处理的主要目的有两个：一是改善图像的

视觉效果，提高图像的视觉清晰度；二是使图像变的更有利于计算机处理，便于

在复杂的环境特征信息中提取障碍物特征。图像预处理技术包括图像随机噪声的

去除、对比度的增强、边缘特征的加强等。特征提取是为了得到具有实际应用意

义的图像匹配特征。由于目前尚没有一种普遍适用的理论可运用于图像特征的提
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取，从而导致了立体视觉研究中匹配特征的多样性。良好的匹配特征应具有可区

分性、不变性、稳定性以及有效解决歧义匹配的能力。目前，常用的匹配特征主

要有区域特征、线特征和点特征等。一般来讲，小尺度特征的数目较多，其所含

信息较少，因而在匹配时需要较强的约束准则和匹配策略，以克服歧义匹配和提

高运算效率。而大尺度特征含有较丰富的图像信息，在图像中的数目较少，易于

得到快速的匹配，但它们的定位精度差，特征提取与描述困难【171。

立体匹配：该部分是双目视觉中最重要也是最困难的问题，要解决的是同一

空间点在双目视觉两幅图像中像点的对应关系。当空间三维场景被投影为二维图

像时，同一景物在不同视点下的计算机图像会有很大的不同，而且场景中的诸多

因素，如景物几何形状和物理特性、光照条件、摄像机特性以及噪声干扰和畸变

等，都被综合成单一的图像中的灰度值。因此，要准确地对包含了如此之多不利

因素的图像进行无歧义的匹配，显然是十分困难的。由于立体匹配涉及的问题太

多，至今仍未得到很好的解决，特别是在复杂场景中，如何提高算法去除歧义匹

配和增加抗干扰能力，降低实现的复杂度和计算量，都需要更深入的探索和研究。

对于任何一种立体匹配方法，其有效性有赖于几个问题的解决，即选择正确的匹

配特征，寻找特征之间的本质属性及建立能正确匹配所选特征的稳定算法。立体

匹配的研究都围绕着这三方面展开，并已经提出了大量各具特色的匹配方法1171。

障碍物检测：机器人实现自主导航，双目视觉系统必须要对机器人移动过程

当中遇到的障碍物进行检测。由于机器人是在未知的环境当中移动，单纯的依靠

已知模型的障碍物进行检测是行不通的。国内在单纯已知模型方面的研究比较

多，有基于形状的，有基于颜色的，但是在未知环境中对未知障碍物的研究目前

还处于刚起步阶段，文献资料很少。本人尝试了一种对未知环境当中对障碍物进

行识别的方法，实验效果可以满足实际移动机器人的应用，以实现机器人的自主

导航。 ‘．

深度和角度信息提取：基于平行双目视觉的环境特征信息提取最终要得到的

信息是障碍物的深度和角度信息。已知立体成像模型、完成立体匹配并检测出障

碍物之后，深度和角度信息的恢复是比较容易的。重要的是如何提高计算的精确

度，其影响因素是多方面的，如摄像机参数标定、图像特征定位的精确程度和立

体匹配的准确性等等，因此要提高计算的精度还需要更深入的研究。
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1．5论文的研究内容和创新点

1．5．1论文的研究内容

本论文共分五章，章节内容如下安排：

第一章绪论主要介绍了基于平行双目视觉环境特征提取相关技术的国内

外研究现状、主要技术难点以及论文的组织结构和研究内容。

第二章成像模型与摄像机标定介绍了双目视觉系统常用的成像模型、相机

标定原理和常用的相机标定方法，并简单介绍了Intel公司的视觉开发库

OpenCV。最后给出本文所用的摄像机成像模型，首先通过推导，给出计算公式，

并指出当中所要注意的关键问题，并通过设计实验，本章实现了摄像机内外参数

的标定，并总结在今后的实际应用当中所应注意的问题以及所采取的方法。

第三章特征点提取与基于点特征的立体匹配介绍了常用的特征点提取方

法和图像匹配方法，并针对以前的工作，改进了一种基于点特征的双目视觉图像

匹配方法。通过采用Harris角点的提取算法，首先对双目视觉图像中的特征点

进行检测，并改进了SIFT(Scale Invariant Feature Transform)算法中的特征

描述方法在Harris特征点描述当中的应用；然后利用欧氏距离对特征点进行匹

配；最后提出一种利用匹配点对的斜率来排除错误匹配的方法。实验表明该算法

不仅可以达到较高的匹配精度，还可以有效缩短匹配时间，满足自主机器人双目

视觉实时性的要求。

第四章不规则障碍物检测与特征信息提取通过前一章的图像匹配计算，可

以进一步生成视差图。首先介绍了视差图的生成原理，包括其对图像当中三维信

息的隐藏；其次介绍了双目视觉中常用的目标检测方法以及这些方法在移动机器

人导航当中的不足，并根据移动机器人导航的实际需要，本节提出了一种快速的

不规则障碍物检测方法。最后，对整个双目视觉系统进行整合，对应用于机器人

导航中的未知环境特征信息中障碍物深度和角度进行提取，在VC++6．0平台和

实际环境当中进行实验。通过实验，验证了本文所设计的双目视觉系统满足移动

机器人导航的应用。

第五章结论和展望总结本文的工作，并提出今后需要进一步研究的问题。
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1．5．2论文的创新点

有：

本文对基于平行双目视觉的环境特征信息提取方法进行了研究，主要创新点

(1)研究了成像模型和摄像机标定，并根据推导得出的三维坐标公式对平

行双目视觉系统重新设计标定实验，根据实验结果确定平行双目视觉系统摄像机

内外参数，并提出需要注意的问题以及给出解决办法；

(2)研究了特征点的提取和匹配方法，采用了Harris角点的检测方法，改

进了基于点特征的双目视觉立体匹配方法，并提出了一种利用匹配点的斜率来实

现快速去除误匹配的算法；

(3)研究了视差图的生成原理，并根据移动机器人对环境特征信息的要求

提出了一种不规则障碍物的检测方法，并通过实际实验验证了该方法的有效性。
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2成像模型与摄像机标定

2．1摄像机成像模型

在双目视觉中，摄像机成像几何模型解决的是客观世界场景中的点与视觉系

统采集的计算机图像平面上的点之间的对应问题。几何模型中所涉及的参数包括

摄像机内部参数和外部参数，内外参数的获得就是摄像机标定。简而言之，摄像

机标定就是建立摄像机图像像素位置与场景点位置之间的对应关系，其途径是根

据摄像机成像模型，由已知特征点的图像坐标和世界坐标求解摄像机成像模型的

参数。因此确定摄像机成像模型是双目视觉当中至关重要的第一步，直接影响到

摄像机标定等后续工作。

摄像机成像几何模型常用的有两种，平行投影和透视投影。平行投影是指将

中心投影法的投射中心移至无穷远处，则各投射线成为相互平行的直线。透视投

影是用中心投影法将形体投射到投影面上，从而获得的一种较为接近视觉效果的

单面投影图。透视投影符合人们心理习惯，即离视点近的物体大，离视点远的物

体小，远到极点即为消失，成为灭点。它的视景体类似于一个顶部和底部都被切

除掉的棱锥。本小节根据相关项目中对环境特征信息提取的实际要求，在相机的

透视投影模型基础上展开研究，最后给出了本文所采用的双目视觉构造模型。

2．1．1四个参考坐标系

摄像机成像可分为三个过程：由世界坐标系到摄像机坐标系的转换、由摄像

机坐标系到成像平面坐标系的转换和由成像平面坐标系到计算机图像坐标系的

转换。为了方便后文定量叙述摄像机成像过程，在这里首先介绍一下这四个参考

坐标系f18】：

(1)计算机图像坐标系：摄像机采集的图像以标准电视信号的形式输入计

算机，然后经过数模转换器转换为数字图像。每幅数字图像在计算机内以数组形

式存储。在灰度图像的模式下，数组中的每一个元素(像素)的值就是图像点的亮

度。如图2．1所示，在图像上定义直角坐标系00一刎，原点Do位于图像平面的
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左上角，每一像素的坐标(甜，v)分别表示该像素在数组中的列数和行数。所以，

(甜，1，)是以像素为单位的图像坐标系坐标。

oO

q

@o，Vo)

1 r ’

图2-1计算机图像坐标系与成像平面坐标系

(2)成像平面坐标系：由于图像坐标系并没有用实际物理单位表示出该像

素在图像中的位置，只表示像素位于图像数组中的列数和行数，因此还需要建立

以物理单位(毫米)表示的图像坐标系q一砂，我们称它为成像平面坐标系，如图

2—1所示。在q一砂坐标系中，原点q位于摄像机光轴与图像平面的交点，x，y

轴分别平行于甜，y轴。在本论文的以后章节中，如不加特别说明，(甜，1，)表示以

像素为单位的计算机图像坐标系坐标，(x，y)表示以毫米为单位的成像平面坐标

系坐标。

(3)摄像机坐标系：以照相机的光心为摄像机坐标系原点Dc，丘轴和艺轴

分别平行于成像平面坐标系的x轴和Y轴，相机的光轴为互轴，它与图像平面垂

直，正方向指向正前方，构成了摄像机坐标系Dc一挺磁，坐标值用(鼍，艺，Zc)
表示。光心到成像平面的距离就是摄像机的有效焦距厂。

(4)世界坐标系：由于双目摄像机和障碍物等可以放在现实环境中的任何

位置，因此还需要在环境中选择一个基准坐标系来描述摄像机的位置，并用它来

描述环境中障碍物目标的位置，这个坐标系就叫做世界坐标系D—L匕乙。在双

目视觉中，通常以所观测物体的中心三维坐标系或摄像机坐标系来定义世界坐标

系。这是一个假想的坐标系，坐标原点可人为设定，可以根据具体情况来选择，

可仅用作一般的参考。



行的，型号也一样，极点移到无限远处，在采集到的图像中极线是平行的，如图

2．3所示。这种模型计算简单并且可以满足实际要求。本小节将确定出平行双目

视觉系统的系统搭建和从二维计算机图像坐标系坐标到世界坐标系坐标的计算

公式，从而给出下一步需要进行标定的摄像机内外参数。

在双目视觉系统的左右摄像机架构部分，本文采用了平行双目视觉系统，这

是因为在该系统下左右两摄像机之间的坐标转换比较容易计算，有利于摄像机的

标定，而且有利于三维坐标的计算，符合移动机器人导航对环境特征信息的数据

要求。在实验阶段，本文的摄像机型号采用的是陕西维视图像的MV|-VD030SC，

通过USB连接笔记本电脑。摄像头型号采用computar的M0814-MP，双目相

机小支架采用的是陕西维视的MV-BR28型号。本文架设的平行双目立体视觉系

12



世界坐标系。在这种情况下，平行双目视觉系统中世界坐标系到右摄像机坐标系

的转换可表示如下：

x
c

艺

zt

l

=瞄
X。

匕

乙

1

式(2—1)

其中尺为旋转矩阵，由于是平行双目视觉系统，不存在旋转关系，R为单位矩阵，

13
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，为平移向量，模为基距6。由于是向右平移，所以在计算时应取负号。oT为元

素为0的横向量。

(2)摄像机坐标系到成像平面坐标系的转换：因为本文采用的摄像机成像

模型为小孔成像模型，所以，摄像机坐标系到成像平面坐标系的转换过程符合透

视投影，可用齐次坐标表示如下：

0 0 o-I
l

-f 0 0

0 1 0 lJ

x
c

艺

Zc

1

式(2．2)

其中，／是摄像机的焦距，(t，艺，互)是摄像机坐标系空间中任一点尸的三

维坐标，(x，Y)是尸点在成像平面坐标系中的二维坐标。

(3)由成像平面坐标系到计算机图像坐标系的转换：

Ⅲ譬渊矿 ．赫
其中，(‰，吒)是成像平面坐标系原点在计算机图像坐标系中的坐标，往往

取为计算机图像的中心点坐标。(攻，‘)分别是成像平面坐标系在x方向和y方向

相邻像素间的距离。

将式2—1，2．2带入式2．3得：

zc阵]=[一l或一墨以／?do三][；：]

Ⅳ竹一档Uo o]
14

Xw

匕

乙

1

式(2-4)

式(2．5)

Y
o

o—．．．．．．．．．．．．．．。．．．．．．．．L

=

1●●●●●●●●●-1

X

y

1—．．．．．．．．。．。．．．．．．．．．．．．L

乙
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式2．4可简写为：

M：『墨
L．01

H

乙”肼
X。

匕

乙
l

=9

X。

圪

乙
1

式(2—6)

式(2-7)

其中，尺为旋转矩阵，t为平移向量，Ⅳ为摄像机的内参数矩阵，M为摄像

机的外参数矩阵，Q=NM为摄像机的投影矩阵。在平行双目视觉系统中，由于

左右摄像机之间是平行移动关系，而且已经确定左摄像机坐标系为世界坐标系，

因此旋转矩阵足为单位矩阵，平移向量t的模为左右两摄像机之间的基距6，因

此针对左摄像机和右摄像机，式2_4可以进一步简化如式2．8和式2-9：

叩争w乙
。M
21-f_-y”+％‘乙

式(2-8)

％2羔+扣～ 却，
．v2=兰乎+％．乙

口。

整理以上两式可以得到世界坐标系和计算机图像坐标系之间的计算公式

2．10：

，一一6。【％一‰)^W一——
他一％

儿：{掣 式(2．10)I1，=—————_：————————一 n．1 Z一巾
或·(u2--U])

一P

b．厂

乙2万瓦J丽

由于在计算机显示图像时，将小孔成像过程中的对应点经过180度的反转，

所以需要对最后的公式进行符号纠正，即，对乙取相反数可得：

15
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乙2万百v,j-b丽
·厂

式(2-11)

由此可见，在本文所采用的平行双目视觉系统中，需要标定的摄像机内外参

数有摄像机焦距厂，成像平面坐标系在x方向和y方向相邻像素间的距离以，嘭，

成像平面坐标系原点在计算机图像坐标系中的坐标(‰，v0)以及左右两平行摄像

机之间的基距b。

由于摄像机镜头的制造误差和安装误差等，实际摄像机成像过程中，摄像机

镜头光轴与成像平面并不正交，或者计算机图像的甜轴和’，轴并不垂直。这样就

需要考虑摄像机的线性参数模型，即在内参数矩阵Ⅳ中加入畸变因子s。考虑到

移动机器人导航中对距离的计算可以保持在5％的误差之内，本文没有考虑对畸

变因子s所带来的误差进行弥补。

2．2摄像机标定方法

因为双目视觉可以应用在不同的场合中，所以对于不同的应用背景提出了不

同的标定技术。如果视觉系统的任务是物体识别，则物体相对于参考坐标系的位

置显得并不重要，重要的是物体特征点之间相对位置的精度。另一种情况下如果

视觉系统的任务是物体的定位，则相对于某一参考坐标系的绝对定位精度就显得

特别重要了。根据这些特点，在对摄像机进行标定时需要根据双目视觉系统的应

用目的来进行实际操作。本文在分析了经典的标定方法，自标定方法后，介绍了

张正友标定方法，并根据移动机器人导航对环境特征信息的要求，在下一节采取

不同的方法分别对摄像机的内外参数通过实验进行了标定。

2．2．1传统摄像机标定方法

传统的摄像机标定方法是在一定的摄像机成像模型和架构下，基于特定的条

件，如形状尺寸已知的标定物，经过图像处理和一系列的数学变换计算方法来求

取摄像机成像模型的内部参数和外部参数。从计算思路的角度来分，可以分为四

类，即利用摄像机透视变换矩阵的标定方法，利用最优化算法的标定方法，Tsai

两步法和双平面标定法。

16
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2．2．1．1透视变换法

透视变换法采用线性针孔成像模型，利用投影变换矩阵进行参数标定。如果

忽略摄像机镜头的非线性畸变并且把透视变换矩阵中的元素作为未知数，给定一

组三维控制点和对应的图像点坐标，就可以利用线性方法求解透视变换矩阵中的

各个元素。该方法的优点是计算速度快，能够实现摄像机参数的实时计算。缺点

是不考虑镜头畸变，标定精度受到影响，并且线性方程中未知参数的个数大于要

求解的独立摄像机模型参数的个数，线性方程中未知数不是相互独立的119J。

在针孔成像模型中，由式2．12可知投影矩阵为一3×4的矩阵，设为：

式2—7可写为：

整理可得：

红：慨芝瓣q241．|
却。12’

L仍1 仍2 933 吼4／

q12，913

q22 q23

q32 q33

x。

圪

乙
1

式(2一13)

式(2—14)

消去Zc得：

j纺lK+912匕+913Zw-q14-q31蛾一932甜匕一q33皈2毂甜 式(2．15)
【921爿0+922匕+923z，+924一q3l睨k—q32’，L—q33 v：z0=‰1，

1 7

取gM=1，则共有11个未知数，求六个或以上的目标点可得到12个以上的

方程组成的超定方程组，求解该超定方程组，得到投影矩阵‰，分解‰获得
相机的内外参数。利用透视变换矩阵的摄像机标定方法被广泛应用，并取得了满

意的结果119-22J。
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2．2．1．2利用最优化算法的标定方法

利用最优化算法的摄像机标定方法可以假设摄像机的光学成像模型非常复

杂，然而由此也带来了很多问题，如摄像机的初始给定值很重要，如果初始值给

的不恰当，则很容易通过优化程序得到错误的标定结果；另外优化程序非常耗时，

不适用于实时应用场合。本文对直接线性变换方法(DLl’)口3】进行了研究。

直接线性变换方法是Abdel-Aziz和Karam首先于1971年提出的，具有两种

含义，一种含义是直接通过求解一组线性方程得到摄像机的有关参数；另一种含

义是求解的过程不排除使用非线性优化算法。直接线性变换方法是对摄影测量学

中的传统方法的一种简化，以d,-IL模型为研究对象，忽略具体的中间成像过程，

用一个3x4阶矩阵表示空间物点与二维像点的直接对应关系。其线性变换矩阵是

将像点和物点的成像几何关系在齐次坐标下写成透视投影矩阵的形式，如下式：

H
SI V l=E。。
11j

X。

匕

乙
l

式(2-16)

式中各矩阵向量意义同透视变换方法。P为3x4矩阵，S为未知尺度因子。

消去S，可得到如下方程组：

fPIIX,,+Pi2匕+A3z。+A4一Alz也一如材匕一易3域一幽材：0 x--￡(2-17)

【仍lK+仍2匕+仍3乙+岛4一岛l氓一岛21，匕一见3vZw—puv=0

当已知Ⅳ个空间点的三维坐标和对应图像上的点时，可以得到一个含有2N

个方程的方程组：

AL=0 式(2一18)

其中4为2N x12的矩阵， 工为透视投影矩阵元素组成的向量

(A1，A2，易3，A4，仍l，如，Pz3，仍4，岛l，P32，P33，如)7。该标定方法的任务就是寻找合

适的￡，使得II A工l|为最小。由式2．12可见，尸矩阵乘以任意不为0的常数并不

影响(K，匕，Zw，1)与对应的图像点(甜，’，，1)的关系，因此，给出约束如=1，用最

小二乘法求解式2-13得Z=(C7’C)_1CTB，其中Z为三的前11个元素组成的向量，
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C为么的前11列组成的矩阵，B为彳第12列组成的向量∞】。

2．2．1．3 Tsai两步法

透视变换法或者直接线性变换法可以利用线性方法求得摄像机的参数，但其

缺点是没有考虑镜头的非线性畸变、精度不高。如果先利用透视变换方法或者直

接线性变换方法求解相机参数，再以求得的参数为初始值，考虑畸变因素，并利

用最优化算法进一步提高定标精度，这就形成了所谓的两步法【24】。80年代中期

Tsai提出的典型两步法中，CCD阵列中的感光元横向间距和纵向间距被认为是

摄像机厂家提供的已知值，他所假设的摄像机内部和外部参数分别是：f为等效

焦距；k为镜头畸变参数；Sx为非确定性尺度因子；(Cx，C”为图像中心或主点；

R，T为三维空间坐标系与摄像机坐标系之间的旋转矩阵和平移向量【24】。

Tsai两步法只考虑了径向畸变。第一步是利用最小二乘法求解超定线性方

程，给出外部参数；第二步求解内部参数，如果相机无透镜畸变，则可由一个超

定方程解出。如果存在一个以二次多项式近似的径向畸变，则可由一个三变量的

优化搜索求解。Tsai两步法的好处是它所使用的大部分方程是线性方程，从而降

低了参数求解的复杂性，因此其标定过程快捷、准确。其算法校准分为两个阶段。

第一阶段：求解旋转矩阵R、平移向量的Tx、Ty以及图像尺度因子最。

第二阶段：计算有效焦距／、透镜畸变系数k和平移分量Tz。

文献【25】同时考虑了径向畸变和切向畸变，是对基于径向排列约束的两步标

定法的进一步发展。
‘

2．2．1．4双平面标定方法

在传统摄像机标定的另一方向，即寻找合理的摄像机模型，研究人员也做了

深入的探讨：Martins等首先提出了双平面模型口6】；马颂德和魏国庆在利用双平

面模型标定摄像机参数方面做了大量的工作[27_29]。

双平面模型与小孔成像模型的基本区别在于，双平面模型不像小孔成像模型

那样要求所有投射到面像平面上的光线必须经过光心。给定成像平面上的任意一

个图像点，就能够求出两个标定平面上的相应点，从而确定了投射到成像平面上

19
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产生该图像点的光线。该法的优点是可以利用线性方法就能解有关参数，缺点是

要求解大量的未知参数，存在过分参数化的倾向。

2．2．2摄像机自标定方法

与传统的摄像机标定方法相比，摄像机的自标定技术不需要已知参照物，而

仅仅利用摄像机在运动过程中周围环境的图像及图像之间的对应关系进行标定。

摄像机标定方法在很多情况下，由于存在经常性调整摄像机的要求，此时设置已

知的标定参照物已经不现实，这时就需要一种不依赖标定参照物的所谓摄像机自

标定方法，而这种标定方法成为目前摄像机标定研究的重点。

·目前摄像机自标定技术主要有以下四种方法：分别是直接求解Kruppa方程

的自标定方法；分层逐步标定方法；基于绝对二次曲线的自标定方法；Pollefeys

的模约束方法。摄像机自标定方法计算量比较大，因为大都需要解非线性方程组，

另外一个问题是这些方法一般是基于点或者线的方法，匹配问题不容易实现。因

此针对一般的摄像机自标定方法存在鲁棒性差、计算量大的缺点，Hartley提出

了一种新的摄像机自标定方法。在Hartley方法中的摄像机没有平移运动，而是

只绕轴心旋转，在不同的方位拍摄三幅以上的图像，然后通过图像之间的点对应，

除特殊情况外一般都可以顺利完成摄像机的自标定。这种方法极大地降低了算法

的复杂性，同时标定的结果也满足要求。

2．2．3张正友标定方法

张正友的平面标定方法是介于传统标定方法和自标定方法之间的一种方法，

也是最近研究比较热门的标定算法之一。它既避免了传统标定方法中操作繁琐和

对设备要求高等缺点，又较自标定方法精度较高。该方法只需要摄像机对同一标

定板在不同方向进行多次拍照，而标定板的运动方式在标定过程中不必知道，然

后通过对图像信息的提取计算来得到最终的标定结果。详细的算法过程请参照文

献[30】，下一小节将运用张正友标定方法对平行双目视觉系统的摄像机内参数进

行标定。

2．3摄像机参数标定实验

20
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由于本文在摄像机标定过程中用到了OpenCV开发库，在这里首先简单介绍

一下。OpenCV由一系列C函数和少量C抖类构成，是Intd开源计算机视觉

库，它实现了图像处理和计算机视觉方面的很多通用算法。在实际应用中通过在

开发平台中进行配置，可以直接调用其中的函数来完成开发需求。

2．3．1平行摄像机视觉系统内参数标定及实验

在本文所论述的环境特征信息中，所采用的双目视觉系统架构是平行双目视

觉系统。该系统的特点左右两个摄像机的光轴处于平行状态，相隔一定的距离。

在这种情况下，两个摄像机坐标系之间只存在简单的平移关系。如果将其中任意

一个摄像机坐标系作为世界坐标系，则世界坐标系和摄像机坐标系之间的转换关

系也只存在简单的平移关系。这样做的好处在于可以简化坐标系之间的转换，从

而减少计算误差，并且可以满足移动机器人对环境特征信息的要求，即对障碍物

三维坐标和角度的计算。

根据前面小孔成像模型的分析可知，本文所涉及到的摄像机内部参数有以下

五个，分别是：

(‰，％)：成像平面坐标系原点在计算机图像坐标系中的坐标，其为摄像机光

轴与摄像机成像平面的交点。在本文所采用摄像机中及在移动机器人导航允许的

误差范围内，可取计算机图像坐标系的中心点坐标来表示@。，vo)。

摄像机焦距，：本文采用的是定焦摄像机，摄像机的焦距厂已经给出，为

8mm。
‘

以，d，：为摄像机成像平面相邻像素点的距离，同一型号的摄像机有时候也

会因为制造工艺的差别，导致此值不相同j一般摄像机不会提供相关数据，本文

所做的实验就是为了得到精确的相关数值。由于在计算距离的过程中，或，d，对

结果的影响很大，所以该值显得特别重要。

本文根据张正友标定法制定了一张标定板，并从不同的方向和距离分别进行

拍摄。在张正友标定法中，计算出的结果包括了摄像机内参数的方方面面，由于

我们已经得知摄像机的定焦距并且将计算机图像坐标系的中心点作为成像平面
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坐标系的原点，因此可以利用这两方面的约束来判定以，或的精确度。为了保证

计算数据的质量，本文在距离摄像机1．3m处和3．6m处分别拍摄了23副图像进

行计算，每幅图像的大小都是640*480。在计算结果当中，对比两组图像所得的

实验数据，选取了计算误差较小的数据作为最后的标定值。为了节省篇幅，本文

仅列出所用每组图像当中的前8副为代表，分别如图2．5和图2-6所示。

图2．5 1．3m处所测得的标定图像

图2-6 3．6m处所测得的标定图像

根据张正友标定算法，本文在VC++6．0中编写程序对拍摄的两组图像进行

处理，处理的数据如表2．1所示： ．

根据表2—1中的数据对比发现，在3．6m处拍摄图像得出的数据的平均误差

明显高于在1．3m处拍摄图像得出的数据的平均误差，并且根据中心点的坐标位

置可以发现，在1．3m处的计算结果更接近640*480图像中心点的坐标值。因此

本文选用了在1．3m处拍摄图像所得出的计算结果作为以，d，的实验值，即

以=d，=0．0055mm。根据后面进一步实验所得的数据表明，该实验数据符合实际

应用的要求。

22
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表2．1张正友标定法图像处理误差数据

1．3m处图像 平均误差 3．6m处图像 平均误差

1 0．218861像素 1 0．26535像素

2 0．35516像素 2 3．51591像素

3 0．266857像素 3 0．216415像素

4 0．276726像素 4 O．187679像素

5 O．295859像素 5 0．253675像素

6 0．313308像素 6 0．235424像素

7 0．388432像素 7 0．217981像素

8 0．326873像素 8 0．301926像素

9 0．217186像素 9 0．316815像素

10 0．350236像素 10 0．171165像素

11 0．32253像素 11 0．497972像素

12 0．404645像素 12 0．509836像素

13 0．398456像素 13 0．486552像素

14 0．26612像素 14 0．34217像素

15 O．375952像素 15 0．527715像素

16 0．139742像素 16 3．17223像素

17 0．264393像素 17 0．261158像素

18 0．359845像素 18 0．297265像素

19 0．238164像素 19 0．30515像素

20 0．228314像素 20 0．293716像素

21 0．284585像素 21 0．189901像素

22 0．211443像素 22 0．315657像素

23 0．293673像素 23 0．26535像素

总体平均误差 0．295807像素 总体平均误差 0．571247像素

中心点坐标 (315．235，238．261) 中心点坐标 (528．439，130．773)

(吃，乃) (O．0055mm，0．0055mm) (破。嘭) (0．0095mm，0．0095mm)

由前文的讨论可知，针对平行双目视觉系统，摄像机外参数只有两摄像机之

间的基距b，本节主要目的就是通过设计实验来测定两摄像机之间的基距b。
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本小组通过实验发现，由不同型号的摄像机组成的平行视觉系统对基距b有

着不同的要求，并且采取不同的基距b对实验结果的误差也会带来较大的影响，

因此对基线b的测量不是简单的测量两摄像机之间的距离，必须通过实验对比，

得出误差最小的基距来作为实际应用。

本小节设计的实验步骤如下：

(1)确定平行双目视觉系统：为了保证两摄像机的光轴尽量保持平行，本

小组首先对1500mm位置的标定板进行测量，同时计算标定板中特征点离摄像机

的距离和高度。在测量和计算的过程中，根据距离不断校正两摄像机之间的相对

位置，根据高度值校正摄像机支架的位置最终使得测量值和计算值达到lOmm的

误差范围之内。最后固定两个摄像机的位置。这样做的目的是可以尽最大努力确

定两摄像机光轴保持平行，并且使光轴所在的平面与地面保持平行。

(2)由于不同的基距6对双目视觉的测量结果会产生较大的影响，为了使

基距b带来的误差达到最小，本文在基距b取不同的数值时分别进行了测量。由

于需要对测量结果与实际结果进行对比，本文采取如下的方法：首先用直尺测量

出从摄像机到被测物体(本文用一箱子代替，箱子表面有花纹)的真实距离，以

毫米为单位；然后调用后续的特征点匹配方法，找出采集的图像对中的匹配点，

并且计算出匹配点之间的视差值：最后根据得到的视差值计算该匹配点的实际三

维坐标，从而计算其距离，用计算值和测量值进行比较得出误差。移动被测物体，

分别在1000mm，2200mm，5200mm处进行测量。

(3)变换基距b的值。本文按照从d,N大的顺序对b分别取了80mm，

lOOmm，130mm，150mm，200mm，分别进行试验。匹配点的三维坐标计算公

式采用的是式2-10和式2一ll。在计算过程中，取f=8mm，破=d，=0．0055mm，

实验数据结果如表2．2所示：

由表2．2的数据对比发现，在基距b取130mm的时候，测量距离从1000mm

到5200mm变换的范围内，误差百分比始终维持在5％内。本项目移动机器人导

航要求双目视觉的测量范围维持在5000mm内，并且误差要达到5％内。由此可

见基距b---130mm满足移动机器人导航对环境特征信息的要求。最终通过本次实

验，确定了基距b=130ram作为本文摄像机外参数标定的结果。
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表2．2平行摄像机视觉系统外参数标定实验数据

基距b 视差值缸 测量距离l涮 计算距离l计 误差百分比

80mm 10 5200mm 11636mm 124％

80mm 49 2200mm 2378mm 8．1％

80mm 119 1000mm 978mm 2．2％

lOOmm 25 5200mm 5818mm 11．9％

lOOmm 62 2200mm 2346mm 6．6％

100mm 146 1000mm 996mm 0．4％

130mm 35 5200mm 5402mm 3．4％

130mm 84 2200mm 225lmm 2．3％

130mm 197 1000mm 957．4mm 4．2％

150mm 47 5200mm 4642mm lO．7％

150mm 106 2200mm 2058mm 6．5％

150mm 228 1000mm 956mm ·4．4％

200mm 73 5200mm 3955mm 23．4％

200mm 149 2200mm 1952mm 11．3％

200mm 314 1000mm 926mm 7．4％

2．4本章小结

要对障碍物进行三维坐标计算，首先需要对摄像机进行标定。在标定之前，

需要确定双目视觉系统的架构。本文采用的是平行双目立体视觉架构和小孔成像

模型对问题进行分析，包括四个坐标系之间的坐标转换和几种常用的标定方法。

在前文论述的基础上，根据移动机器人导航对环境特征信息的要求，本文根据实

际情况自行设计实验，对摄像机的内外参数进行了标定，包括(‰，1lD)，焦距厂，

摄像机成像平面相邻像素点的横向纵向距离或，d，，以及基距b。通过对比实验结

果，最终确定摄像机的I勾J'b参数，而且测试结果达到了应用要求。下一章将对双

目视觉系统的立体匹配重要部分进行讨论。
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3特征点提取与基于点特征的立体匹配

基于图像特征的立体匹配是双目视觉应用中最常用的方法之一。图像特征多

种多样，包括像素灰度特征、色彩特征、区域特征、纹理特征、角点特征等。由

于图像的特征点比整幅图像的总像素点要少很多，因此可以大大减少匹配过程的

计算量和时间；另外，特征点的匹配特征描述符对位置的变化比较敏感，因此可

以提高匹配的精确度；最后特征点的提取可以减少各种噪声的影响，对灰度变化、

遮挡以及图像形变都有很好的适应能力，因此本文在特征点的提取和基于特征点

的匹配方面做了深入研究。

基于点特征的立体匹配是指寻找双目视觉左右两幅图像中的对应点问题。特

征点提取方法的好坏直接影响到立体匹配的准确度，而立体匹配结果的准确率又

直接决定了障碍物判别的成功以及距离计算的准确性。在双目视觉导航中，障碍

物判别以及障碍物的距离计算都要用到立体匹配的结果，因此立体匹配在整个系

统中占据重要的地位。本文在分析了常用的立体匹配方法的实时性及结果的基础

上，根据移动机器人导航对环境特征信息的实际要求，改进了文献【3l】的匹配方

法，并提出了一种快速的排除错误匹配点的方法。根据实验结果，改进后的匹配

方法更加符合移动机器人导航的要求。

3．1特征点提取

基于特征点的立体匹配方法是建立在提取到正确的特征点的基础上的。也就

是说，在双目立体视觉中，首先需要对左右两幅图像进行扫描，以便可以提取到

能够进行匹配的特征点。特征点的提取可以大大减少匹配量，而对特征点采取恰

当的特征描述符，可以大大提高匹配的正确率。综合两方面来研究，提取到合适

的特征点数量并采取恰当的描述符，就可以提高后续立体匹配的实时性和正确

率。特征点一般出现在物体图像中灰度急剧变化的地方，因此寻找灰度变化较大

的点就能够找到特征点。常用的方法有一次微分、二次微分，另外还有一些其他

方法，但实质一般都是对图像进行差分处理。

特征点提取的主要目的是确定特征点的位置和尺度等参数。Moravec算子【321
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重点是在四个方向上，选择了具有最大或者最小灰度方差的点作为特征点；

SUSAN算子133J对角点的检测比对边缘检测的效果好，适用于基于特征点匹配的

图像配准，并且该算子不需要梯度运算，提高了算法的效率，另外该算子具有积

分特性，提高了该算法的抗噪性和计算速度；Trajkovie算子【34】的目标是只要最

小的计算量就达到现有主流提取算子的重复性和定位准确性。最小计算量使得该

算子非常适用于实时应用，然而，它并不是具有旋转不变性的，对噪声敏感，因

此精确度比较低；Harris算子【35】是一种基于信号的点特征提取算子。受信号处

理中自相关函数的启发，给出与自相关函数相联系的矩阵M。M矩阵的特征值

是自相关函数的一阶曲率，如果两个曲率值都高，那么就认为该点是特征点。

本节首先分析了以上几种常用算子的优缺点，然后根据移动机器人导航对匹

配点的数量，位置和实时性的要求，提出了本文所采用的特征点提取方法，并在

下一节给出了本文改进之后的特征点描述符。

3．1．1 Moravec算子

Moravec算子计算图像中各像素沿不同方向的灰度变化的平均值，将特征点

响应函数选定为灰度变化平均值的最小值，最后定义特征点为在一定范围内具有

最大角点响应的像素。该算子定义在各个方向上灰度值变化的点为特征点，这是

特征点的一个例子，因此Moravec算子被认作是特征点提取算子。该算子的具体

实现方法可参照文献[32】总结如下4步：

1．针对每个像素点(x，J，)灰度值，计算出移动(“，D后的灰度变化值：

圪，，(x，y)--∑(砸+甜+口，y+v+b)-l(x+a，y+6”2，
Va,be冒1：3

(1，o)，(1，1)，(0，1)，(一1，1)，(一l，0)，(一l，一1)，(O，一1)，(1，一1)为位移(”，D的变化范

围；

2．通过计算每个像素点(x，力的特征点化值C(x，J，)构造特征点化映射

C(x，力=min(V。。，(x，y”；

3． 阈值映射设置所有c(x，Y)在零到阈值r之间；

4． 执行抑制局部非发现局部最大值，所有在特征点化映射值非零的像素点

27
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都视为特征点。

在以上各式中，本文用I(x，y)表示像素点(石，Y)的灰度值。输入为灰度图像，

窗口的大小和阈值丁；输出为提取特征点的位置。

Moravec特征点的提取算子是一个相对简单的算法，现在认为已经过时了。

它的优点是计算相当有效，因此在某些对精度要求低并且实时性要求比较高的场

合有他的用武之地。缺点是它不具备旋转不变性，因为它的反应是各向异性的。

另外，该算子容易把沿着边缘的点和孤立的点作为特征点加以提取，所以该算子

对噪音敏感【32】。

3．1．2 SUSAN算子

SUSAN算子是由Smith和Brady提出的一种与上述Moravec算子完全不同

的特征点检测算法。该算子无需计算图像差分，主要是基于亮度对比而实现的，

因此受噪声的影响较少。由于其计算速度比较快，在实时性要求比较高的领域得

到广泛的应用。

为了说明SUSAN算子的思想，本文参考文献[331，总结如下。如图3．1所示，

a,b，c，d，e，f为六个圆形模板。窗口的中心已经标出为模板的核，边缘即为模板的边

缘。六个字母分别代表了模板在整幅图像中的不同位置。在模板中所有与模板核

具有相同或者相似灰度的像素区域称为USAN(Univalue Segment Assimilating

Nucleus)。根据图3．1可以看出，在灰度平坦的区域，USAN区域值越大，越靠

近边缘，USAN区域就越小，USAN区域包含了重要的图形结构信息。当模板核

位于暗区边缘时，USAN的区域为最大值的一半；当模板靠近角点时，USAN区

域进一步减小为最大值的四分之一。因此可以通过USAN区域的大小来对图像

中的一些重要二维信息做出判断。在图像中搜索USAN最小的点(小于一定的

阈值)，即搜索最小化同化核分割相同值，就是搜索图像边缘点或是图像的角点。

该算子并没有用到微分运算，因此这种算法具有较好的抗噪性【361。具体的算法实

现如下描述：

第一步需要构造一个圆形的模板。在数字图像中，圆可以用点阵的形式来近

似表示。在大多数情况下，～个半径大小为三或四个像素的圆可以用37点点阵
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的形式来近似代替，当然也可以用其它形状的模板，如矩形或者菱形等。37点

点阵各行的像素点分别为{3，5，7，7，7，5，3)。

图3．1圆形模板在图像中的不同位置

构造了圆形模板之后，需要利用圆形模板来遍历图像中的每一个点。这时，

可以采用式3-1来判断模板核灰度与模板所包含的区域内的点的相似程度。

．c(；，乏)=：10：if，。l。l、(r，，)—-—。l、(，r。o，)．1<，，．th，。，r
’式(3-1)

其中％是模板核在灰度图像中的坐标，，．为模板区域内其它点的坐标j，(％)

为矗点的灰度值，，(，．)为，点的灰度值，f加为阈值，该值确定了两个相似点的

最大差异。因此，模板区域USAN的值可以由式3-2计算得出，将下式计算得出

的n与一固定阈值进行比较，就可以得出SUSAN算子对图像边缘的响应值，如

式3-3：

甩(乏)=∑c(≯，乏) 式(3．2)

R(茗)：g一，z(％)／f n(ro)l<g 式(3．3)
1 0 otherwise

其中g=3‰／4为模板区域中像素点的总个数减一。在一般情况下，模板

区域的面积远远小于这个物体图像的面积，所以模板可以完全被包围在物体中，

因此USAN值可以取得极大。为了取得更加稳定并且更加精确的结果，可以将

式3．1改成如下式3-4形式，其中f为一般设为75的参数。这样就提高了稳定性，

使阈值附近的值可以接近平缓的影响函数取值。
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c。；，扣texp{一峥肛⋯弘吵栅 式(3q
【0 ／fI，(，．)一1(to)I>thr

提取图像的特征点时，只需将SUSAN算法改变一个阈值，即将阈值改为8。

需要考虑到噪声的影响时，可以将其改写为g=‰瓠／2。若边缘点在单像素宽度

的直线上时，该点的USAN值会很小，很可能小于g=‰缸／2。要排除此类错误

情况，可以将阈值设定一个最小值。当USAN值满足在最大值和最小值之间时，

才将该点视为特征点13引。

由以上分析可以得出，因为SUSAN算子不涉及积分运算，所以运算效率比

较高，对局部噪声也不敏感，抗噪声能力也较强；缺点在于定位不够准确，在弱

边缘处容易错误判别特征点。

3．1．3 Trajkovic算子

Trajkovie算子的目标是只需要最小的计算量就能够达到现有主流提取算子

的重复性率和定位准确程度，该算子是由Trajkovic和Hedley在1998年提出。

经验表明，Trajkovic算子比SUSAN算子的计算效率至少快了3倍。该算子定义

特征点就是在所有方向上灰度值变化比较大的点。它定义角点化测量与Moravee

算子一样，是在所有方向上灰度变化的最小值。Trajkovie在执行性能上超越了

Moravee算子，因为该算子采用了交互像素近似法来估计各个方向上的灰度变

化。通过使用多栅格逼近，该算子倾向于首先对初始图像的低分辨率版本进行特

征点定位，因此执行和计算需求都得到了改善。参照文献[34】，本文对该算子的

特征点提取步骤归纳如下：

1．针对低分辨率初始图像的每个像素点(x，Y)计算简化的角点化测量值

C简化(x，y)，并标记角点化测量值C简化(x，y)≥五的点(x，力为潜在的特征点，简化

测量值可用式3．5计算得出：

C简化(x，Y)=min(rA，咯) 式(3-5)

其中rA=(L-／c)2+(L．一I。，2，rn=(厶一L)2+(厶．一厶)2；

2．初始化角点化映射M；

3．对步骤1中找到的每一个潜在特征点，计算出它在初始输入图像中的位
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置0’，yI)和简化的角点化测量值c简化O’，y．)。如果％化Ot，yI)≤乏，则此点不是

特征点，角点化映射M设为0。否则执行步骤4；

4．根据式3-6计算交互逼近角点化测量：

呸互㈨，：卜季、酞豁珍。‘ 蚺，
【C简化(x，y)

万u

其中C=，=|，B=min(B,，垦)，A=珞-rA-2B，

蜀=(1a—L)(L一七)+(毛．一IA．)(L．一乇)， ．

岛=(厶一L，)(L．一乇)+(厶．一L)(L一七)，如果G强O’，y3<-互，则角点化M设

为0，否则将C交互(x’，y．)赋给MO：y．)；

5．对M执行非最大值抑制从而找出局部的最大值。最后所有在角点化映射

肘不为零的点均可认为是特征点。

最小计算量需求使得Trajkovic算子非常适用于实时应用，然而缺点是该算

子不具有旋转不变性，对噪声敏感，对斜边缘的反应异常，检测效率会比其他算

子较差【弼。

3．1．4 Harris算子

Harris算子是在1988年由C．Harris和M．J．Setphens提出的一种基于信号的特

征点提取算子。该算子受到信号处理中自相关函数的启发，给出与自相关函数相

联系的矩阵M。M矩阵的特征值是自相关函数的一阶曲率，如果两个曲率值都

高，那么就认为该点是特征点。该算子适合矩阵运算并且计算简单，具有提取的

特征点均匀并且可以定量提取特征点等优点，适合在移动机器人导航中应用到整

个视野的障碍物检测和三维坐标计算。根据文献【35】，本文对Harris算子的特

征点检测步骤总结如下：Harris算子可通过式3—7来确定：

M=
c罢。争。一^棚cr2
(昙．马。e小2+v2m2
oy oy

式(3—7)

其中，J为图像，罢，罢为图像在x和Y方向的梯度图，e-(u2+v2)，2口2为高斯僦洲
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滤波器。M为一个2×2的对称矩阵，可以改下如式3-8：

肚曙别’ 期，
特征点与M矩阵密切相关。设定口，∥是M矩阵的两个特征值，则局部自相

关函数的主要曲率与口，∥成比例，可以被用来描述M矩阵的旋转不变性。此时

有以下三种情况需要考虑：

1．假如两个特征值都是高的，导致局部的自相关函数是突变山峰形状，那

么在任何方向的偏移都将增加该区域变化值，所以该点被认为是一个特征点；

2．假如两个特征值都是小的，导致局部的自相关函数是平的，那么

图像中的变化区域成为近似不变的亮度；

3．假如一个特征值是低的，而另一个特征值是高的，从而导致局部

自相关函数呈现出了山脊的形状，那么显然这是一条边。

为了加快计算速度，避免求矩阵的特征值，做出如下计算

Tr(M)=口+∥=A+B 式(3-9)

Det(M)=筇=AB—C2 式(3．10)

R=Det(M)一kTr(M)2 式(3．11)

其中矩阵M的特征值为口，∥，Tr(M)为矩阵M的迹，Det(M)为矩阵M的

行列式，k一般取为O．04。考虑到三种情况，上式中的特征点判别准则R在不变

的区域是一个很小的值，在特征点区域为一个正值，在边的区域为二个负值【351。

在实际应用中，可以计算感兴趣区域中心点的R值，当大于某一个给定的门

限值时，则这个点就判作特征点。可依次从以每个像素为中心的3x3的窗口中提

取尺值，如果中心点像素的R值大于给定的门限值，则该点就被判作特征点。由

于Harris算子求的是梯度运算，所以不受图像亮度改变的影响。再者Harris算子

提取的特征点分布均匀而且合理，可以定量提取特征点，并且旋转后只是方向发

生了改变，所以具有旋转不变性。由于具有以上特性，本文采取Harris算法提取

特征点，使其提取的特征点个数和分布范围符合移动机器人导航在障碍物识别和

三维坐标运算方面的要求。

3．2特征点描述符

32



基于平行双目视觉的环境特征提取方法研究

3．2．1特征点描述符概述

提取适当的特征点之后，在对特征点进行匹配之前，需要对特征点进行特征

描述。好的特征点描述符不但可以提高特征点匹配的速度，并且可以提高匹配正

确率。特征描述符的关键在于要对不同区域具有较好的区分性，双目视觉中对这

方面的研究一直是属于热门问题。

在对特征点进行特征描述的方法中，直接计算两个特征点邻域像素值的相似

度来作比较是最直观的方法。但是由于描述符维数过高，直接影响该方法的计算

速度，而且结果该方法很不稳定。基于区域梯度的方法，例如Low提出的SIFT

描述符pTl，近年来受到广泛关注，理论和实验均表明该方法具有较好的性能。

SIFT描述符将特征点周围的16x16像素窗口分割成16个4x4的像素子窗口，然

后统计每个像素子窗口的方向梯度直方图。将每个子窗口的梯度方向分成8个方

向计算。这样就形成了8x4x4=128维描述符：一共具有4x4个子窗口，并且每

个窗口的描述是8位的，用来描述8个方向的梯度大小值。之所以要采用方向直

方图来作为特征描述符，是因为直方图是由梯度计算得来的。基于梯度的特征描

述方法会对明暗畸变具有较好的抵抗性，同时考虑了方向，因此具有旋转不变性。

SIFT的参数是由实验得出的。虽然理论上讲SIFT方法并不具备抗仿射变换，然

而通过实验得出的SIFT对仿射变换的抵抗性并没有理论分析的那么差，因而该

方法被认为是性能最好的描述符【38】。

3．2．2改进的特征点描述符

移动机器人导航对双目视觉系统的要求之一是需要满足实时性，而双目视觉

系统中图像匹配对实时性的影响最为明显。好的特征描述符不但可以加快立体图

像匹配的速度，而且能够避免错误匹配的发生。由于移动机器人导航在对障碍物

进行检测时，需要全面扫描整个视野，因此本文采用Harris角点检测算法，使特

征点较均匀的分布于整幅图像，并设置适当的阈值，确保在有障碍物的情况下能

够检测到满足要求的特征点个数。

在双目视觉系统中，左右两个摄像机对视频数据同时进行采集，视频分帧得

到图像序列信息。由于两摄像头之间的基线长度对目标的大小影响较小，因此我
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们可以假设它们在同一尺度上进行操作。对于左右图像内的特征点，利用公式

(3—12)矛D公式(3-13)分别计算角点的梯度大小和梯度方向。m(x，y)=、／—(L(x+1,y)-L(x-l,y))2+—(L(x,y+1)-L(x,y-1))2 式(3．12)

O(x，J，)=tan-1((三(x，Y+1)-L(x，y-1))／(L(x+1，y)一L(x一1，y))) 式(3．13)

因为单纯Harris角点的特征不足以表示出角点的所有特征，难以进行准确的

立体匹配。根据Harris角点的特性，综合利用角点周围像素点的特征来描述一个

Harris角点的特征方向。文献【31】已经给出计算Harris角点方向特征向量的方法，

本文对其进行改进如下：

(1)用公式(3—12)和公式(3．13)计算Harris角点周围3x3邻域内的像素梯度

信息，这样得NT 9个点的梯度方向和梯度大小信息。在双目视觉左右图像角点

提取时，不存在图像边缘点，这样每个Hams角点周围的9个点的梯度方向和大

小都可以求得。

(2)在直方图中将0度到360度分成36个柱，如图3—2所示。将上一步9

个点的梯度信息按方向投影到直方图当中，梯度方向在同一个柱内的梯度信息按

梯度大小进行累加。

厂
、
翻
≮／

图3．2 36柱直方图

(3)直方图中的峰值则代表了该特征点处邻域梯度的主方向，即作为该特征

点的方向。在梯度方向直方图中，当存在另一个相当于主峰值80％能量的峰值时，

则将这个方向认为是该特征点的辅方向，以增强特征点匹配的鲁棒性。
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在描述特征点的特征向量时，文献【31】将SIFT算法【39】中128维向量引用到

了Harris角点的特征描述中，本文对该算法进行了改进。

图3．3由Harris特征点邻域梯度信息生成特征向量

图3．3左部分的中央黑点为当前特征点的位置。每个小方格代表关键点邻域

所在尺度空间的一个像素，箭头方向代表该像素的梯度方向，箭头长度代表梯度

模值，绿色的圆圈代表高斯加权的范围(越靠近中央特征点的像素梯度方向信息

贡献越大)。Harris特征点的特征向量计算方法如下：

‘(1)以角点的特征方向为主方向建立坐标系，取角点周围16x16范围内的一

个窗口区域，用公式(3．12)和公式(3．13)计算此矩阵内像素的梯度大小和方向，并

将此16xi6窗口区域分成16个4x4的小方块。

(2)将每个小方块中像素的特征向量投影到将360度平分为8个柱的直方图

中。在投影的过程当中，考虑高斯加权的影响，越靠近中央特征点的像素梯度方

向信息贡献越大，同时对同一个柱内的梯度投影进行累加，此时得到一个

16x8=128维的特征向量，此向量即为特征点的SIFT特征向量。对于有辅方向

的特征点，可以进一步求得一个128维特征向量。对所求得的向量进行归一化处

理，使其对旋转，亮度变化保持不变性。 ·

在立体匹配部分，通过实验将会看到本节所改进的描述符对特征点的正确匹

配起到了关键作用。

3．3基于点特征的立体匹配

双目视觉中的立体匹配是指根据对所选的特征进行计算，建立特征之间的对

应关系，将同一个空间物理点在左右摄像机拍摄图像中的映像点对应起来。双目

视觉中的立体匹配与普通的图像配准并不同。立体像对之间的差异并不是由其它
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如景物本身的运动、变化所引起的，而是由左右摄像机的观察点不同导致的。在

双目视觉最后的障碍物判别以及距离计算中，都需要用到左右匹配点的视差值，

因此立体匹配是双目立体视觉中最关键、困难的一步。双目视觉匹配算法根据匹

配的基元不同可以分为三大类：区域匹配、特征匹配和相位匹配。这三种算法因

匹配基元不同从而使得匹配基元的稳定性、致密性和歧义性程度直接决定了各类

算法的基本特性，同时判断对应点匹配的理论依据也有所不同。另一方面，各类

匹配算法中不乏一些共同的约束条件，比如Marr立体视觉计算理论中提出的唯

一性、相容性和连续性约束。而对于不同的匹配基元，相似性测度的算法模型可

以是通用的，比如都可以用欧式距离测度来进行匹配度量。

3．3．1基于点特征匹配方法的特征分析

目前，针对双目视觉立体匹配方法的研究主要分为两大类，分别是基于窗口

的匹配方法和基于特征的匹配方法。各种算法的主要差异在于相关度量标准以及

搜索算法的选择不同。在图像匹配中最经常用的方法就是基于窗口的匹配方法，

该法被看做是解决对应问题的最简单最直观的匹配方法。此方法思想如下，在一

幅图像中选取一点作为中心选定一窗口，窗口是由待匹配点附近的像素灰度值组

成的二维矩阵，在另一幅图像中寻找与该区域相关系数最大的区域，把找到的区

域的中心认为是原来那窗口区域中心的对应点。最典型的如灰度互相关算法等，

这是目前大多数匹配算法的基础。此类算法匹配精度较高，但时间复杂度也较高。

Rosenholm进行了改进，用连接窗在全局范围内进行匹配，而不使用固定大小的

窗口，该方法对于处理重复纹理得到了较好的效果‘401。

目前大部分算法在另一幅图像中选取匹配像素对依据的是局部区域相关系

数。基于区域的灰度相关算法实现简单，视差场密度大，但由于其易受噪声干扰

并且计算量大，从而速度较慢。遗憾的是得到的相关值不能得到正确的匹配，因

为这种方法依据局部区域相关系数来选取匹配像素对，只考虑到了图像的局部特

征。

尽管人们提出了各种各样的改进方法，但是基于窗口的图像匹配仍存在着以

下几点不足：首先由于基于窗口的图像匹配对于图像的旋转以及光强和对比度的

变化等非常敏感，因为该方法是直接利用图像的像素灰度值进行匹配的；其次是
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常常会引起匹配的混淆，给出错误的匹配结果，特别是当左右两幅图像中相关像

素邻域内存在遮挡现象或存在重复结构的纹理特征时；再次这种方法的时空复杂

性是很大的。虽然采用了内极线假设以及由粗到细的层次化结构等约束条件可以

在一定程度上减少基于窗口的图像匹配的计算量，但互相关匹配的运算量仍然很

大。

另一种双目视觉中常用的立体匹配方法是基于特征的匹配方法，这也是双目

视觉应用中比较重要的一种匹配方法。基于特征的匹配方法不是直接利用图像灰

度，而是通过灰度导出符号特征描述符来实现匹配。所以该法的第一步是提取感

性的特征，并对特征值进行描述，如D．G Lowe等提出用SIFT特征描述符f391

进行匹配。但可惜的是他使用的是不具有视觉特征而仅仅具有数学特征的兴趣

点。该方法对于对比度和明显的光照变化等表现相对稳定。同时，可以通过对特

征属性的简单比较而实现基于特征的匹配。因此，基于灰度的匹配要比该方法慢

很多。目前在灰度图像特征匹配过程中常用的特征有边缘线段和特征点等。

基于特征的匹配最主要的是需要计算边缘或区域的特征。这些特征不但是图

像内容的更加抽象的描述，而且在不同的照明条件和宽基线变换下是不变的。但

是如果对这些特征直接进行计算，计算开销通常非常高，比较耗时，不能满足实

时性的要求。相关研究者为了进一步提高速度已经做了长时间的深入研究。

3．3．2改进的基于点特征的立体匹配方法

在上一节中，本文经过采用Harris算子，以使其能够提取出符合双目视觉导

航要求的特征点。接着本文通过改进Harris特征点的SIFT描述符，以得到能够

进行精确和快速匹配的特征向量。在本小节中，将利用得到的这一特征向量进行

特征点匹配。本文之所以选取特征点作为匹配基元有以下几方面原因：

第一，基于点特征的立体匹配方法在速度上会比其他方法快很多。该方法主

要利用了特征向量作为匹配中的首要元素，而在其他方法中，一般用图像本身的

灰度值或亮度值来作为匹配元素，一方面受到匹配基元大小的影响，另一方面受

到实时性的约束。

第二，基于点特征的立体匹配方法更加符合移动机器人导航的要求。移动机
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器人导航首先需要判别障碍物，依据特征点的特征对障碍物进行判断比利用灰度

区域进行判断适用范围更加广泛。这是因为利用灰度进行判断只能对某一类别的

障碍物做出识别。而在位置环境中，对障碍物的要求没有规定，此时基于灰度区

域的判别方法达不到移动机器人导航的要求。其次移动机器人导航需要计算障碍

物的距离和角度，在基于灰度区域的匹配方法中无法选定具有代表性的一点来作

为计算距离和角度的基础。而在基于点特征的立体匹配中，由于本身已经提取出

特征点，下一步要做的就是对障碍物中距离最近的特征点距离和角度进行计算，

这样不但可以代表整个障碍物的三维信息，并且能够满足移动机器人导航的要

求。

本文改进的基于点特征的立体匹配方法流程图如图3-4所示：

开始

上
提取特征点特征向量

上
欧式距离法初步匹配

上
求匹配点斜率平均值

上
根据匹配点斜率，

排除错误匹配

I
t

’I 结束l

图3-4基于点特征的立体匹配方法流程图

当双目视觉采集到的两幅图像中特征点的特征向量生成之后，下一步本文采

用的是特征向量的欧式距离来作为两幅图像当中特征点的相似性判断度量。取左

图像中的某个特征点，在右图像当中找出与其特征向量欧氏距离最近的特征点。

欧氏距离的计算公式如公式(3-14)所示：

D=√(毛一毛．)2+(而一而I)2+⋯+(而28一五28 I)2 式(3-14)

其中，(五，x2．．‘：8)，(而’，而’～^2。I)为待匹配的左右图像两个特征点的特征向量。

D越小，说明匹配程度越高。在匹配过程中，为了加快速度，需要考虑外极线约

束。
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得到初步匹配结果之后，下一步需要做的就是对错误匹配点进行处理。为了

降低匹配时间的复杂度，本文提出一种根据初步匹配点对的斜率进行排除错误匹

配的方法。在双目视觉的左右图像内，正确匹配点两坐标的斜率会局限在某一范

围内，而只有错误的匹配点对的斜率才会超出这一个范围，根据这一特点，本文

提出的排除错误匹配的方法如下：

(1)计算初步匹配得出的匹配点对的斜率，并计算平均值。

(2)设定阈值k，删除匹配点对的斜率与平均值差的绝对值大于阈值的匹配点

对。

阈值k设定的越小，排除错误的匹配点越多，但误删除的情况也随之增加。

本文设定k=50

3．4实验结果

本文通过筑波大学提供的图像对进行测试，测试结果如图3．5所示。

图3-5筑波大学测试图像对

本文算法首先采用Hards特征点提取算子对左右两幅图中的特征点进行提

取，并采用改进了的SIFT描述符进行描述。通过本文改进的立体匹配方法，对

这两幅图中的36对匹配点成功匹配(图中红色标记为最终所得到的36对匹配

点)。在本算法所做的测试当中，对双目视觉当中障碍物图像的匹配正确率一直

保持在97％以上。阈值k设定的越小，排除错误的匹配点越多，但误删除的情况

也随之增加。本文设定k=5。

表3．1列出了实验所用的五对图片的匹配结果以及所用的时间。从列表中可

3：9 ：
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以看出，本文所提出的算法改进在时间复杂度上控制的比较好，对于一般的双目

视觉障碍物来讲，可以满足实时的要求。本文提出的利用斜率进行排错的实验结

果令人满意。

表3．1实验结果(CPU：2．3 1GHz,Memory：1G)

图像组嚣磷釜嚣s燃端嚣
第l组 97．3％ 95％ 93％ 1 447

第2组 97．5％ 97％ 96．9％ 1 406

第3组 98％ 95％ 91．7％ 3 125

第4组 98％ 96％ 95％ 1 31

第5组 97．5％ 94％ 90％ 4 594

在图3-6中，线段连接起来的匹配点对为本文提出的算法所排除的匹配点对。
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3．4

航的

像机能够提取出符合要求的特征点。在第二节中分析特征点描述符对双目视觉立

体匹配所带来的好处，并改进了对SIFT特征向量对特征点的描述。在第三节中，

给出了本文所采用的立体图像匹配方法，提出了一种简单快速的去除错误匹配的
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，最后通过实验证实了该方法实现了对匹配点较好的修正效果。
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4不规则障碍物检测与特征信息提取

4．1双目视觉障碍物检测分析

障碍物检测作为移动机器人导航的关键，一直是图像理解领域研究的一个重

要分支，也是基于模式识别、数据处理等理论，模仿人的视觉系统感知外部世界

各种障碍物的一项技术。基于双目视觉的障碍物特征检测方法是目前障碍物检测

中最常用的方法。

在双目视觉障碍物检测方法中，一般的做法首先使用左右两个摄像机同时获

取场景图像。在标定过的平行双目视觉系统中，左右两摄像机之间不存在旋转，

只有标定基距的平移关系，因此在拍摄的两幅图像中也是简单的平移关系。然后

通过图像匹配发现障碍物并得到图像间的视差。由于在检测障碍物的过程中是基

于图像匹配，因此需要对障碍物的特征进行选取，以便于匹配过程中找到符合要

求的障碍物。最后根据障碍物在图像中的位置、视差以及摄像机的标定参数计算

出障碍物距离摄像机的实际距离和角度，以应用到自主移动机器人的SLAM导

航中。

目前，基于双目视觉的环境特征检测方法有多种。例如，在成熟果实的定位

[41】应用中，首先根据成熟果实的颜色特征利用阈值自动设定的方法对图像进行分

割，快速地识别成熟果实。然后采用圆形Hough变换算法拟合出目标图像的形

心位置坐标。在该方法的判别过程中，因为果实具有一般的颜色特征和形状特征，

可以通过这两个特征对果实进行识别，并且在实际的农业果实采摘中收到了很好

的应用效果。但是该方法在移动机器人的导航中存在障碍物不规则障碍，无法对

无规律障碍物进行识别。有的检测方法是利用了边缘提取方法提取双目图像对中

的边缘，然后进行边缘匹配，最后通过场景重建提取目标。例如在水下声纳图像

的目标检测与识别技术中142】，基于形状相似度的概念，利用目标边缘轮廓特征，

对水雷等目标形状进行分类识别。首先对检测到得水雷图像进行处理，然后利用

模板更新的策略进行识别。另外有的交通障碍物检测方法是对多幅已知双目图像

中的颜色进行实验，找到草地、马路等非障碍物区的颜色大致范围作为经验值，
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应用到未知的双目图像中。首先对目标区和非目标区进行划分，然后利用反透视

原理，对双目图像对中一幅图像的几个特征点进行变换，并与另一幅图像内相同

特征点比较，确定是否存在障碍物，但仅适用于同类型目标的识别。

在移动机器人导航中，需要对前进过程中的障碍物进行检测。在未知环境中，

无法对障碍物的颜色，形状做一个统一的规定，因此应用到移动机器人目标跟踪

方法中的策略不适合本文的自主移动机器人障碍物检测的要求。根据项目的实际

要求，本文的实验小组通过实验提出了利用视差图中特征点的三维信息对障碍物

进行检测。

4．2本文采用的障碍物检测算法

在双目视觉系统中，视差图是以左右图像对中任意一幅图像为基准，即大小

为该基准图像的大小，元素值为视差值的图像。在传统的视差图应用中，靠视差

图中的三维信息来进行三维重建，并没有应用到障碍物的检测中。本实验小组充

分运用了视差图中的三维信息，根据移动机器人SLAM的要求，提出了一种符

合实际应用要求的障碍物检测算法。

4．2．1视差图信息提取

在第三章中，本文采用了Harris特征点提取算子，并且改进了特征点的描述

符。在初步提取特征点之后，提出了一种新的排除错误匹配的算法，得到很好的

匹配结果，为本节视差图的生成提供了保障。．

本节以双目视觉图像对的左图像作为基准图像，根据上一章中提取出的匹配

点信息对视差图进行生成。首先按照左图像尺寸生成视差图大小，并以黑色填充

整幅图像；．其次根据匹配点的二维坐标信息(x，力和视差值相关系数‰关对图像

进行着色，分一下几种情况：

第一，当视差值相关系数九关>255时，在视差图的匹配点坐标(x，y)处涂以

(255，0，O)的颜色；

第二，当视差值相关系数o<靠关<255时，在视差图的匹配点坐标(x，y)处
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涂以(靠关，0，255-‰美)的颜色；

第三，当在左图像的(x，力点处不存在匹配点时，则保留生成图像时的黑色

不变。

其中的颜色值是以三原色(，．，g，b)的形式给出的。(，．，g，b)中，．代表红色，g代

表绿色，b代表蓝色，此三种颜色称为三原色，可组成为计算机可以显示图像的

所有颜色，每个字母的取值范围为0～255，数值越高，表示此颜色所占的比重

越大。靠关可以通过式4—1计算：

．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．-二

d晶关=3x√(x—j．)2+(y—y’2 式(4·1)

(x，力代表匹配点在左图中的坐标，也即为在生成的视差图中的坐标，(x’，y)

为右图中相应匹配点的坐标。之所以需要‰是为了在视差图中使显示的效果更
加明显，更具有层次感。此时生成的视差图是由黑色的背景图像和由蓝色至红色

过渡的匹配特征点点组成，无法达到对障碍物进行检测的要求，需要对匹配点进

行区域自动增长才能生成色彩连续的视差图。本文的视差图生成流程图如下图

4．1所示：

初始化纯黑视差图

上
根据匹配点进行着色

上
特征点区域自动增长

图4-1生成视差图流程图

由此得到的视差图包含了左图像中原点的坐标信息0，力，图像由蓝到紫到

红的变化反映了像素匹配时视差值的大小，视差值越大，红色越明显，视差值越

小，蓝色越明显。本文生成的视差图效果如图牝：
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图4-2测试图像生成的视差图效果图

在图4．2中，左边一列是双目视觉系统左摄像机采集到的图像，中间一列是

右摄像机采集到的图像，第三列为生成的相应视差图。在第一组图像中，本文拍

摄的是实验室中的实验台。根据生成的视差图分析可知，实验台上的工具盒得到

了很好的匹配，视差图的着色整体形状基本上与工具盒的排列整体形状相吻合，

并且在彩色图像中，视差图中的红色(灰度图像显示偏白)很明显，表明工具盒

离摄像机的距离很近。在第二组图像中，重点拍摄了实验室中的盆栽绿萝，绿萝

和桌子一角都得到了很好的匹配，在颜色显示上两者均以红色(灰度图像偏白)

为主，表明二者离摄像机的距离都比较近。在第三组图像中，本实验小组进行了

外景实地拍摄。从视差图的显示效果来看，较近处的垃圾箱主要以紫色(灰度图
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像显示偏自)显示为主，而较远处的楼房则显示成了蓝色(灰度图像显示偏白)。

根据视差图的生成原理来看，楼房较远，得到匹配，但是视差值很小，相应的靠婪

也很小，所以显示的是蓝色，而近处的垃圾箱也得到匹配，但是由于距离摄像头

比较近，相比远处得到匹配的楼房来看，视差图很大，相应的靠婪也较大，所以

显示了过渡颜色紫色。该副视差图层次感很明显，很好的体现了远近事物的不同。

最后一组图像是双目视觉系统行进过程中遇到的一棵冬青。对生成的视差图分析

可得，由于颜色是有红色向紫色渐渐过渡(灰度图像由灰白向灰黑过渡)，因此

可以表明，在中央部分冬青离摄像机较近，逐步向周围扩散，离摄像机越来越远。

远处的松树一角也得到了很好的匹配，在视差图中以蓝色进行了显示。

由此可见，视差图中包含了环境事物中的深度信息，并且对匹配区域进行了

很好的整合，可以从整体上对障碍物进行显示。因此可以通过视差图，提取障碍

物的三维信息，并通过障碍物的高度和连通域来对障碍物进行检测。’

4．2．2障碍物检测算法

移动机器人在移动过程中，首先要解决的问题就是避障，然后才能顺利按照

路径规划的设计到达预设终点。而障碍物检测研究是双目视觉研究中的重点，也

是难点。在很多场合中，可以设定障碍物的形状或者颜色，然后通过检测这些特

征对障碍物进行检测或对目标进行跟踪。而在移动机器人运行过程中，周围环境

未知，无法对障碍物进行预先特征标定，或者标定之后无法检测所有情况下的障

碍物，因此预先设定特征的方法无法满足移动机器人导航的要求。

视差图在双目视觉系统中经常用作进一步进行三维重建，即在障碍物判别之

后，根据视差图中信息进一步进行计算，视差图显示的不单单是匹配点的二维信

息，高度信息也会通过计算得到，此时得到的视差图为三维的视差图，包含了特

征点的三维信息。本文为满足移动机器人导航的要求，另辟蹊径，通过研究视差

图可以发现，可以根据匹配点的高度信息来对障碍物进行判定，并且可以通过视

差图中的相应连通域来判断障碍物的尺寸范围。本文为进一步提高运算速度，采

用了320x240作为图像的基准大小，具体的算法描述如下：

1．设定障碍物高度阈值。在本小组进行的实地试验中，选择以玩具车代替
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机器人进行双目视觉系统障碍物检测测试。测量摄像机到地面的实际距离为

650mm，在进行高度计算时，需要在世界坐标系中对这一高度进行补偿，以算出

障碍物到水平面得高度。障碍物依据测试环境的不同而不同，在信息学院门口公

路上进行测试时，本小组选定的高度阈值为500ram。

2．分割视差图。将320x240的视差图进行分割，每一小块为30pxx30px，

边缘部分的剩余独立出来各成一小块；

3．计算平均高度。针对视差图中的每一小块进行计算，在进行特征点匹配

时，左右图像中的匹配的特征点坐标已经保存在相应的数组中。根据匹配时得到

的坐标，即可计算每个30pxx30px小方块中特征点的视差值，根据第二章中推

导的公式便可计算该点对应的实际物点的高度。同时每一小方块中可计算高度特

征点的个数可以进行计算，包括在特征点区域自动生长时进行区域扩展的点。这

样做的目的是为了提高运算的准确度，以保障障碍物的范围可以全部包含在内。

4．标记障碍物区域。在计算平均高度时，如果小方块中点的平均高度大于

给定的阈值，并且像素的视差值d>30，则进行标记。这是因为本视觉系统的测

定距离为5米之内，在d=30的情况下，通过实验发现距离已经超过5米，所以

设定了视差值的取值范围。将该30pxx30px小方块标记为绿色。在遍历完整个

视差图后，可以看到符合要求的区域已经被标记为绿色。

5，判别障碍物。在上一步标记处的绿色区域，有的地方是有很多小方块组

成，而有的地方是有零星的几个小方块，甚至是单独的一个。本步要做的是对由

30个小方块组成的连通区域进一步判别为障碍物，而其他区域则不作为障碍物

判断。

本文实验算法的流程如图4．3所示：
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图4．3障碍物标记算法流程图

本文利用视差图对障碍物判别进行了尝试，并且在实验中收到了很好的效

果。图4-4，图4．5和图4．6为实验中标记出的障碍物区域，每组图像的上面两

幅为左右图像，左下图为视差图，右下图为障碍物识别图。

图4-4障碍物判别效果图1
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在图4．4中，视差图显示了大面积的蓝色和紫色(灰度图像显黑)，表明视

野范围距离摄像头都比较远，经过实地测量台阶和垃圾箱距离摄像头均在五米之

外。在判别时，效果图和视差图一样，没有显示检测到障碍物，符合实际的要求。

图4．5障碍物判别效果图2

图4．5是在图44的基础上将摄像头向垃圾箱推进了一些距离，在5米范围

之内。可以看出，在视差图中垃圾箱已经显示为暗红色(灰白图像显示灰黑)，

表明此时距离摄像头距离很近，而在障碍物判别效果图中，绿色覆盖区域已经基

本涵盖了这跟个垃圾箱，并且连通的区域超过30个小方块，因此判为障碍物。

图4-6障碍物判别效果图3
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图4-6是测试时摄像头移动到冬青丛中拍摄的图像。在最后的障碍物判别效

果图中可以看出，绿色区域已经覆盖整个冬青丛。

由实际实验可以看出，本节提出的算法在实际运行过程中收到了不错的效

果：在前方有障碍物时，检测的障碍物标记区域能够准确覆盖障碍物尺寸；在前

方无障碍物或者障碍物距离摄像头距离大于5米的时候，不会误判断障碍物。

4．2．3障碍物特征信息提取

基于点特征的SLAM导航算法需要将每一个障碍物视为一个点进行地图创

建。根据这个要求，本实验小组对障碍物的连通域进行如下处理：

首先定位中心小方块所在位置：对障碍物的连通域进行扫描，并计算出中心

小方块所在的像素范围。然后确定特征点的坐标：针对中心小方块，本实验小组

首先求取该方块离摄像机的平均距离，然后对小方块进行扫描，求出与平均距离

最相近的第一个点的坐标，该点即作为最后要输出的障碍物距离和角度的坐标。

对于具有其他应用的场合，在求得障碍物连通域范围以及视差图的情况下，

对于障碍物的任何三维信息均可以通过计算给出，由于本项目现定于SLAM导

航算法的要求，因此只给出其中一点的三维信息。

4．4系统整合与实验结果

4．4．1平行双目视觉系统整合

根据基于点特征的SLAM导航算法对环境特征的要求，双目视觉系统需要

对障碍物进行点化处理，并计算出该点的世界坐标系三维坐标(L，匕，玩)以及与

世界坐标系乙轴在Q二K乙平面内的夹角。三维坐标公式在摄像机标定中已经

推导得出，根据SLAM导航算法的要求，夹角的符号与E的符号相反，式4_2

为计算夹角的公式：

秒=-arctan(X．／z．) 式(4-2)

本文平行双目视觉系统在VC++6．0平台下，并结合Intel公司的开放源代码

OpenCV库进行程序实现。用于标定摄像机内外参数的程序不参与系统整合，对
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其余的需要在实时环境中应用的部分进行系统整合。系统整合后的程序流程如图

4．7-

4．4．2实验结果

图4-7系统整合流程图

本文对系统流程图中的各个部分分别进行了实现，对系统整合后，在实际环

境中进行了测试。在前期工作准备充分的基础上，本小组进行的实验结果比较理

想，不难能够在前方有障碍物时能够辨别出障碍物，在没有障碍物时能够不误判，

并且通过计算公式计算出的距离和角度结果也在误差范围之内。图4．8分别给出

了用玩具车搭载的实验系统在自然界场地中进行测试的场景以及本文在VC++

6．0中进行实现的程序运行界面。
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图4-8实验场景图及程序运行图

在实际测试中，本实验小组先后在走廊中对盆栽绿萝进行了测试，在实验室

对标定板进行了测试，在外界场地中，对马路边的垃圾箱和冬青分别进行了测试，

并在马路上进行了测试。在测试过程中，对障碍物的判别比较准确，由于光线的

影响，输出的数据会有很小的变动，本文选取了中间值作为最后计算值。对测量

值，本文采取的是最近测量点作为测量距离l泓，并对测量值精确到厘米，所以

会对误差百分比带来一定的影响。距离测试数据如表4．1所示：

表4-1系统运行后实际距离测试结果’

障碍物 障碍物个数 测量距离l测 计算距离l计 误差百分比

盆栽绿萝 2
3210mm 3325mm 3．6％

3210mm 3354mm 4．5％

标定板 1 2020mm 2056mm’ 1．9％

垃圾箱 l 1550mm 1607mm 3．7％

冬青 1 2630mm 2729rnm 3．8％

马路 O

由于在对盆栽绿萝的测试过程中，实验小组有意的摆放了两棵，根据实验结

果来看，本文提出的障碍物判别方法准确的判定2个障碍物。在其他情形下，实

验结果也较为理想，距离测试值达到了误差必须在5％以下的要求。

根据基于点特征的SLAM导航算法的要求，正前方的障碍物角度为0，在左
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前方的障碍物角度为正值，右前方的障碍物角度为负值，以弧度为单位。测试数

据如表4．2所示：

表4-2系统运行后实际角度测试结果

障碍物 障碍物个数 测量角度氏 计算角度铅
0．17 O．15

盆栽绿萝 2

一O．14 ．0．16

标定板 1 O 0．02

垃圾箱 1 ．O．09 ．O．08

冬青 l 0．07 0．05

由于目前进行测试用的摄像机视野范围较窄，只能对正前方的障碍物进行测

试，所以测试所得的数据都集中在0附近。对于角度的实际测量值，本实验小组

测量的是障碍物最近点和左摄像机光心的连线与光轴之间的夹角。光心选为摄像

机的中心点，光轴选为摄像机的正前方方向。

4．5本章小结

本章首先在第三章特征点匹配的基础上介绍了视差图的生成过程，并紧接着

给出了试验效果图；接着在分析了传统的障碍物判别方法之后，提出了本文所用

的方法，同时进行了外景实地实验，根据实验效果来看，本文算法对障碍物有较

好的判别效果。根据基于点特征的SLAM要求，对障碍物的特征信息进行提取，

并进行系统整合和实验，实验结果达到要求。
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5总结与展望u儿坠：口—’厅《王

5．1总结

基于平行双目视觉系统的环境特征信息检测在当今社会中应用非常广泛。本

文根据移动机器人中基于点特征的SLAM导航算法要求，对平行双目视觉的障

碍物特征信息提取关键技术进行了研究。

本文研究了平行双目视觉系统的标定。首先确定了摄像机的成像模型和平行

双目视觉系统的架设方案，根据自行推导的公式可以得出需要标定的内外参数，

并自行设计实验来对参数进行标定。接着本文对双目视觉系统中最重要的特征点

匹配环节进行了研究，改进了特征点的SIFT特征描述符，并提出了一种快速的

去除错误匹配点的方法，同时通过编写程序进行实物测试实验，实验结果表明本

文的改进和排错方案对整个匹配效果有较大改进。最后本文根据视差图提出了一

种不规则障碍物判别方法，并分析项目要求，通过系统整合，对障碍物的特征信

息进行输出。整个算法过程在VC++6．0的平台下配以OpcnCV视觉开发库实现，

实验效果较为理想。

5．2展望

基于双目视觉的环境特征提取技术具有广阔的应用前景，本文以相关科研

课题的基于双目视觉的机器人导航应用为背景展开研究。本文算法中有如下问题

需要进一步研究：

1．对整个双目视觉系统的计算速度需要进一步提高，或者通过其他导航传

感器的数据进行数据补偿。

2．本文主要针对自然环境的特征信息提取，因此对于一些人工平滑环境不

能较好的提取特征点，会导致整个提取结果的质量下降。有待对人工环境中的特

征匹配算法进行更加深入的研究。

由于时间原因，本文主要研究了摄像机标定技术和平行双目视觉系统的特

征点描述方法，并且重点研究了自然环境下的不规则障碍物判别技术。基于点特
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