
托方交遂大学矮毒掌棱论叉

摘要
毋3i9{75
‘．

线性模型是一类报重要的数学模鍪，它在经济、国防等许多领域

都有着广泛而煎要的应用。线性模墅理论的研究已成为鬻际统计界的

研究重点之一。本文基于～般的线性模登，对其中的参数估计简题进

行了研究。

我们对线性模型的参数估计理论进行了比较系统的研究，主要结

论有：

1在LSE估计的稳健性方面，我们用不同于Zyskind的方法，得

到了一些新结沦。借先，我们对设计矩阵列满秩的情形，给出了

GLSE细LSE相等的两个充要条件和～令充分条件。揭示了GLSE

和LSE相等与它们方羞相等之间的关系。对于设计矩阵～般情形，

我们给出了三个充分条件，较好地解决了LSE传计稳健性方面的问

题。、

2我们讨论了M．估计的游近正态性，改进了这方蘧的一些结

论。《基翦戆结论中，关于误茇熬分毒函数假定为在0点处有正的导

数，我稍将该条搏推广到～个更～般螅条{牛，{垂明了M。估诗的灏遗

正态髓。{爿
3我们研究了不可倍添数的线性继计豹霹容诲搜，蓠先我蜘对予

一嶷特殊静设计簸阵莘蠢误差，给密了哥容许性鑫每足个充要条捧。然

后，我们t正确了一般情形蚜胃纯为该特殊情形送行分辑，褥到不霹估

函数线往估计的可容许往的充要条件。萋本上薜决了这方嚣静闷题。

4我们和阁可信两数估计的W容许往的经霞淤及一蹙矩阵不等

式，给出了可估函数全体可容许信计的显式寝达式。

5在一个很一般的条件下，诞明了西归系数相合倍计的存在性。

关键词：线性模型，参数估计，躐小二乘估计，M一估计，相合性，

容许估计
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Abstract

Linear model is ave珂important mathematical medel。It applies to many
fields such as economy and national defenee．期1e study of linear model has

become foCUS in intemational statistics group．Based on the normallinear

model，we study parameter estimate．

We give a systematic account on the theory ofparameter estimate．The

main results are aS follows：

l On the robustness of LSE，using the methods other氆an Zyskind’s，we
gained some new results．First，we diSCUSS the case that the design matrix is

row fuli order．get two s，n conditions and one sufficient condition in which
GLSE is equivalent to LSE，We point out the meaning that the variance of
GLSE is the san'le as the variance of LSE．In common ease，presenting three
sufficient conditions，we solve the problem nicely+
2 We discuss the asymptotic theory ofM-estimate，and improve some
conclusions。In prior conclusion．It is supposed that也e distribtitive function of

error has positive derivative at zero．Generalizing the hypothesis，we study the

asymptotic theory ofM—estimate．

3 we study the admissible estimate ofthe function which can not be

estimated．First，for akind ofspecial design matrix and error,we bring

forward some s，n condition on admissible estimate．曩豫n。we prove that any
case can convex into the special case．

4 Using some matrix inequalities，we get the expression ofadmissible

estimate。

5 We prove the existence ofregression toefficietu consistent estimate in
the generalizing condition．

Keywords：linear model，parameter estimate，LSE，M—estimate，consistent，
admissible estimate
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第一章 预备知识

§1．1线性模型简介

线性模型是一类很重要的统计模型。它包括通常的线性回归模

型、方差分析模型、协方差分析模型和方差分量模型等，这些统计模

型在国民经济的发展中都有着广泛而重要的应用；另一方面，线性模

型的基本理论与方法也为其它统计模型的理论与方法提供了基本的工

具。

现在我们给出线性模型一般的数学定义，从某种意义上讲，它能把

各种形式的线性模型都包罗在内。

假设我们对变量Y作1"1次观测，得到Y，，Y。⋯Y。，它们可以表

为如下线性组合形式：

Yl=Xll屈+工12∥2+⋯+Xlp∥口+el，

Y!=X21jBl七X22p2+··’+xlpp p+el，

⋯ ⋯ ．．． (1．1)

yq=x帆_B、七xn：pl+⋯+x叩参p+e，，

此处％(i=l，2⋯．，n；j=l，2⋯．，p)均为已知常数，对于不

同类型的特殊模型，％的取值具有不同的特点。例如，在线性回归模

型中，z，，可以是随机变量的一组给定值，它既可取一些离散值，也可取

连续值。而在方差分析模型中，它只能取0，l两个值。屈，屈⋯．，卢。

为模型的非随机的未知参数。岛(f=1,2，．．，")为模型的随机误差，也称

为模型误差，它反映了Y值构成中由大量偶然性因素的影响所形成的

那一部分，或更确切地说，没被诸x因素所反映的那部分。要降低

e。(i=1，2，．．，n)的影响，就需要尽量找出对Y有影响的各种系统性因
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线性模型中的参数估计

索，把它从ej(扭1,2⋯，，?)中分离出柬。但这样做，受科学水平、?L-'N

条4牛以及人、财、物等各零4I条件的制约，丽且也不见得一定有利。

e，(f=1,2⋯．，据)满足Ee，=o(i=1．2，√7)，迎Cm，(g，～，)=秽，，对一。切{，、|．
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掰(1．1)变为Y=鄙+e，其中e满足Ee=0，Cove=嚣 (1。2)

定义l称模羹Y=．弼+e，Ee=o，Cove=￡，为线性统计模型，简

称线性模型，其中Y。为观测向量，盖。称为设计矩阵，声。称为未始

参数向蹩，e称为随机误差向量。

对于模型(1．2)，通常假定∑=0-2，。或￡=∥2V或其它适当假设．

其中盯2>0未知，V≥0已知。更一般地，我们可将X理鹪成一个线性

变换(线{生算子)，露憋∑理解成对嚣，非负定映射(称为协差算予)。换

言之，我们有妇下受一般豹

定义2设(Q，F，p)，P∈P，楚一概率空阕族，Y是Q一}l(～个

向量空阔)的一个可测交换<随枫元)。若存在线性予空鬻L匹H及H

—H的对称j}负定映射的集合D，使得

i>Epy∈L。VP∈P：

ii>Span{Epy：P《D)=L；

iii>Cov。(Y)∈D，VP∈P．

，



——一一 !!要苎翌苎箜塑主鲎竺翌墨

则豫Y服从线蠼模型M(L，D)。

注：设(Q，F，p)是一概率空趣，H是带骞内织<·，·>的一个

向量空闷，A是H上的⋯个疗一代数，则称Q—l蠡冬～个可测变挨、，(即

Y。(A)量F)为H值随机元(r．e．)。

若存在“∈H，使得VAsH，有

E(A，Y)=(A，lI)

则称且为随机元Y的数学期望，记作Ey=u。

若存在H—H的对称、非负定映射∑，使得vA、8@H，有cov(<A，

y>，<A，y>)。<A，∑B>，则称∑为随机元Y的协方差簿子，汜作cov(v)：

∑或Dy2∑．其中H—H的映射∑是对称的，记作￡=x，意攒：<A，

∑8>=<∑A，8>，￥A、B∈H。

雨H—i-t静对称映射∑是非受定豹，淀作￡／>0，意撂：<A，∑A>

≥0，VA∈H。

线性模型在工程实践中是屡见不鲜的。

例1设Y(t)=b'o+At+．．．+屈。t”+e(t)，其中成，崩⋯．，∥。建未

知参数，在t=t；(i=l，2⋯．，n)所获得的观测量为

Yi=Y(t；)2热+照ti+⋯+级t。”+e(t，)

记∥2(岛，韪⋯．，反)1，e=(e(t；)⋯。，e(to))1，

则Y=X疗+e

这是熟知的多项式曲线拟含模型，它在飞行器试验结果的轨道特

性分析中常被用到。

倒2考虑线性系统输入滑动和

3



线性模型中的参数估计

y(k)=∑w,x(k-i)
，#{

其中x(k-1)⋯。，X(k-N)为线性系统的输入系列

为权系数。输出信号Y(k)静测量{砉为

Z(j)=y(j)+e(j)， j=k—L，k-L+I，．．．，k

由观测量Z(k-L)⋯．，Z(k)去估计权系数w⋯．．

可以写为 z=X口+e

其中 z=(z(k-L)⋯．，z(k))1，

x(k一2)

x(k～1)

x(k～3)

x(k一2、

x(k一三一．Ⅳ)1

x(k一Ⅳ～1)i

x(蠢一A’)』

声=(w，⋯．，砥)1，e=(e(k-L)⋯．，e(k)●’

这是熬知的线性平滑问题，它在数据处瑗中J澎用眈较广泛

§l。2矩阵知识

矩释船设奁线性模型中骞蒙要兹应翔，为锼行文驰完整，我们搀

一些后文所需静结论魏予此。蓠先提出本文串常用的～些记号。琢{亍

n列的斑阵A常称为m×n铤阵A，或A。。。。警Itt=n对称为n阶方阵，方

阵A的行列式记为fA}。矩阵A的转置记为A’或A，。-N矩阵称为列

向量，而一行矩阵称为行向鳖．我们以不加“’”或“T”的向量表示

列向量，例如a为一列向量，而a’为行向量。向量a=(a。．．，a。)‘的

4



—————————二-————一!坚圣垫叁兰塑主整堡堡圭
厂* 、巧

长为J∑q二j ，记为If a Ij。矩阵A的秩记为rk(A)或rank(A)。若A
＼t=I ／

为方阵，瓣其迹(trace)，郦主对角线元素之和，记为tr(A)。本交中，

若非特剐指出，～般都考虑实矩阵。

若A为⋯线性子空间，则其形交补空间记为A-。浚矩阵

A2(口一：⋯；“。)，则由A的列向量a。．．，a。生成的线性子空间记为

u(A)，其难交补空间记为“i(A)。显然u(A)={A o|a∈即}。

正定矩阵A逸为a>o，半正定矩赙A记为A≥O。本文中，i卜定矩

峰与半正定矩阵警指对称短F-。若A—B≥O(A—B>O)，则记为A≥

8(A>B)。n阶单位链阵记为I。。

§1．2．1广义逆矩阵

定义1对于矩阵A。。。，～切满足方程组AXA=A的矩阵X称为趟阵

A的广义逆，记为A‘。

定璞1对予饪意绘定驰短簿A。。A必存在。

证弱：若A。。。=e，剿任意nXm除矩簿餐楚A黥广义逆。当A≠0

时，设rk(A)=r，剐必存在菲奇异疑阵P与蛰俊得

4：0‘01。
L 0吖

设X为A的广义逆，则有

删=彳铸P(台：)叫台轸P眙蹿



线性模型中的参数估计

营(t0 0。p(‘0 0。)=㈦0 0){ 广 I 』l 』

若汜QXP=fB马2lt琶B12：]，玩为r阶方阵，则上式

§㈢0。)=(㈡01 0 』 {0 』

曹B11=，，

予最删=名◇捌。(乏沙’
其中嚣mB2{，B22任意。

推论1．1(t)对于任意绘愆豹矩黪A。。棼A对称，则在凝有A

中至少裔一个冕对称静。若A／>0，剥至少有一个A-1>0；

(2)A-唯一§A为可逆矩阵，既时A-=A～；

(3)A-A与A A”均为幂等斑阵，置

rk(A一)≥rk(A)=rk(A—A)=rk(AA一)；

(4)若∥∽)c肛0)，∥(c)c∥-’)，则C'A’B与A”的选择无关。
上述事实不难从定理】以及广义逆的定义得到。

定理2 A一肖下列基本性质：

(1)(A一)‘为名’魏一个广义逆，特别地，若A=A。，则■9)为A

豹一个广义逆。

(2)着P，爵均为可遂方阵，剐(pBO)一=Q。B—P～，麸露在

B一。Q(PBQ)一P

证明：(1)显然。只证(2)

PBQ(PBQ)“PBQ=PBQ铮BQ(PBQ)一胎=B

酋Q(PBQ)4P=B一

§(PsQ)一=Q“B—P。
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定臻3 A(A。么)一A‘A=A， A’A(A爿)一A’=A‘

证明：令艿=矗f。《’名)一A1A～A，剽

B‘B={爿【(彳‘蠢)’一‘彳一，】}f_【(一彳)一A'A一，1}

=【(0‘彳)+A’A一，】7A’一【(爿彳)’A'A一，】

=[(爿‘彳)一爿‘爿一，]’【彳A一一2爿]

=0

所以占=0，即A(A+栅一A’A=A。网理可证第二式。

定理4若记只*A(A+4)一A1，则只与(44)一的选取无关且只对称、

幕等。

涯明：任取名1A豹嚣个广义逆(蠢+●)i与(名’名)；，令

B=A(A’蠢)i名’-A(A1名)；A， ；ll

雪‘詹={0((彳’名)i一(彳‘彳)ij彳’}。f彳K彳‘彳)i～(彳’“)；j彳’}

=AE(A‘0)i一(4’爿)；】’A 4【(0’彳)i一(彳。爿)；】‘A’

=4[(以’彳)i一(“‘爿)；】’【爿‘一A。】

=0

所以B=0，即A(A’爿)i爿。=A(A1爿)；“’，亦即只与(一+彳)一的选择无关。

注意到A’A对称，款至少宥一对称的口。么)‘(见推论1．i)，选

此对稼豹《蠢+固一，靼知只=A(A‘一)4A‘对称，又

爵=A(A’蠢)一A’·A(A‘名)一A’

3A(A名)一A 2只，

即只幂等。

注：1．著A幂等，则(i)A的特征值是0或1；

(ii)tr(A)=rk(A)．

2．若A对称、幂譬，则A≥O．

下西的定理用缎赡驹广义逆给必了相容线性方程纽的递解。

定理5泼AX=b为～摆套线性方程组，则

，



线-胜模型中的参数估计

(1> 对于任一广义遵A一，x=A。b必为方程组的解；

(2) 齐次线性方程鳃AX=O豹通鳃为x=《，一．4一。4)：，此处二

为任意的向量，A一为任意滏定的一个广义逆：

(3)线性方程缀AX=b韵遥解为x=A—b十f，一。《一A)z，j_i；中：为

任意的向量，A一为任意固定的一个广义逆。

证明：(J)由相容性假设知，存在x。使得Ax。=6，故时ff，。

A一，A(A—b)=AA—Ax。=Axo=b，即A—b为解。

(2)设‰为倒=0的任一解，即Ax。*0，那么

确2(J—A—A)x。十A—Ax。=(』～A—A)x。，即任～解都取(，一A—A)z的形

式。反过来，对于任意的：，嚣A(1一A—A)z=(A一。4A A)-=0，故

《?一A A)z必为解。

(3)任意敬意一个广义逆√一，爨(!)期五=A—b为方程缉&0

一个特解，由(2)知扔=(I—A一●弦为齐次方程缱硝=O豹遂解。

依据非齐次线性方程组的解的结构定理知葺+溉为AX=b的运解。

定理6设AX=b为相容线憔方程组，且b毋0，那么当A一取遍^

的所有广义逆时，x=A—b构成了该方程组的全部解。

证明：酋先由寇理5知，A“b必为相容线性方程组AN=b的解，

敞只需爵证AX=b的任一鼹必有A—b的形式。事实上，若‰怒

AX=§躲孵，幽定理5知X。=A一6+(，一A-A)ze，对某个粕，因为

6≠0，所以存在矩薅U，缓撂"gO=ub(铡盎瑟可敬“=：。(矗’6)。b+)，敞

X。=A—b十(，一A—A)ub=【A一+(，一A—A)u]b=Gb

易验证G=A一十(，一A—A)u为A的一个广义逆。



§l。2，2矩阵不等式

F回的矩阵不等式在本文后面有重鎏的应厢，

定理1设D=diag(d∥．．，d，)和G=dfag(91，．．-，g。)蕾为P阶对角

阵，且0≤D≤，。，若存在萨交矩阵Q，使得

tr(1～G12≤trD 2，

QG 2Q’蔓(J～D)2，

则此二式必为等式。

涯明：出于0≤D兰‘；，则0≤吐≤l，f=l，．，P。

记Q’=(窖}，f一，譬，)，Z 2=qlG2q。，i--1，⋯，P，则．f2为QG 2Q’的第i个

对角元。毒QG。Q’≤(，一D)。薪，Z2 s(1～di)2，i-l，⋯，p

等价地，d，≤1一z，i=l，．，．，P

由Cauchy不等式以及Q的正交性，得到

(uiGu，)2≤“沁·“：G2“，=∥，i=1⋯．，P

于是。f≥“：G“，，i=l⋯．，P

敌羔，≥圭“j国，；tr(QGQ‘)：tr(G)：∑P g，

从而自一(D2)=兰J?≤芝(1一∥)：：p～2杰／；+-∑p，：
j。l ，=l f一1 扭l

=p一2∑Z+tr(QG2Q‘)

=p-2Zz+tr(G 2)

=p-2y，十∑Eg：
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=∑(1一g，)2+2(∑g

≤∑(1一g，)2

=tr(I—G、!

于是，第一式成为等式。下证第二式也为等式，若

0≤(』一D)二一QG 2Q，但是不为0，于是它的对角元(1一d，)：～，，!，

i2l，．．．，P中至少有一个为正，亦即至少对某个i有d，<1一，，，这和

第一式为等式相矛盾。故第二式也为等式。

定理2若A为非对称的方阵，则存在正交矩阵P，使得

tr(PA)>tr(A)。

证明：对A的阶数进行数学归纳法。

当n22时，设4=(；旬，不妨假定c>d。取『F交矩阵

P(s)=(1i占1二名)，此处s>。NYY,J、，且r=正再。此时，我们
有tr(P(c)A)一tr(4)=-E(a+b)+t(c—d)，由r>0和c>d知，只要

s>0充分小，就有tr(P(e)A)一tr(A)>0。

假设定理结论对一切n一1阶非对称的方阵都成立，现设A为13阶

非对称方阵，则A至少有一个非对称的主子阵。

若A的左上角子阵A。非对称，此时A有形式

彳=(々1；) 彳。一1≠A，

根据归纳假设，存在n一1阶正交矩阵只。，使得

tr(P,，一】A。一j)>tr(A。一1)，
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敬币交矩阵P=(％1掺刚有
tr(尹d)=护(只¨A"l+b)>tr(A扑-1)+b=护(爿)。

若A的皇上辩予阵A，。对称，则由A的{}对称性如，存在

cf。≠(f。，1蔓≈妄"一1，此时将A鸽第n待与第1行互换，黎n鲥与

鹪1列互换，亦即用初等矩阵

△=

O O

0 l
： ：

0 e

l O

O l

O O
： ：

l O

O O

去皇、右乘A，记锝到的矩眸为A‘，A’=CAC。显然A‘是非对称的

存在正交矩蹲P+，绽tr(p‘A+》tr(A‘)，但tr(A’)=驴(爿)，

tr(P’A’)=州尸’CAC)=tr(CP+CA)"L_tr(PA)，

其中P=cP’C仍为正交矩阵。从而结论成立。

§1。3参数估计

线性模受是数毽统计学中发震魄较早静分支之～。关予它静参数

估计问题的研究可阻追溯到上畿纪裙，著名数学家A．醒．Legendre和

C．F．Gauss先后于1806年和1809年独立地把矮小二乘法应用于躐测

数据的误差分析。盾来，A．A．Markov于1900年证明了最小二乘估计

的方差最小性质，即著名的Gauss～Markov定理，奠定了摄小二乘法

在参数估计理论中的地位。R．C．Bose在1944年引入的可估计函数的

11



践，『生模型中的参数估计

概念以及广义逆矩阵的应用，使得设计矩阵为列降秩豹线性模型的估

计理论表述更宓瑟严据露麓洁。

线性模鍪参数估计是统计数学中熬一个活跃分支。它在很多领域

都育重要的应丽。跑如在鬣跨科援领域，关予飞行器翡镤性巅导溪差

分桥、动力装甏系统性能参数静分析、飞行器运动参数的精度分桥以

及与之相关的导航、定轨、预报等问题，广泛缝应用了线性模型参数

估计的方法。参数估计的重要性质以及如何改进参数估计是目前工程

实践中迫切需要解决的问题。

2
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第二章参数估计的一般最小二乘估计理论

§2．1最小二乘估计的背景

在实际问题中，有些量(臼。．．，吼)不能观测，或不容易观测，而

另外的一些量(‰，一，．，Xk)容易观测，根据其专业理论，它们有线性

关系：xo+XI臼l+··-+XkO女=0

对可观测量(％，五．．．，％)观测若干次．得观测数据(z。T，⋯z。)，

i2l，．．．，n。根据这iq次观测数据去估计(鼠⋯．瓯)，得到方程组

X，o+XlI臼1+‘·‘+Xlk目女=0 i=1，．．．，13

如果依据该方程组来求(0，．，吼)，便存在一些问题，首先，此方程

组可能无解，其次，即使在该方程组中选出部分方程求解，那么应当

如何选择，哪一组更精确，另外，选出的部分方程求出的解和真值的

差别有多大。

出于各种可知或不可知、可控或不可控因素在观测过程中的影

响和干扰，使得(‰，X，．，X。)的观测值产生误差，所以，更合理的模

型是x，0+XII曰l+⋯+XjkOI=P， i=1，⋯，n。其中e，为随机误差。

如何充分利用全部的观测结果，从而得到一个好的估计

(臼∥一．吼)，这个问题困扰了18世纪的许多数学家，包括欧拉、拉普

拉斯等人，他们的思路一直囿于构造部分方程组来求解。

勒让德在研究天文学计算彗星的轨道时，提出了与前人相异的思

想，他认识到寻找的隅，⋯，只)应该使各次观测产生的误差

1 3



e，(i21，．．，，n)的平方和最小，这在当时数据处理上是一个很大的

进步，开辟了工程计算的新道路。

在勒让德的方法中，最小二乘估计(LSE)完全是一种计算方法，

缺少误差分析，对方程组的近似解的性质好坏无法评价。实际上，误

差的性质决定了参数估计的统计性质。Gauss的研究给出了误差的正

态理论，他依据这个分布，独立地导出了LSE。

LSE方法与误差理论相结合，使LSE得以极大的成功，在实际应

用中，LSE是19世纪数理统计学中占统治地位的主题。1815年，l。sE

己成为法国、普鲁士在天文和测地学中的标准工具，1825年在英圈

广泛应用。目前，相关分析、回归分析、方差分析以及其它一些-9【．sE

有密切关系的统计方法仍在应用中占重要的地位。

§2．2未知参数的最小二乘估计

考虑一般线性模型

{。y～=(。AV，矽仃：+J。e)(即Ee2。，18～(o，仃2J。)”’。⋯⋯
我们的问题是当置，．，X。给定时，如何确定∥的估计。获得回归系数

∥=(届，．，∥。)7的估计的～种方法是最小二乘法，它是将误差平方和

e
7

e=(y一妒)7(y～xp)glly一妒112

关于口极小化的方法。

定义·若多∈R 9满足Ip—x多『=器磐眵一妒02 (z)
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则称∥为∥的最小二乘估计(Least Squares Estimate，简记为LSE)。

注意到，fjy-x多降y硼b硎
∑[r-(p。一．+¨-+岛～)】’

为求其极小值点∥=(∥，，⋯，∥。)7，可将(y—xp)7(y—xp)对

夙(j2l，．．．p)分别求偏导数，并令其为零得

2∑[r～(届x。+¨．+岛～)】(一～)=0，j=l，⋯，P
，-l

整理后得：

” H n

(∑一，屯)届+¨·+(∑～b)岛=∑勤r ，j=l，⋯，P
I=l ，=】 ，=l

将上面的P个方程合写成一个矩阵方程，即

X鄹=ZY (3)

称此方程为关于回归系数口的正规方程，它在线性模型理论中起

着重要作用。

定理l(1)正规方程必有解(相容)；

(2)∥的LSE∥必为正规方程的解；

(3)正规方程的任一解必为口的LSE。

证明：(2)如上所证。由线性方程组的理论知，正规方程有解的

充要条件为

rk(Ⅳ。x；Z。Y)=rk(x。Ⅳ)

该等式是成立的，首先，rk(Ⅳ’z；X’Y)≥rk(X‘Ⅳ)，又

1 5



rk(X并；Z’，)=rk[X’(Xiy)]≤rk(Ⅳ’)=rk(Ⅳ’工)

所以rk(戈’x!X。Y)=rk(X’A⋯)，从丽正规方程必有解。(1)成立。

设∥为正规方程的任一解，即X。X声=X。j，，则V∥∈R”有

(j，一矽)7(，一xfl)=【(少一x声)+x(fl-罗)】7【(Jy—xp)+x(fl-f1)】

^
，

^ ^
。

， ^ ，

2(Y～xfl)’(y—xfl)+2(fl一声)’x(Y—X∥)+(声一声)XX(fl-声)

≥(Y—xp)7(y—x芦)

其中用到(夕～∥)‘X1x(p-f1)≥O，且

(夕一f1)7X+(岁一xfl)=(fl一岁)7(另y—x‘量∥)=O

蹶以(y一戈f1)’(y～xfl)。raⅢin，(y—xfl)7◇一xp)

邵卜脊缈一妒||2

从而『F规方程的任一解∥必为卢的LSE。(3)成立。

推论l。1正规方程z1秽=X+Y驰通艇为声=(Ⅳ。鼻)一X’Y，此处

(x1Ⅳ)一为∥x的任一广义邋。

证明：由定理1和第一章§1．2．1节定理5即得。

推论1．2着rk(x)=p，尉∥的LSE由公式∥=(X1Ⅳ)．}x’Y唯一确



定，且此时∥为∥的无偏估计，而Dp=O-2(ⅣⅣ)～c

推论1．3假设改变回归因子的尺度，使对一切i，、j有

』，，=k／¨，。(k，≠O)，则在此种变换下Y=A7∥保持不变e

图1

注：若在P
7

e=(y一妒)7(∥一妒)兰陟一邛』!中令印=0，则

0∈／4x)，从而最小二乘法就是将陟一酬!关于曰∈∥(鼻)极小化的一种

方法。

由于y与∥(Ⅳ)诸点之间的距离以垂直距离为最短(参见图1)

^ ^ ^

故当y—p舢(X)时，即(y—p)。Xa=O，V口∈R”，亦即X‘(Y一0)=0时

p|{2=删旷pIl2
此时Ⅳ‘0=X。Y，又注意到0=矽，对某个∥∈R9，故有

X Xp=X y



§2．3霹估计丞数与Gauss—Markov定理

当设计矩阵x为列满秩时，正规方程x’瑚=x’y有唯一解

罗=(x A⋯)_jxly(见§2．2撼论1．2)。但当rk(x)<p时，广义逆《z x)

的不唯一性等致了LS解∥的不准一。从而糟声去嵇计∥时，就会遇到

两个问题，第一，∥不唯一：第二，这许多∥中没有～个是∥的无偏估

计，因此在rk(x)<p时，根本不存在∥静线蛙无镳髅计。

事实上，设A为P×虾矩阵。使得匆为声静无编估计，荽l

EAy=∥，”∈R”，郎丘妒=∥，即∈R’，鼠褥AX=I。，僵是我们有

P=rk(I。)=rk(AX)≤rk(X)<P，故这祥的A裉本不存在。此时，我们

称口是不可估计的。

说的明白一些，假定我们要称重量分别为崩和热的两个物体，

可是每次将它们放在重量为屈的容器熙去称，各称两次，记Y，，为第

i件物体第j次穗出的重量，误差记为％，则

Y。=声3+声，+e。，g。。(O，秽2)，i=j．2：j=l，2e

由予我们每次把容器和～件物体敖在～起称，又攀竞不知逢容器重

麓，我们不能储算磁两个物体黻及容器的燕量磊、鼠移孱，僵楚嚣

个物体重量之纛却可估计，因为将两次称击的值Y。，和Y。。楣减就是

屈～屈的无偏估计。如此看来，我们应放弃估计整个∥的想法，考查

能否估计∥的某些线性函数。

定义1若存在a’∥的线性无偏估计b'y，其中d=(∞，．．，O：p)’，



! !!主壅兰垄兰篓圭兰些丝苎-——————。———————一
，’

6：(执，．，6。)‘，则称∥的线性函数口∥2∑a，屈楚可估的。
，=l

定理1 8声是可估计函数的充霰条件是醪∈∥(X)。

证明：必要性 若口1∥可信，刚存在by，使褥Ebj?。窿声，

v口∈R’，即6’耶=a。∥， v∥∈R9，这等价于bX=口‘，办即

d=爿b g∥(X‘)。

充分性若掰∈／J(x’)，则16∈R”，使得a=Ⅳ6，显然6 J就是

口。芦的线性无偏估计，所以d。声可估。

注：定理l说明，使a’∥可估的全体p×1嘲量檀构成子空州

∥《x‘)。于是，若盘Ⅲ、啦：{为pxl向量，馊季导球：{}∥和搿：：{∥均可估，

那么，对任意嚣个数琶n，线性缀合m瑾；n芦+nal2j声郡可售。

fyl=∥l+∥2+Ply1=∥l+∥2+Pl

铡l对线往模黧Y2。崩+岛+P：，证懿：

lY，=磊+爹2十g，

∑C，屈哥估

溉时㈤舭I
国定理，籍喜G磊可估营(墨]∈I[三{!]]

锄埘刚i{|][匀刚扣㈨时∽删

钢2对线性模型 Y=邓+e，e～(o，秽2j。)， 涯明线性函数



垡些堡型±竺垒壑竺三±

8、一$2，$、8、

P

屈一∥。可估营对一切满足∑(’，=0的

c，．．(’，柬晚，∑C，∥，可估。

证明：由定理1知，

1

0

∥，一∥!，．．．，∥，一∥，可估§1 0 Ie∥(x)．1—1 l∈∥(x)⋯．，l 0 e∥(一V)

营VC，∈R，(f-2，．，p)，一C二

营VC．∈R，i=2,3，·．．，P，

O

O

O

—C3

1

O

一1

0

0

⋯·一C。

一C2一C3一···一Cp

C，

C，

§令C1=一C2一C3一·。·一C，

C，

‘C】

C2

1

O

O

E∥(X)

∈∥(z)

∈p(x)

铮对一切满足∑p c』：o的c，．，c，来说，杰c届可估。
『-l t；1

推论1．1口’口是可估计函数的充要条件是口∈p(xZ)。

此因∥(Ⅳ’Ⅳ)=p(x。)。
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推论1．2若口‘∥可估，则口∥唯一，且E口∥=口∥，其中∥为『F

规方程的任一解。

证明：a‘∥可估，则口∈∥(鼻’x)，j6∈R一，使口=Ⅳ姗

^

d∥2bXx(x。x)一X’Y=6ⅣJ，与(x’x)一的选择无关。

E口’多=E(b’X'y)=b。Ⅳ。印=ct'fl，即口’多为口’∥的无偏估计。

定义2对可估函数a。卢，称Cg卢为口‘卢的LS估计。

注：当rk(X)2r2P时，一切线性函数口‘∥都是可估的，口也是可

估的，其无偏估计为多=(x’x)一1Ⅳ’y，此时称多为∥的LS估计。只

有当∥可估时，我们才称多为∥的LS估计，否则，称其为口的Ls解。

对于可估函数口。卢，其无偏估计有无穷多个。实际上，设b‘p为

口∥的一个无偏估计，那么Vc∈∥(Ⅳ)1，(6+c)。y也是a。∥的一个无

偏估计，这是因为E(b+c)+Y=EblY+Ec'y=口。口。

定义3称b'y是a’卢的最佳线性无偏估计(BLUE)或GauSs—Markov

估计(GME)，如果(1)b'y是口+∥的无偏估计{

(2)对Ct’∥的任一线性无偏估计c'y，都有D(6’y)≤D(c'y)。

定理2(Gauss一～larkov定理)若a‘卢可估，则LS估计a’多是

Or"。∥的唯一BLUE估计。

证明：定理l推论I．2己证a。∥是口∥的无偏估计，而线性性显

21



然成立，故口‘∥是a‘∥的线性无偏估计。

D(牡’∥)=D(甜’(x’Ⅳ)～XY)

=拶2蹬(x 2X)一X1x(x。X)一Of

由口∥可估知，口∈p(x’)，3b∈R”，髓=Xb，利厢

X X(X’x)一X’=X’ 得到

D(Of’∥)=盯2d’(x’盖)一x’x(x’X)一X’b

=仃2a1(Ⅳ’朋一X’b

=拶29’(X。X)一掰

又著c'y是8。声鑫孽任一线性无编信计，则x+c=球，

D(c'y)一D(g多)--0"2p’。～g’(_。X)一搿】

---O"2[c1一a+(X1Ⅳ)一X’】[c。一群‘(盖’盖)～X 2]’

≥0

等号成立当臣仅当c‘=d+(曩’并)一X‘，亦郎c'y=a’∥。

Gauss一～Iarkov定理提供了可住爱数g’∥的BLUE蛇j}誉方便的求

法。该定理奠定7糙估计在线牲模型参数估计理论中救她穰。由它

所掰菌的LS倍计在线性无偏{吉计类中静鬣优性，使襻人们长甥戬宋

抱LS估计当作线住模霆的唯一最好的估计。健怒，到了本落纪六七

十年代，许多研究标明，在许多情况下，LS估计的髋质并不很好，

若采用另外～些更好的度量估计优劣的标准，Ls估计不～定最优，

本文后面将进行论述。
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推论2．1即必可估，即每一8，即均可估，i2l，．．．，n。且X∥

^

是即的BLUE，其中卢=(x‘x)一X j，。

推论2．2若臼，兰口j∥可估，l=l
^

k，则它们的线性组合∑c+，臼
，=l

也可估，且∑q 0，=∑c，口：∥是∑c，只的BLUE。
I=l t=l I=l

推论2．3若rk(X)。。=P，则V口∈R’，a。卢可估。

定理3对于线性模型Y=印+。，￡～(0，盯2，。)，Ap可估的充要

条件是下列条件之一成立：

(1) 存在矩阵B，使A=BX；

(2) rt[晏]=rtcji，
(3) rk[x(z一一一4)]_rk(X)一rk(A)；

(4) AX—X=A。

证明：爿∥可估，即elAp均可估，i=1，⋯，n。

铸A e，∈p(x)，i=1，⋯，n．

§3b，∈R“，A'e，=X‘b，，i=l，．．．，n．

铮A’(ele!⋯P。)=x。(61b2⋯6。)

§A。=X。(抚b2⋯6。)

§令B=(6lb2⋯6。)+，A=BX，即(1)成立。

(])j(2)：

情阶心Ⅲ显然魁赚阡他阴谢(m臼姒]



线性模型幸的参数估计

故m[；]=以cx，，cz，成立。

设，4k(A)=1‘，则存在可逆矩阵Q，使得AQ=(，，iO)，于是

，‘k[X(，一A一爿)]_dim[At：At=0]

=dim[㈨：肌。】

=aimt㈥Q，=坳刊

=ai北跏l功，一o)
c脚巩一一㈦-o

=dim{u：t㈣．f(：，任意j

=rk(u2)

珊匕弘哪J

=删g卜爿，
珊删m㈤
=rk(X)一rk(A)

(3)j(2)： 由(2)j(3)证明过程知，

，齿cⅣc，一爿一一，，=础[(要)]一庸c∞
而rkfXU—A一彳)]=rk(X)一，*(彳)



州捌 ，4k[x]，(2)成立。

(2)毒(4)：证明方法类似(2)j(3)

，4t c爿～4x一Ⅳ，=，t[(：]]一rtc爿，2。
A—AX—X=0

Ax—x=A

(4)j(1)：令B=删一即可。

总之，我们证明了：

4口可估+—_+(1)

§2．4口的广义最小二乘估计

到目前为止，我们的讨论都假定误差协方差矩阵为盯2I，但是，

客观上存在着许多线性模型，其误差协方差矩阵为盯：V，此时∥的估

计又是怎样的呢?

在V>0且己知的情况下，存在着唯一的正定对称矩阵矿2，使

1 1 ～ ～

(Ⅳj)2=V用V～2=(矿j)一1左乘y=．矽+P，并记y=v～2y，x=v一2肖
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～

一一
～ ～ ～ “

F=V 2e贝0得至0 Y=x,6+P Ee=O，Cov(e)=O-2，

对此交按压款摸型寒醚，黟的I。sE为

罗+=(x’z)一x’∥=(xV“Ⅳ)～z1V_1J，

定义l穆上列为线性模型{。：恐嚣
广义最小二乘估计，特别地，当V=diag(cr『!，

已知时，称口‘为加极最小二乘估计。

若我们对P‘e=e'V。e

(V>O已知)中／3的

，盯：)．∥?，i=1，⋯，n

=(岁一崖声)v“(y一次多)

=y'V’ty一2p Xjv。y+零jXjv。X器

美予∥求导，著令葵为零褥：

～2x7V～∥+2XV。矗∥=0

献雨∥=(戈’V。爿)一茗’V。y=P‘

特别地，当X为列满秩时，口的广义LSE唯一地为

∥+=(戈‘V’1肖一X’V“Y

由予上述摸型翻以戆讨论的模型只是误差揍方差簸薄不同，蕊线

牲蘧数f1声黪哥估燃又与蛰方蓑矩簿无关，于是，黠上述模型f∥可

倍静充要条件仍为c∈u(x+)。

定义2称。+∥‘为可估函数c’∥的广义最小二乘估计，简混为f3LS

估计。对应地，当V为对角矩阵时，c∥’称为c’∥的加权矮小二乘估

计，简记为WLS估计。

定理1设V>O且已知，着c+∥可估，则c‘∥‘是c’∥的唯一BLUE。

26
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证明：因为c口可估，所以C=X 6，b∈R”。从而

f’口‘=bX(X’V1x)一X V“Y唯一(与广义逆的选择无关)

且E c‘’∥’=bX(X V。x)一z V“矽=61矽=c∥
即 c∥+是c。∥的线性无偏估计。

D(c‘卢+)=盯2c(X V—X)一X‘V-1x(x’V一Ⅳ)一C

=CT 2c(X‘V一1Ⅳ、一c

设a'y为c’∥的任一线性无偏估计，则c=X’a，故

D(a'y)一D(c’∥’)=CT2一Va—c(x～V 1x)一c]

=J2[口’Va—ax(x～V 1z)一X d]

(令b=V 2d，Q=V 2X，P，=Q(Q。Q)一Q’)

=盯2[6。b—b'Q(Q。Q)一Q’6]

2盯2b(1一晶)b

≥0

此因圪为对称、幂等矩阵，，一尸。≥0，这就证明了c‘∥’的方差最小性。

上式等号成立§(，一Po)6=0§b=匕b

营口=V～1x(x。V一1x1一c营a'y=cp’

唯一性得证。

推论1．1若V>O已知，则当X为列满秩时，c‘∥’是c‘∥的唯一

B1．IIE。

§2．5 LSE估计的稳健性

虽然稳健性(robustbess)这种思想在统计学中由来已久，但直

27



垡：兰堡型主竺查整盟．——
到本世纪中期才受到统计学家的重视，]953年G．E．Box第一次明确

提出“稳健性”一词。直观上讲，稳健性是指统计推断关于统计模型

即假设条件具有相对稳定性。也就是说，当模型假设发生某种微小变

化时，相应的统计推断也只有微小的改变。此时，我们就说统计推断

关于这种微小变化具有稳健性。在前面，关于线性模型有一个重要的

假设(协，(e)：盯2，。在此条件下，我们证明了可估函数c∥的LS估计

c白是BLUE。但在应用上我们不可能要求一个实际问题完全满足该

假设。事实上，我们也根本无法知道，它确实满足这一假设，只能通

过分析或检验，判断假设Coy(e)=盯2，是否大致上可以接受。因此，

我们总是希望当实际的Coy(e)与仃2，相差不太远时，LS估计c’∥仍然

保持原来的最优性或即使不是最优的，也不要变得太坏。若是这样的

话，我们说LS估计关于协方差矩阵是稳健的。相反，若出现失之毫

厘，谬之千里的情况，这个估计就不具有稳健性。

考查线性模型{ey～=(。X，仃fl：+矿； (v>。)，

可估函数c’口的最佳线性无偏估计(BLUE)为c’∥+=c1(Ⅳ。矿_1x)一XV“Y

且c’口4与广义逆的选择无关。如果我们无视Coy(e)=仃2V≠仃2J，而

按以前的Coy(e)=盯2』情形来处理，这就导致了LS解卢=(x’Ⅳ)一XY。

如此看来，对任一可估ill数c。∥，我们就有了两个估计：LSE估计

c’多和GLSE估计c’∥‘，两者都是无偏估计，而后者为BLUE估计(§2．4

定理1)。一般来说，c‘多≠c。∥’，即LSE估计和BLUE估计不一定相
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等，这是和Cov(e)=盯2，情形所不同的。什么条件下二者相等呢?

Zyskind曾给出了一个充要条件，我们用不同于Zyski nd的方法，得

到～些新的结论，解决了这个问题。在某些情况下，比Zyski nd的结

果更好。先介绍Zyskind的结果。

定理1(Zyskind)X,j于线性模型{。y～=(。X，盯p二+矿； (V>。)，则

c。∥=c‘∥’，Vc∈∥(x+)《辛a'Vb=O，Va∈∥1(Ⅳ)，b∈∥(．Ⅳ)

营∥(胱)=∥(z)。特别当x列满秩时，∥=∥+营∥(蹦)=∥(J)。

定理z对于线性模型{。fl～=。。X，仃p：+矿，e cV，。，，若庸cⅣ。，=p，则
^ ^ ^

∥=∥+(从而对任意的c有c‘声=c。∥+)的充要条件为D(f1)=D(fl+)。

注：由§2．4定理1知，一般来说，D(f1)≥DOe+1。

证明：必要性显然成立。下证充分性

D(f1)=仃2(z’z)。X’vx(x’x)～’

D(∥‘)=盯2(x’V“x)。1

D(∥)=D(fl+)§(x。Ⅳ)-1X’vx(x’x)。=(X’V-1x)一

§x’VX(X’x)一1=X+x(x’V一1Ⅳ)一1

Cov{(X。Ⅳ)’1X’Y，[矿-1x(x‘V。1x)一一x(x’Z)“】+Y)

=盯2(X。x)。1X’v[v一1x(x’V一1Ⅳ)～一x(x。Ⅳ)一1】

=盯2(z’爿)。1眵’聊川x(x‘V一1Ⅳ)～一Ⅳ’vx(x。z)一1]
，q
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=仃2(X。x)。[X x(x’v。Ⅳ)一一x‘vx(x’Ⅳ)“]

=O

故D(∥‘)=D{13+[V“X(X’V。彳)～～X(X’x)1]’J，)

=D(f1)+D{[矿。1x(x。v。1x)一x(x一)。1]n

^ ^

从而D(卢+)≥D(f1)，又因∥+为BLUE，故D(f1)≥D(／3‘)。

^

所以D(∥+)=D(p)，因而

D{[y“x(x v1Ⅳ)～一x(x X)。1]。y)=0，即

盯2iv一7x(x v一1x)～一x(x‘Z)一‘]’v[v一1x(x 1／一1X)～一x(x’Ⅳ)一I】=0

由于V为正定矩阵，故

V“x(x。矿‘1。Y)～一x(x’。￥)～=o

(x1Z)“x’=(x’v_1Ⅳ)-1x’v一1

从而∥=∥+。

推论2。1对于线性模型{y～=(o，X盯132+； (V>。)，
rk(XeV 。，)=p

l～(o，盯‘)
”叫川 1

则多：∥+(从而对任意的c有c’多：c‘∥’)的充要条件为

p(vx)=∥(Z)。

证明：由定理2的证明过程以及腑(五。。)=p知，

D(∥)=D(p+)§X。vx(x’x)一1=z‘x(x。v一1工)一1

§vx=x(x’v一1x、～1x。x
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§vx(x’Ⅳ、一1 x’v～x=X

营∥(Px)=∥(Ⅳ)

推论2．2对于线性模型{。y～=(。X，仃／fl：+矿；(V>。)，若x为n阶可逆

方阵，矩阵V和X以及X’乘积可换，则∥=∥’(从而对任意的C有

c’∥=c‘卢+)。

上面我们对X为列满秩的情形，给出了GLSE和LSE相等的一个

充要条件和一个充分条件，对于一般情形，我们在下面定理3及其推

论中给出一些充分条件。为证明定理3，先提出一些引理。

引理1若口∈∥(X)，b∈∥1(Ⅳ)且{Vx：x∈∥(X))￡n(x)，则对于

线性模型{Pfl～=(o，X盯矽2+矿)e (v>。)，有coV(a'y,b'y)=。。
证明：Cov(a+Y，b’Y)=a'D(y)b=盯⋯a Vb=盯2(肠)’b=0

引理2对于线性模型{Py～=(。X，仃13：+矿； (V>。)，若c’y是。的无偏估
计，则有c∈∥1Ⅸ)。

证明：由于对一切∥，有E(c’Y)=c’即，所以c'x=o，即

c∈∥1(X)。

定理3对瓒陆模型{。：嚣并(v>0)，若
^

vx(xz)一c∈∥(x)，则对任意可估函数c。∥，有c+卢=c+∥’。

^

证明：c。∥=c’(z’x)～Ⅳ’Y
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c'p+=c。(x’y-1X)一X+V。1Y

c。卢可估，由§2．3中定理1知，c∈∥(X)，又

c'p+一C。∥=[V-1x(x’V。x)一c—x(x。X)一c】。Y是O的无偏估计，由B

理知，Cov{c。(x’z)一Xy，[z(z。肖)一C—V-1x(x’V-1z)一c】。Y)=0，

由于c’∥+是c。∥的BLUE，故D(e’∥)≥D(c’∥+)。另一方面，我们有

D(c’∥’)=D{c。(x。彳)一X’Y+[矿_1x(x。V“彳)一c—x(x+z)一c】’Y}

=D[c’(xlx)一x‘力+D{吵。x(x‘V。x)一c—x(x’x)一c]+y}

≥D[c’(x。Ⅳ)一X’Y】

=D(c。卢)

^

故D(c‘∥)=D(c’∥+)，且D{[y“x(x+V。x)一c—x(x。x)一c】’办=O，又

D{陟‘1x(x’V。X)一c—x(x’x)～c】’y)

=口2iv一1x(x。V一1X)一C—x(x’x)一c]。v[v-1x(x。V一1X)一c—x(x’x)一c]

所以

【V-1x(x+V-1X)一c—x(x’x)一c]’v[v’1x(x’V“X)一c—x(x’X)一C]=O

由V的正定性知，V一1x(x’V“z)一c—x(x‘x)一C=0

从而C。∥=c’∥‘。

推论3．1对于线性模型{。y～=(。X，盯fl：+矿； (V>。)，若存在矩阵c，
^

使得V=XC，则对任意可估函数c'p，有c。卢=c’卢+。
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推论3．2对于线性模型f。垆(O册,cr2V)8 (v>0)， 若存在矩阵％，

使得VX=XD，则对任意可估函数c’∥，有c’∥=c。∥’。

§2．6最小二乘估计的缺陷

El多02=E(多+多)=护[。(多)】+Il∥02

由此可知，E恻12总是偏离真实参数∥的长度的平方II卢I|2。此外，

Q’Ⅳ’一A卜0 I’Ⅳ’迎==l +． I，
I A，J

其中A，．，兄。为X’z的非零特征值。于是，我们有

护(并x)～=tr(QA-“Q)=护(A_1QQ+)=印A_1=喜去
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从而E㈣2=ll∥82+盯2善击。
因此，如果rk(X’Ⅳ)<P，则min．z，=0，此时Ls估计不存在。如

果x的列向量之间具有近似的线性相关关系，则rain．2．将很小，于是

E例I>>lIPll2，此时LS估计是不可信赖的，估计的精度很差。针对
I|¨

这种情况，统计学者提出了一些改进LSE的方法。

这些方法主要从三个方面改进LSE，有的直接从减小估计的均方

误差出发，从而降低LSE的病态性，如岭估计和Stein估计，有的从

消除多重共线性出发进而改进LSE估计，如主成份估计，笔者曾探讨

了该方法的一些应用问题，见[54]。还有的从消除异常值的影响出发

改进LSE，造成LSE不好的一种原因是数据中可能混有异常值，如果

能从数据中找出异常值，则可将异常值去掉，重新建立模型。但问题

是要发现这种异常值往往很困难，因而人们就想方设法在保留异常值

的同时减少它们对回归系数估计的影响。LSE受异常值影响较大的主

要原因是选用了平方函数z2，如果选用随fzf增长要比j2来得慢的

函数矽(Z)去代替Ⅳ2，以限制异常值对回归系数估计的影响，这就是

目前用得较多的M一估计，这方面的研究还不十分成熟，M一估计的研

究已成为统计学研究的前沿和热点。
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第三章线性模型中的M一方法

§3．1基本概念和性质

理论研究和实践经验表明，线性回归中最常用的方法一最小二
乘法，在一些情况下表现不理想。近几十年来，统计学家提出了许多

替代方法供选择使用。M一方法就是其中之一，也是最受重视的一种。

定义1对于线性模型Y=Xp+e，即Y。=x：∥+P，(1≤i≤n)，选

定一个定义于矗1上的函数P，令

^

H，(∥)=∑p(y，一x：∥) (∥∈Rp)
i=l

＼

H。(声)的一个最小值点∥。称为∥的M一估计，

^

Hp(尾)=min{Hp(户)：卢∈R9}

注：此处并为要求成有唯一性，事实上，成可以不唯一。

这种估计是Huber最先关于位置参数模型

Yl=口o+8』 i21⋯．，n

于1964年引进的。1973年，Huber又将这种估计拓展到一般的线性

模型 Y=即+P。自那以后，这一方向逐渐成为统计学的热点。

M一估计的命名，与它同极大似然估计(Maximum Likelihood

Estimate，缩写为MLE)的联系有关。设在模型Yf=x；声+e。(1≤i≤n)

中，误差el,e2，．．．，e。独立同分布(简记为iid．)有已知的公共密度f，

则似然函数为

35
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L(p)=f(yi一毫夕)

卢的MLE∥使工(∥)达到最大。如果记p=-logf，刚历就楚

∑p(y。一x：芦>的最夺僖点。掰教MLE是鹾一链诗豹一个特铡，这个醚

也是取垂MLE的营经字母。

若f(x)为Laplace分京熬密度：

，(力=(2力。exp卜阔，拶)

则出妒∽：f蟛+COrt$t
弓l如的估计悬最小一乘估计或称为最小绝对偏羲估计(简记为

LADE)。

LADE是^l一估计的一个重要的特例，在棚当长的时间内，由于在

计算及理论上豹困难，进鼹不大。近几十年来，照着计算阅题的解决，

在黩鼹上越来越受强人嬲妁重视，在理圣幺上巍枣了比较深入麴避震。

在醚一估计定义中浆酌数妒在一定隈凄内可以自l鸯选择，潋逶绒

不弱静要求。铡搬，当斟峥m，以“)增长较慢时，众露较好的样本

稳健性，即对样本中可能混入的少量异常值肖较强的抵抗力。这种对

稳健性的追求藏是弓f谶M一估计的动力。

上灏我们定义了线性模型中回归系数的M一估计，M一估计是否存

在是需要凰答豹阂题，亦靼在钞么条{譬下

以(致)=min{Hp(∥)：芦∈Rp}右端的极慎能够达到。

关予这个问题，我们育

定理1设下面三个条件成立：

． 36
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(1>P在最1上楚处连续，

(2>存在a，使p(豁)当掰≥口甜，菲降魏不恒等于一个常数；

“s聪时，菲增鼠不恒等于～个常数，

(3)设计矩阵X=O．⋯X。)的秩为P。

刘存在厩∈R9，使得Ⅳ。(成)=min{H，(声)：声芒盂9}。

注：条件(3)是必要的，因为若x的秩小于P，则线性模型

Y=印+g 中∥不可然，越时佳计罗的阉题毫无意义。条馋(1)积

(2)只涉及到涵数P，Y，一爿∥哥援必实骣数据鞫往计之闽豹穰离，

搿p魄一毫∥)可视为由这种偏离丽gl裁豁禁稀损失的度量。条件(1)

实际上楚说，损失随偏离逐续变化。对于条件(2)，设a=0，则它意

味着同～个方向的偏离，绝对值越大，所导致的损失也应越大。

证明：记Ho=inf{H。(卢)：卢∈R9)，

根据条件(2)，对～切∥《R9，有日。(声)≥np(口)，故一∞<go《oo。

在震9中找一点列{坟}，使得

limH，散)=Ho

若 li叫艮l≠∞，粼可以找到{‰}熬予裂{屯t}，使褥

吒。_6∈R9，辎臻p翡连续往，鸯胃，(酚=露o，予是b达弱了

打，(励的最小俊。因诧t我们冀需证明lilIl|h 6≠∞。

假设l叫lb。《=m，则可以找出{6。’的～个子歹I』，不妨设此予列为

{k)本身，使得当埘斗00时，有

i b，／№。4_某个单位向量h。

ii≤坟有极限g；(i=l⋯．，n)，且

g，=--oo(1≤is强》

g，=00 (强+l≤i≤毪)

ig。{<c0(疗2+lsi≤摊)
3，



线性模型中的参数估计

(为满足ii，可以适当更改_，．，X。下标的编号)

从而必有x：h=0 (”2+1≤i≤n)

这是因为若对此范围内的某个i，上式不成立，则对于该i有：

fIx；b。，II=llb。慨6。IIfb。《j。·卜ih[=oo，这与ii矛盾。
根据xih=0 (，72+1≤i≤订)以及x的秩为p的假定，有

x；h (1≤f≤"：)不能全为0。记

q=min(p(Qo)，p(一oo))一p(a)

依条件(2)，有q>0，因此根据i．，可找到充分大的m，使得

窆p(y。一x¨<窆P(Y。噌)+昌
l。H2+l ⋯B2 ‘

Y。一一‰>a (1≤i≤聍1)

儿一x，6。<a (啊+I≤i≤门2)

i?d，=lx：^l／Iy，一xlb。-a[ (1≤i≤n2)
因x囊 (1si≤n2)不全为0，故dimax(d”¨，矾，)>o

不妨设d：d。，且x：厅>o。令矗：6。+-h，则
a

x：b。=x；b。 (n2+l≤i≤H)，

～

Yl—X：b。=Yl一■6。一xlh／d=a

yt—Xjj bm=Yt—xlb．一．；h／d

>-y，一x^一脚f／哦
=y，-xlb．-le,一z氏一d
=y，一xTb。一(y!一xlb。一∞

=a (2≤i≤％)

、
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同琏，可敬涯明

Y：一X：b。≤岛 国l+1<-i≤n2)

综合上述各式，并利用条件(2)得到：

． ¨

H。(‰)≤P(挤)+(强一1)p(。。)+(搿2一毪)尹(—。。)+∑p(y，一善：‰)
，4ni十l

≤"。p(。。)+(栉：一，1．)p(—。)+兰厦y。一g，)一罢
撺n2+{

二

徨存P豹连续性秽{bin}黪满足的条件ii，以及limH。<气)=峨

知：上式表端前三顼之藕鄂为辩。，于是崮上式得簧矛露静结聚

H，(‰)<H。，这泛明了li刮k||≠m，从恧定理成立。

§3．2舔一估计的辫近正态髋

考查线性模型Y=xp+P，亦即

卦
鼍i
⋯

X21+’‘

-'● ---

kl⋯珊
毛

霉2
●

：

gH

其中岛独立阂分毒，Ee，=0，(i=l⋯。，n)。零节我弱重点{寸论攮一然

计中LADE的渐近正态往。
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岁搿

嵇。

厉
的LADE估计定义为使

Hp(f1)：芝fJ，。一_。崩一．一～屏f取最小值的点多=
I：l

^

磊
^

磊
：

i

p，

对予LADE浆渐近芷态性，爵葡已经商了比较好豹结采，魏

定瑾l对于线性模垄Y=xZ+e亦邵Y，=x：fl+e，，Ee，=0，e，独

立同分布，其分布函数为F(x)，F在0点处有导数f(O)>0，且j‰，

拧>-no ，s，三宝x,xl爻P除轰定矩跨，当拧。。。瓣，
l=l

^

以=maxCx：断’x，)哼0
l

= ^

爨lj"峙∞时，2f(0)S：(成一筘)缀分肖收敛予N(0，，，)。

在讨论LADE酌渐近厦态性时，我们一般假定误羞晌分稚函数在

0点处有正的导数。如果该分布函数在0点处没肖正的导数，LADE的

渐近正态性又是怎样的呢?下面我们将讨论这一问题。

设{a。)为正的单调趋于无穷大的常数列，

E(，)三h(F(S--s-)一F(O))ds，州
甜”

易冤对任惑懿n，‰(f)为凸璐数。蓑鼹锤意豹t，‰《f)豹极限

存在，翔定义 ￥(f)=lira‰(f)，漫然宅在∞，∞】中取筐。
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若lima．(F(三)一，(0))=妒(f)，

(+)

则甲(r)=I妒@)ds。

若F(x)在0点处有正的导数，可取n。=√五，则妒(f)=f(O)t，

甲(f)=』罨生。可见条件({)比F(x)在。点处有J下的导数更弱。

下面我们讨论口。(庶一∥)的收敛性，首先定义函数

孙，=孙一剖咔。I，
由Ⅳ，(∥)：∑n∽一t，届⋯．一～tip]矢H，z。@)的最小值点为

吼(庶一∥)。

引理1若{乙)是Rp上凸函数列(如上定义)，z。(“)依分布收敛

于Z(“)，z(“)有唯一的最小值点U，则当行一∞时，

U。：％(房一∥)依分布收敛于u。(参见[18])

为给出LADE的渐近分布，我们先提出一些基本条件。

(1)P。独立同分布，其分布函数为F(x)在O点处连续；

(2)存在正定矩阵C，使得!im÷x．x。=C；
一”Ⅱ：

(3)对任意的“，!婴‘孑1缶n L∽t)=f(“)，其中f(“)是取值于

【0，m1的凸函数。



线性模型中的参数估计

定毽2对予线性模型Y=Xp+e夯躲Y，=≤岁+g，，若条搏(i)、

(2)、(3)成立，剡乏(“)4d z(#)：一“’妒+2f(“)(依分搬收敛)，其

中∥是一个均值为0，协方差为矩阵C的p维难态随机变照。

证明：翁知当x≠0时，有等式

Ix-yl—H=一y【珩>o)一砸<o)】+2ff玲s s)一取so)协

其中I(A)表示集合A豹示性函数。从恧我们可霉孥乏(“)写成两部分，

Z。(鼯)=z?’(鼯)+z：2’(“)

其中z默掸)—-÷∑妇[球，>O)-Z(e。《o)】
“n l；1

兹2k2喜f““【?p。≤s)一』镌蔓。)】出

=2喜n地卿叫e-<-0)协

三窆帮@)

其中K。=xlu／a．

利用Lindeberg—Feller中心极限定理，根掰条件(2)，则对予

任意的豁，≮8(材)_～掰‘W。

另外，我们有

曩2’(“)=∑E(Z：≯(“))+∑(砭；’(“)一联乏尹(“)))

令vl=x；u=anVn，，粼有
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喜E(z≯(砌=2喜r(Fo)一F(o))出

2言豁“Fc≯删出

=；杰L(“’¨
“n i=l

—}24"0)

下面考查刁2’(“)的第二部分，

以曩2’(“))=Z可(乙；’(“)一占(乏；’(“)))2】

=∑{E峨段“)】2一【E(露’(“))】2}

墨∑etz'd’(“)]2

≤三an miax蚓喜聊∽)

=Z。。m．axIx凇硝“))

因此，当f(“)<m时，乏：’@)一E(z：：’(“))_P o，0·。)

从而墨：’(“)÷p 2f(“)，∽一。)。

当f(“)=。o时，我们有

P(J曩2’(“)一E(曩2’(Ⅳ))}>ez(zJ：2’(Ⅳ)))s：j；：i墓；器
’
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2 maxfz：“l／订。<，．．．．、．．!．．．．j．．．．．．．．．～
一￡2E(z取“))

一0

故z：z’(。)_P o。：f(“)，∞j oo)

d

因此，Z。(“)寸一“’∥+2f(“)=Z(”)。

推论2．1在定理2的假设下，若z(“)以概率1有唯一最值点U

^d

则a。(成～∥)哼u。

“



苎杰奎墨苎兰壁主鲎竺熊查；一——
第四章参数估计的可容许性

§4．1。基本概念_稀性质

对于一般模型的参数估计间题，设0为待估参数向量，根掘某种

方法如最小二象估计等导出e的一个估计0。由于p～般和。有一定

的偏差，基于毋的统计决策会产生一定的损失。用t(O，疗)记这个损失，

它是0的函数，称为损失函数。其平均损失脱(否，鳓称为占的风险函

数，记为置函，8)。一般采用灼损失滔数多为e灼二次殛数，如

哦垆(岫4嘶咱争拶旺，测， ㈤t，

t(b，秽)=(吾一秽)(占一口)’ (4．2)

聪者称为矩阵损失。慰(4。1)，其风险亟数为

R(o，拶)=E(O一8)’D(O一口) (4．3)

称上式为护的广义均方误差(记作GMSE(0))。特剐地，当D=I时，

风硷函数麦蕊彩冲一移牛一静称为各黪均方误差(避佟
拱SE(毋))。慰矩阵损失(4．2)，风黢丞数为

R(O，秽)=E(曰一目)(秽～目)+ (4．4)



线拄模型中的参数估计

称为护的均方误差矩阵(记为MSEM(护))。

定义l设敏帮护：为e熟嚣个然计，如果对予风险函数耍(·，-)，有

(1)R溉，毋)≤R(岛，鳓，对一切0成立；

(2)至少存在一个吼使不等号成立。

则称口；关于风险函数R(·，．)～致优于曰：。若在某个估计类中，不存在

～致伉于目灼估计，则称拶在浚佳诗类中关于撤险函数只(·i)为。灼可

容许估计，简称为口为0的可容许估计。否则，称口为0的不可容许

估计。

直观上看，可容许性怒对～个估计的最起码的要求。因为如果一

个估计是不可容许的，那么我们就能够找到另外～个更好的估计去代

骜它。一般说柬，对一个泰知参数囱爨，霹客诲l丧计是很多麴，构成

一个很大酶信计类。我稻可以壤据各耱不掰豹优蔻性指标，始无偏性、

方羞最小梭、线性倍计等等，觚倍诗炎中选择一个特殊的估计。

为配号简单，如果关于风险萌数(4．3)和(4．4)，口分别为0

～f) ～

蠡皇霹容诲估计，赠分涮嚣为毋～考和毋～护。特别遮，当D=l孵，麓过
M

冀e～8，

定璎l若乎～8，哭g

～
、

(1)口～口，
耐

一D

(2)对一切D≥0，毋一目。
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证明：(I)设备一仔，但蚕二疗不成立，帮存在另外一个估计乎‘，使

得对～切0有E(o‘一护)(目‘一口)‘≤E(b一口)(西～口)‘，且对于某个Oo不等

号成立。由于A≥B耸tr<A)≥tr(8)，A>8≥tr(A))tr(融，程上式瑟

端取tr，缛点归+一秽82≤占8b一毋n爨在岛不等号成立，即口‘一致优于
b，与扫～0矛盾。故(1)

(2)设对菜个D≥O，

有Ep+一日11；茎币一挣卜

成立。
一D

0～0不成立．则存在一个估计口’，对一切0

鼠在某个瓯处不等号成立．设五为D的缀大

特征值，记F=矿。。，则有占归’一口旺g捌函～目虻 ，对一切。成立，

照在繇蹙不等号成立．佟耨瓣{轰计君”=O+F(O‘-o)

西F"-毋ll=Elb一日lZ+Elj分+一叫I：+拦e辛一回’，e疗+一蚕，
+E(口‘一西)‘，(否一秽)

因F茎L，2羔F，厨以点p’一训：．：《占p+一铷：。
注意到

叫p’一刊I+西t吝一秽，’Fe分+～蚕，
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些堡堡篓主塑至整竺兰————
：E(O+一务)‘F(a’～蚕)+F(否一护)1F(e‘～占)

=E(O’一口)’F(O。一0)

从窿溅随囵簸

FJto"-o 3t2≤点；p一口l|2十EcO"-O)'F(O"-扫，

+蠡◇‘一番)’F函一秽’

；叫P一疗i}2十嚣(口‘一移)’F(疗+一护)一￡(否～毋)+F(蚤一护)

=Elp一目12+c占lp+一一9：一Elp一目l：，

冲刚2，

鼹在铱处不等罨成立，释o”一致饯于善，这与占～移矛矮，扶磋(2)成

立。

是终，若慰一切o≥o，b兰o，烈必京；～0。j舞以我们重点讨论均方

误差意义下豹可客谗估计。

定瑗2对于矩阵A，否～疗≥彳蚕～AO。当A可逆时，其逆亦真。

证明：设吾～口，由定理1，有子2口，下面证明，
占2毋j A占～4占。刚反证法，潜AO～爿日不成娆。则存在估计臼‘一致

优于一占。于是，对～切目有

耋iro．-蠢orl2≤暑8_善一_012
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且对某个Oo处不等号成立。记只=A(A。爿)一A+，注意到

(，一只)只=0，(，一只)彳=0，所以

杪一爿目||2=杪一只臼++只口+一4目『

从而我们有

10+一只臼+㈩b口I彳口『

占忙护‘一一目孵F妙一彳口J|2

≤EII彳舀一4口112

=E卜n
对一切口成立，且在Oo处不等号成立。若记o”=(爿’一)一一一。

则有只占’=AO”，于是，上式就变为

EIIAo"-Aoll2<E卜L
即对一切0有， EIlO"-0毗≤EH。2_

一 ～AA

且不等号在吼处成立，这表明0”一致优于0，与0～口相矛盾，从而

证明了彳一～A0。

现在证明另外一个结论，A可逆，依据定理1，我们有

～ ～(』。。)A1

彳口～爿0j A0～A0

根据前一结论证明过程知，



线性模型中的参教估件

AO‘二AOj0～0，结论成立。

考虑线性模型Y=鼯+8，记芦=帮，对予／．t=xp农线性毡计类

中关于瀚方误蔫的可容许估计，我们有下述主要结果：

定理3对于线性模型Y=邶十e，Ee=O，Cov(e)=拶2I，

匆～∥=印的充要条件是A对称，且其特征值都在[0，1]中。

为证明定理3，先给出～个重要的引理

引理l若y为n维随机变爨，A为rl阶对称矩阵，则有

母’Ay=g[ACov(y)】+ey。AEy。
’

涯明；印’匆；Etr(y。Ay)=Etr(A≯y’)=w(EAyy’)

=护(AEyy’)=tr{A[Cov(y)+Eyeyl】}

=tr[ACov(y)l+w(AEyEy‘)

=tr[ACov(y)]+tr(Ey‘一母)

=tr[／lCov(y)]+By Aey

定理3的证明：必要性：

设砂～掣，对，一A作奇异值分解，

，～“=PAQ‘，A=(各：]
其中A，=diag(2I'．一，-L)，磊>O，i=l，．，，，P帮Q必正交短薄。

幂j用引理l有，

ellAy-．112=E(Ay一∥)’(Ay-a)
=卢‘(i-4)’(，一4)∥+盯2tr(AA’)

=d2tr[(1-PAQ’)’(，一PAQ’)】+声’12A2Q’声

=拶2(丹一2∑五，m，+∑2。2，‘一⋯z
2

其中tn，为翘痒P’2豹(f，碜元，绍，．．。，韩必Q’芦的翦r令分量。出P，Q麴

．
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正交性，得到lm，I≤1。因A，>o，i=1，．．，，，故从Ay～∥知，必有

m．：1，f-1，．．，r。否则，取Ay+=(，一QAQ’)y作为∥的估计，可以使

均方误差更小，与Ay～∥矛盾。由Cauchy不等式知，此时P，Q的前r

列相同，又因它们后F／一r列的选取不改变A，故可以取P=Q，

从而爿=，一JpAP+对称。

A的特征值为1一五。．．，l—A，，1，．．，1，问题归结为证明

五，≤1，i=1，．，r，将m，=1，i=l，．，r代入砂的均方误差公式得到

E]lAY一∥112=0-2[n一，+∑(旯；-1)2]+∑五；妒j
t=l 』_l

从而^≤1，i=l，．，r，否则，将五，中大于1的旯，换成1得到A．，用

A*y=(，一PA'P’)y去估计∥，有更小的均方误差，这和Ay～／a矛盾。

充分性：

设A对称，则存在J下交矩阵Q，使得

A=Q^Q+，A=diag(2”．，五，⋯0⋯O)，旯，∈【0，1】，i=l”．，，

由引理1知，EIIAY-∥112=仃2r，A2+∥‘Q(I—A)2Q’∥

=仃2trA2+臼。(，一A)20

其中0=Q。∥。设缈为∥的任一线性估计，由必要性知，不妨设B对

称且特征值都在[O，1]中，故B=P△P。，其中P为正交矩阵，△为对

称矩阵，且0≤A≤1。

ellBy一∥旷=0-2fr△2+／a’P(』一△)2P’∥
=仃2即△2+目’Q’P(／一△、2 P’Qo

如果E』毋一∥112≤EIJ4y一∥||2，贝0

仃2驴△2+口+Q’e(1一△)2P‘OO≤仃2f，A2+目1(，一A)2口

特别地，首先取伊=O，仃2=1，得到

押△2≤trA2

EI
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又令盯2-9'0，荠出秽的任意性得到

9。P(1一△)2P。Q≤(，-A)2

根据第一章§1．2。2中敬定理1知，上殛=不等式均为等式，从

露盯2夯一△2十毋1Q1p(r一△)2P’坌#=拶2trA2+毋1(I-A)2移，

静矽不伉予匆。

定毽4时予线性模藿Y=鄢十e，Ee=O，COV(e)=秽2，，

l'y—c'p§，’f曼I'c。

证明：充分性：设，‘，≤l'c，取膨=f『‘／l’f，显然它是～个对称方

阵，满怒≠‘：c2M，艟曦一的特征僵满足O<_fl≤l。根据定理3有
f C

My～∥，再幽定理2知，c'My=Z1Y—c'p。

必要牲：

浚l'y～c'p，E(I+Y—c’芦)2=拶2≠。≠+fp一0’∥】2

令b=c十口“一f)，0<a<l

E(b‘Y—c‘／1)2=盯2[(1一口)2c‘c+口2，’Z+2a(1一a)t’c】+口2【(c～f)+∥】2

由0《口《1和l'y～c'p知，

，’，≤(1～口)2C’C+口2fl+2a(1一掰)，’c

Rp(1+a)l‘，≤(1一a)c+c+2cd‘c，

令g峥l，即褥终论。

定理5对予线馁模型Y=Xp+e，Ee=0，cov(e)=盯2I，

向～8弘协AA sAB n

{芷胡：辫要往：设Ay～鼬，根据定理2知，对于任意的向量，，

，’砂一，’靴，再融定理4知，，‘觚’，≤fAB’，，故只嚣证明AB’的

对称性。若AB‘不对称，则fB—A)B’也不对称。根据第一章§1．2．2

中的定理2知，存在正交矩阵，，使得

tr(P(B-A)B’)>蜓8一,OB
E'
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取c：B—P(B一爿)，易证Ell@一B硎2<EIIAY—B圳2，矛盾。从

而AB’对称。

充分性：

对矩阵A作奇异值分解

A=PAQ A=(会：)
其中P，Q为iT．燹矩1珲，A1=diag(．zt，¨·，A，)>U。

由AA’≤AB’得至U pA2P。墨PAQ‘B PP’

卿A2<坦B幽尚(乏乏]一为r阶撬口坍～Q。
由AB‘对称知AT对称，从而互：=0，于是

一(A乎1：]
从而A．z，对称，且0<A；≤A。五。，于是互．可逆，

M，，三(互i1)。Al=At(正jA，)一1Al≤，

即M。，对称且特征值都在Eo，1]中。取

M=非1：)g。
显然，M的特征值都在[0，1]中，根据定理3知，—修～／．t，又易证

A=BM，根据定理2知，．4y=剧吵～印。

推论5．1对于线性模型Y=邵+P，Ee=O，COV(P)=盯2I，

爿y～A／-t。

定理6对于线性模型Y=即+g，Ee=O，coy(e)=盯2V，有

(1)Ay～“铮彳矿对称，且A的特征根都在Eo，1]中；

(2)fY—c+“§l'Vl墨l'Vc；
S1
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(3)Ay—Bla§AVA’SAVB。

只需用y i去乘模型即化为上面己讨论的情形。

§4．2可估函数估计的可容许性

考查线性模型Y=邪十e，EP=O，cov(P)=盯2v，v>o的若干个

可估函数的可容许估计。设C为m×p矩阵，∥(c’)c／4x’)，即c≯

为m个可估函数。存在m×"矩阵D，使得C=DX。

引理1对于线性模型Y=邶+e，Ee=O，Cov(e)=盯2V，V>0，

设砂为可估函数C,O的任一估计，则

91]AY一吲f2≥司i脚L叫12
其中口+=(x’v。x)一x’v～y。

证明：EIIAY—c声圹=N(Ay—Cp)’(Ay—c声)]

=E[(Ay—aX,O’+AX,0’一Cp)‘(Ay-AXfl++AXp‘-Cp)]

=E0脚+一筇卜E№一aXp‘卜2E[(AXfl+一印)’(ay—ax,o+)1

由于g(Ay一允印‘)=A[Ey—E(X／，’)】=0

E【(衅‘一CO)’(Ay一脚‘)】=E[(aX,O‘)+A(y一．j≯+)】
=tr{A’AEt(y—X,0+)(鄙‘)+1}

注意到邓‘与残差向量Y一即‘不相关，故上式为0。从而



苎查墨望垄兰丝主堂堡堡墨一一E№一cp L2=Ell脚+一印n EItAY—AXp‘112 (㈣

≥E||脚+一印『
引理l说明，在研究可估函数cp的可容许估计时，只需考虑形

如AXp‘的线性估计类就可以了。

定理1对于线性模型Y=邪+P，Ee=0，cov(e)=02V，V>0，

设c∥可估，则砂～(≯铮(1)AV=AX(X。V“x)一X。，

(2)AVA’≤AX(X’V。z1一C‘。

证明：先证条件(1)的必要性。出(}{)知，若砂～cp，则

E1IA印+一印『=o。此时有Ay=AXp+，即Ay=AX(X。V。Ⅳ)一X。V。Y

对一切Y成立。故A=AX(X’V。Ⅳ)一X’V一，(1)的必要性得证。因此

我们可以仅考虑满足(t)的线性估计由。

因c口可估，存在矩阵D，使得C=DX，于是cp=DXfl=Dy

对于满足(1)的A，根据§4．1定理6，我们有

Ay～cp营Ay=AX(X。V一1J、一X’V～Y～Du

§ax(x’V一1z)一X’V一1X(X+V一1z)一X’A’≤ax(s’V_1X)一C’

因为Ⅳ‘V。1X(X’V’1x1一X‘=X’，并利用(1)，所以，上式

营AX(X。V一1X)一X—A≤AX(X。V一1Ⅳ)一C’

§AVA。≤ax(x’矿～1石1一C’。

特别地，当R(j0。。)=P时，我们有

推论1．1对于线性模型Y=Xfl+e，Ee=O，cov(e)=仃2V，V>0，

若R(X⋯)=P，则

(1)彳∥+～C声《}彳∽。V一’Ⅳ)一彳’sA(x’V卅Ⅳ)-1C’，

(2)cp’～叩，
5S
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(3)∥+～∥。

更进～步，若假设v=I，配多。(Ⅳ’Ⅸ)‘tX’Y，则有

推谂l，2对于线性模型Y=帮十g，Ee=O，|cov(e)=02，，若

R(x⋯)=P，剐有：

(1)蠢多～c诊§A(x。戈)一’A’≤A(X‘菇)一’C1，

(2)cp—cp，

(3)∥～∥。

§4。3不可估函数的线性储计的可容许性

考蠢线性模篷

Y=xp+口，Ee=O，cov(e1=盯2V，V>0，

设cp为待估的参数函数，C为kxP矩阵。本常我们在线性估计

类中考查不可估函数cp估计的可容许饿。

训理1 C声可估的充要条件是弘(C‘)c以X’)，即存在矩阵嚣。，使

得C1=爿’B，亦即C=B。爿。

萼I理2线性模型(1)存在不可估溺数cp豹充要条转是rk(x)<p。
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引理3看Y为n维随机夏量，A为n阶对桐：矩阵，则有

缈。Ay=tr[ACov(y)]+砂’爿Ey。(参见§4．1中引理1)

引理4若矩阵f；；]是非负定的，则B=。。

证明：矩阵(：．；]是非负定，故存在矩阵F=[主磊]，使得
rA口、
f． 『-F，
LB o／

从而E=只=0，B=0。

注：也可如下证明，若B≠0，则存在五≠0，使得B’x。≠0。

令x2=一cB’一，c>0充分大，则

cx：，xi，(；：](乏]=x：4x：一zccB。毛，‘B+x。<。，这和(；言]是非负定
相矛盾。

删]首先考虑一种特殊情形，肖=(会九(m<p)，v-I，其中

小删”一¨⋯并记卢=蹴帅．一“纠，
C=(cl C：)，其中4，C．为kxm矩阵，A：为kx(n一棚)矩阵，C：为

tx(P—m)矩阵。风险函数为

R(Ay，印)=E(砂一印)’(Ay一印)

=口2护(彳。A)+∥’(AX—c)。(AX—C)∥

=口2【护(爿：41)+护(一；爿：)】+∥’(AX～c)’(4．r—c)∥

2盯2[驴(爿IA,)+tr(A：一：)]+∥。(‘一IA—req-cD+]。．A。一c．，一c：)∥
命题l Cp可估的充要条件是C：=0。



垫兰堡兰士!!至墅竺蔓一⋯一——
命题2对即《Re，R【(爿。，0)y，Cp]≤R(Ay，Cp)，并且等号成立当

且仅当A2=0。

证明：震【(爿，，O)y，c箩】≤霓(Ay，c够)

§tr(A'2A2)=0§A2=0

命舔3若岛(艿l～焉)≠0，剐(聋，O)y不可能饯予《名，，O)y，嚣

c：(赫一A，)=0，剐(BI，O)y优于(名。，O)y醣充要条件是

tr(BiBO≤tr(AlAI)，

(马A。一CI)(骂A。一G)《(A，A。一Cj)(A。A。～c1)，

髓至少有一个在某风处不等号成立。

证明：胄【(4，0)y，c纠

=盯2护(_i一。)+卢’f‘一lA—mc-：cIyj。，A。一c1，一c：)∥

∥州IA0+,o'P≮裟1写∞一丘A《,．-岛CI’岛弘
若ci(马～A。)≠0，娜c；(蜀-C．)≠岛(焉-C．)，根据弓l理《知，

枨塌，o)v，cp]<-R[(AI，O)y，c纠不可能对任意的∥成立，即(属，O)y不可

能优于(A，，O)y。反之，若c；(马一A，)=0，则

q(置一G)=a(^-Cj)，从而(Bj，o)y优于(A；，O)y等价于

妒(暑l嚣1)墨护<4；41)，

(艿lA。一G)(巷A。一q)篓《焉A，一q)‘(名；A。一q)，

越至少鸯一个在菜菇处不等号袋立。

定懋1若G行满秩，瓣ay—c移的充娶条件愚A：s0。

证明：必要性有命题2即得。

充分性：若(A，，O)y～c声不成立，则存在印优于(A．，O)y，

由命题2知，(骂，O)y必优于(4，O)y，再由命题3知，岛(羁一码)=0，

因c2行满秩，故最。A，，这和嫉，o)y必优予(4，o)y矛盾。从砸
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(A，，O)y～c声a

推论t．t蓿“=(茏]l二。。，e=(：：)ll。。，，a‘，～蹿‘fl(a2≠O,aO,a'fl不雅论1．1蓿“：f壤1 ，6。f?；{ ，6‘，～蹿‘ 不
L“2／{，一棚。{ L02／{㈣”

可售)蛉充疆条{孛楚b，=0。

定理2 Ay～p豹充要条馋是(1)A2=0：(2)避A约裁m季亍

m弼元素构成静矩阵为A¨’对任意韵fi{阶方阵琶。，下述结论不戒立：

tr(B11BJ】)≤tr(A1】毛)和

(E1A。一，。)(B¨A。一，。)s(A¨A。一，。)2(彳llA。一，。)

髓上述两式踅少有一对某参数肮不等号成立。

证明：由命题2知，匆～p警盈仪当名：=。，诧辩c。。，c。=f台j，

q；(，二l砒=㈤，BI=℃划Blll。由命题s知，觏刚：，，
员l(BI，O)y不可能优子(囊，O)y；著趣。一A：，，刚(Bi，O)y优予(Al，O)y静

充要条件是

tr(B11口i1)str(All4il)和

(墨tA。一L)(蜀lA，一lm)g(爿IlA。一九)‘(4，A。一，。)

且上述两式至少有一对巢参数航不等譬成立。

从丽(4，O)y一多等价子对任意的Bli’上述结论不成立。

上露我们讨论了一类特殊的设计矩阵，下鞭我们考虑～般靛馕彩

熬不霹铬丞数熬霹容许链藤遂。

对线性棱垄Y=帮+g，Ee=O，COV(e)=仃2V，V>0，箨线健交换，

l 1 l

褥妥 V—j，=y。j。X移+V—i#

幽矩阵的奇异值分解知，存在正交矩障P，Q，使得



线性模型中舌寺参敷估计

y一；y=论：tQP∥；。，此处小娥e孙㈡地
t

m=rk(x)<p，^，．．，A。为V一-"x的奇异值。

记Z=P'V—jy，∥+=QP，g’=P'V—j口，则

Y=冀移+g，Ee=O，coy(e)=扩2V，矿>0， 变为

z=i,o’》+矗，＆。=o，coV∽=以
此即上面我们所考虑的情形。

定理3设cQ’=(c0《)，q为ji}×脚矩阵，q为k×(p-m)矩阵，

Cp可估的充要条件是C=(a，o)Q。

定爨4设cQl=<g，《)，g为kx掰矩蹲，《为霉x(∥-m)缒赡，

AV 2P=(·?，4)， A：为素×删矩踌， A；为k×镪-m)矩阵，若

腑(《)=Jj}，剜Ay～c诊的充要条件是Ai=0。

定理s设缬=(戛]I二帆，，尹y“2a=(墓]二M，c《≠∞，则定理5设缬：|口：l ，尹ym6：|§{ ，(《≠∞，则
La2／(口一。)x1 ＼02，t。，m}订

b'y一口’∥亡，b；=0。
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§4．4回归系数的可容许估计类

考查线性模型Y=邪+P，Ee=O，cov(e)=仃2V，V>0，对于该模

型中参数的线性估计的可容许性，我们在§4．2节进行了讨论。

定理l对于线性模型Y=即+e，Ee=O，coy(e)=盯2V，V>0，

设C侈可估，则4y～cp铮(1)AV=AX(X’V。z)一X‘，

(2)AVA。≤AX(X‘V一’Ⅳ)一C’。

本节我们讨论可估函数C口的全体线性可容许估计的显式表达式。

引理1设L和S都是m×H矩阵，则LL'≤LS’(此式包含要求J已s’

为对称方阵)的充要条件是存在方阵M≥0，M的特征值都在[0，1]

中，使得L=SM，而rk(L)=rk(M)。

引理2设S是m×”矩阵，则有

{A：A∈R”⋯’，AA+≤AS。)={SM：0≤M≤L)

证明：{A：A∈R“”，AA’≤AS+)3{SM：0≤M≤I。}显然成立；

又由引理1知，{A：A∈R⋯，AA’≤AS。)c{SM：0≤MsL)，

从而结论正确。

定理2对于线性模型Y=即+e，Ee=O，cov(e)=盯2V，V>0，

设计矩阵x列满秩，设cp可估，则C锣的全体线性可容许估计构成

I l

集合D={c[(x。V。1z)2]-lM【(x。V’1x)2】_1X’V_1Y：0≤M≤lp}。

证明：砂～cp§(1)AV=删(x～V 1x)。X1，

(2)AVA’≤Ax(x1V一1X1—1C’

§AV=AX(X’V一1工1—1X’且

AX(X—V 1Ⅳ)“X’A’≤AX(X1V一1X)一1C。
6】
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j 3M，0≤M≤，。，AX[(X。V一1x)2一=c【(xV“x)2]-lM

记B=AX(XV“X)

≥3M，0≤M≤，。，B(X。V 1Ⅳ)j=c【(x‘矿一1x)2]-lM

j3M，0≤M≤，。

B(X’V一1x)j[(x’V一1x)j1-‘X‘V～=c[(z’V一1x)j一^，【(x。V一1x)2一X’17

显然 B(X。V。x)i【(Ⅳ+V‘1J)2]-1X’V=BX‘V一=A

牺Ay～C；B j 3M，0sMsI n

A=c[(Ⅳ’V—x)2】叫M【(x+V—x)2rxly—

j砂∈D

反之，若Ay∈D，贝0 3M，0≤M≤，。，

A=c【(Ⅳ。V。Ⅳ)2】-lME(X’V。1x)2]_lX’V

AX(X V“x)一X A—AX(X V1x)一C

=c【(x。V一1z)j】_I(M2一时)【(x’V一1z)i】一1C

S0

而显然有AV=ax(x。V。Ⅳ)。X’，从而砂～cp。

推论2．1对于线性模型Y=Xp+e，Ee=0，coy(e)=盯2V，V>0，

设计矩阵x列满秩，若∥可估，则∥的全体线性可容许估计构成集合

D={[(x+V一1x)j】_l^，[(z’V一1z)j】-1J+V一1Y：0≤M≤Ip}

62
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第五章参数估计的相合性

§5．1基本概念

考虑线性模型y=即+e，亦即Y．=x，∥+e，。

定义1设f(f1)为∥的一个已知函数，瓦=To(y，．，y。)为厂(∥)的

一个估计。若在某种意义下，当样本量”_oo时，L收敛于，(∥)，

则称瓦为厂(∥)的相合估计，或称L有相合性。

口

在数理统计中，收敛意义主要有依概率收敛(记作L-o．f(f1))、

几乎必然收敛(记作L寸f(f1)a．s．)、和r阶矩收敛等。在这些意义

下的相合性分别称作弱相合、强相合以及，阶矩相合。由概率论知，

后两种相合性可以推出弱相合性，但后两者之间无蕴含关系。由于弱

相合是一种基本类型的相合性，通常把弱相合简称为相合。

一般来说，我们称￡为f(f1)的相合估计，都是指收敛性要对一

切参数以及误差分布都成立。

估计的相合性，是大样本理论中讨论最多、最受重视的一个问题，

其原因主要是，第一，有相合性虽不能说明该估计怎样好，但是如果

一个估计没有相合性，则总是不好的，因为如果不论样本量多么大，

估计值与真值仍有很大的可能出现显著的偏差，则很难相信在样本量

不很大时，该估计会有良好的表现。故通常在提出一个估计量时，总

是要把有无相合性作为一个考查的对象。第二，与其它深层的大样本

性质相比，相合性的要求最底，更有可能在较弱的条件下，获得深入

的结果。

63



： 些坚篓型主塑查整堡塑————
关于ld-估计的相合性问题，除了LSE这个特例研究得较早并得

出较完整的结果外，对于LADE研究得也较多，但起步较晚。至于～

般的M-售计的楣合性，Huber在1973年进行了礤究，随后赡续发表

了一些论文。但综聪这些工作，瑟提豹条件都过予繁多，因嚣这方蕊

还只能谈为筵～个初步豹研究。1993年赵栋城对P为凸辩麟～传计懿

相合侄撬出了～个充分条件。

考虑Y；印+e，亦即Y。=x；∥+e，，设P为R上非单谪的凸函数，

∥静M-估计记佟鼠，隘■辩甲+分溺渡P赫左右导函数。

定理1设柱线性模型Y=即+e中随机误差e，，口：，¨．独立同分布，

又存在甄数掣，满足掣．(拄)≤掣(揲)篡￥+(")(H鞋R)以及下瑙诸条件：

(1)点掣(岛)=0；

(2)存在常数o>0，A>0，饺得

}耙编+,01->44，H<矗
(3)存在常数A>0，使得

脚2(吼±A)<c<oO

记爵=∑葺毫，掰当l毋《1=。辩，孱势声酌裰合然计。

注；limS；1=O隐含了当n充分大时＆满狭的要求，这相当予要

求设诗楚阵x到满秩，这是必要戆，否则，箩不哥估计。

辩予LADE，我们裔

定联2设在线俄模蓬Y=邵+P中，随机误差eI,g：，．独立简分布，
有中位数0。e．的分布函数F满足条件：

当¨<A时，11-2F(u)l>c]ui

其中c>O，A>o都是常数，记鼓=∑葺毫，赠当limSil=o时，∥的



塑塑型墼壁燮蔓————一——
LADE蔗为∥的相合估计e

该结果是LADE樱合性勰究中的一个突擞成就，因为自七十年代

以来，有不少绕诗学家都在这方瑟下过功夫，发表了一些结果，毽楚

其中个别静在涯鞫中存在缺陷，舔一般豁又要求条件过强t饲蟊在误

差的分布上，有的假定在0的邻城内有菲0的连续导数，而该赢理甚

至不要求分布函数在0点连续a

考查线性函数M-估计的相合性，设。≠0为P维向量，c‘∥的M～

估计定义为c2众，在定瑾1的条件下，成为相台，敌c’成稽合。事

实上，可以将袈{牛变德弱～些。

定理3在线性模型Y=秽+￡孛，随枧误差8l，岛，．独立鹚分靠t

庶为对应于凸函数矿的M一估计，且满足定理1中象件(1)、(2)、

(3)，烈当l堍c‘s：’e=e避，e‘磊必e’声韵楗舍镀诗。

通常在应用中，线性回归醋数常包含一常数项，这当然悬

p。耶+e的特例，因为只需取x，的第一个分艟为1即可。在有些情

况下，有必要将该紫数项分开出来，此时线性模型Y=够+#可以写

成：Y，=a÷xip+e， 1≤i墨H

狠骧显，上述模委串搿，爹的M-估计豹裙合靛阀麓氇适埔予定理

l，2，3，僵我们裔盛装单独讨论该模型的相合毪阊蹶。

弓l瑾l设G怒一个由菜些无穷实数剐a=(口，，啦，’)缎成的集合a

， 《(疗)。宝瓴一瓦)2，
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设G满足下列条件：

(1)sup{／a，J：口∈G)<∞(f_1⋯2一)；

(2)inf{o．2(a)：a∈G1斗00 当"—}00

则对G中的a一致地有

一an 2／盯。2(口)一0

证明：对于任意的占>0，存在自然数m，使得!s占，其次找充
玎T

分大的‰，使得o"n。(口)√占>2sup{kf：Ⅱ∈G，1≤f≤嘲。对于任意的

口eG，用”>---max(n。，m)计算i2／盯：(日)，若i 2≤仃：(口)占，则

i2／盯：(玎)≤s；若lil>吒∞)石，则依据‰的取法以及当疗≥‰时

盯。(口)≥盯m(口)，我们有

一(d)≥喜(q一_)2≥；|；(Ji卜一Qn／2)2=竺}

因此虿2／霞(口)≤im≤s，由占>o的任意性以及棚，”。与目无关

得到i2／一(口)_o对a一致成立。证毕。

蹴最=划㈦)=(去习
其中％2喜一z，i=喜音。

若记L=∑(t—i)(一一i)。，则
-ll

难卜一2掣种
因此，liraS21=0等价于下列两式同时成立



!!主奎兰苎兰堡主兰竺堂兰二——————————————一
lim(n—n2XnS∞-Ix。)～=0

limT,,-1=0

事实上，limT．=0可以推出另一式，

由于S。o=L+”x，，x。，故

s矗：巧’一”巧1一XnXn巧1／(1+”i巧1i)
由此得到

(”一”2一x．S。-。1i’)～=”。+i巧1i

因此要证明lim(n一"2x。s：x。)～=0，只需证明

lim—x．’巧1一Xn=0

为证明上式，利用引理1，设G={(日。_，口。x：，．)：HalI=1)

引理1中条件(1)显然成立，又由于

limT。-1=o，∑(口’x，一口’i)2=口。瓦d，

故上式在㈣=1上的最小值(即L的最小特征值)随着”_00而趋向

无穷大，条件(2)满足。依引理1，我们有，对于满足条件慨lf-1

的任一Y0{％}，有竺害蔓一o。
a∞』"a”

特黜搠吣网TfflXn’黼‰种i=。。
定理4对于线性模型Y．=口+x：∥+e，1≤i≤n，若它满足定理1

的3个条件，则由limT。-1=0可推出回归系数的相合性。

下面我们讨论一下lim巧1=0的统计意义，若P=1，则有

Iim窆(t一动2=。。

该条件的含义是，t不能太聚集在某点a(如x。)的附近a这一

要求在统计上比较清楚，若x．都聚集在某点a附近，则回归直线就如
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同支在(d，口+妒)处的杠杆。在a点附近的x，的观测值只要稍有误差

就等同于在支点旁拨动杠杆，这必将引起回归直线显著变动。此时，

回归参数很难有精确的估计，从而也就难以达到相合的要求。

§5．2回归系数相合估计的存在性

对于线性模型Y=．印+e，亦即Y，=x：卢+e，，1≤i≤”，在什么条

件下回归系数存在相会估计，一直受到许多统计学家的关，心。

当Ee，=0，且碱}螽☆足Gauss—Markov条件时，Drygas在文[20]

中给出了LSE相合的充要条件。K．C．Li进一步证明了

定理1对于线性模型Y=即+e，若e。，e2，．．独立同分布，Eel=0，

0<De．<m，e。的密度函数为厂，厂>0，在任一有界区间上绝对连

续，且厂的Fi sher信息量￡(，’(x)，，(x))2f(x)dx<ao，记s。=乏x,xl

则回归系数∥的相合估计存在的充要条件是limSil=0。

一般来说，为∥的相合估计存在而施加于“}上的条件，与对

{e．)的假定有关。对{P，)要求苛刻，则施加于玩)上的条件变弱，反

之亦然。

一个自然的问题是当误差密度函数不满足定理1条件，∥的相合

估计存在的条件又是怎样的呢?陈希孺在文[19]中对一特殊情况给出

了

定理2对于线性模型儿=口+胁+q，(1≤i≤砂，若q，e2，．．独立同

分布，Ee，=0，岛的密度函数为厂，厂在一有界区间[仃。，仃：】外为0，
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而在该区间内处处大于0，且满足Lipshitz条件，则∥的相合估计

存在的充要条件是Ⅳ。=喜k—iI—oo，其中i=去喜t，而a的相
合估计存在的充要条件是X。／H。叶0。

显然，线性模型Y，=口+肛，+P，，(1≤i≤H)，当口=0时，就成为

Y．=肛，+e，，(1≤i≤”)，对此模型我们有

定理3在线性模型Y，=肛。+P，，(1≤i≤胛)中，PI．e2，．独立同分伽，

Ee，=0，e。的密度函数为厂，f在一有界区问[盯．，盯：】外为0，而在该

区问[q，盯2】内满足：存在常数C>0，s≥0，t≥0，在仃，和吼的半

邻域内，>C。对于充分小的J>0以及任意的x∈【口。，盯：】，有

sup{]f(t)一厂(石)|：If—xl-<5，，∈【盯。，盯2】}≤缸5万，

若1萼n∑kf-o。，则回归系数∥的相合估计存在。

证明：若：lira一≠o，则必有1咖∑x?=∞，由§5．1定理1知∥的

最小二乘估计为相合估计。

若li__o，则驴i—l。mm：Z，》_0J
固定自然数m， 当行≥m时，

以三童卜习

≥弘一习

≥孙H琊
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=扎H习

由1驴百=1咿去喜一=。妣当n充分大时，|百I<i1，从而

H。≥ZIx，卜1

再由n|imE。[xJ=∞知，日一斗。。。斗o。)，于是由定理2知'此时

回归系数口的相合估计存在。

注：定理3关于{e．)的条件，比定理2中关于{e，}的条件弱，但

是定理2的充分性的证明(见文[19])，只要在q和盯：的半邻域内e。

的密度，有非0下界，该证明就有效。
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第六章本文结论及迸一步发展

线性模型在数理统计中占有重要地位。一些富有实用意义的统计

分支，诸如回归分析、方差分析和多元分析等，都以这种模型理论为

基础，戚与之有密切联系。有关线性模型的一些较为古舆的内容，在

一般统计类教辩书中鸯不网程度斡分缯。近几十年寒，线蛙模型理论

无论在广度帮漾度上都毒不少耨发展。参数镄诗是线牲模型研究中游

主要内容，鲁觚Gauss稻Legendre镯立最小二乘法江米，参数倍计

一赢是～个十分吸；f入的活跃领域。本文是在爵师的指导下，对线性

模型中的参数估计进行了初步的研究，阐述了线性模型参数的一些踅

要估计及其性质，在其中做了一点工作，但由于这方面内容搏大精深，

本人水平有限，加之时间有限，文中不当之处，敬请批评指难。

本文的工作

我们对线靛模型豹参数倍计理论进行了研究，主要工作有：

l程LSE估计的稳健性方面，我们用不同于Zyskind的方法，褥

到了一些新结论。首先，我们对设计矩阵列满秩的情形，给出了GLSE

和LSE相等的两个充要条件和一个充分条件(参见§2．5定理2以及

推论2．1、摧论2。2)。揭示了GLSE和LSE褶等与它们方差楣等之间

的关系。对于设计矩跨一般烤形，我靠]绘出了三个充分条搏(参见

§2．5定理3、雄谂3．1、推论3．2)，较好地解决7 LSE估计稳健性

方嚣粒滴题。

2我们讨论了M．倍计的渐近正态往，改进了这方面的一些结论。

't
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目前的结论中，关于误差的分布函数假定为在0点处有正的导数，我

们将该条件推广到一个更一般的条件，证明了M一估计的渐近正态性。

(参见§3．2)

3我们研究了不可估函数的线性估计的可容许性，首先我们对于

一类特殊的设计矩阵和误差，给出了可容许性的几个充要条件。然后，

我们证明了一般情形均可化为该特殊情形进行分析，得到不可估函数

线性估计的可容许性的充要条件。基本上解决了这方面的问题。(参

见§4．3)

4我们利用可估函数估计的可容许性的性质以及一些矩阵不等

式，给出了可估函数全体可容许估计的显式表达式。(参见§4．4)

5在一个很一般的条件下，证明了回归系数相合估计的存在性。

二进一步发展

本文在第二章讨论了LS估计的稳健性问题，但只是就它关

于协方差的稳健性进行讨论。与此类似的是BLUE估计关于设计

矩阵的稳健性。这个问题的实际背景也很明显，但是关于设计矩

阵的稳健性要比关于协方差的稳健性复杂。在关于设计矩阵的稳

健性研究中，在一个模型中可估的函数，到了另一个模型可能根

本不可估。

本文第四章讨论了参数估计的容许性，对于不可估计函数方

面的讨论，只局限于线性估计类，对于所有估计类的情形还没有

进一步讨论。在回归系数的可容许估计类中，给出了显式表达式，

但只是对于协方差已知且正定的情况进行了讨论。其它情形还有

待于进一步研究。
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本文第五章给出了回归系数相合估计存在性的一个充分条

件，它是否还是必要的，或在什么条件下是必要的，本文没有进

行讨论。
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