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摘  要 

语音识别和语义理解是口语对话系统最前端的两个模块，其性能好坏直接

影响整个系统的性能。为了提高这两个模块的性能，本文提出基于语义概念的

语音理解框架，并围绕语义概念在置信度确认和待登录关键词的发现和自动标

注方面提出新的方法和策略。本文主要工作包括： 

1．基于语义概念的语音理解框架。针对口语对话系统中识别性能不佳的问

题，提出了以语义概念为核心的语音理解策略：在搜索中及早的利用上层语义

概念知识，并将语音识别和语义理解两个步骤更加紧密地结合在一起，使得识

别器可以直接输出语义概念结果。该框架利用规则描述语义概念知识，避开领

域数据收集和标注的困难；另外，它具有良好的可扩展性，可以很方便地在识

别中引入对话上下文知识。实验表明：在语音理解框架下，系统的识别性能和

理解性能都有较大程度的提高。 

2．语义概念的置信度确认方法。语义概念是整个对话系统中的核心内容，

为了减少语义概念错误对系统后续模块的负面影响，本文主要从特征方面着手，

研究语义概念的置信度确认方法：针对语义概念从分析理解层面提出新的置信

度特征，如概念级的语言模型得分；另外，将韵律边界信息作为一种新的特征

引入到语义概念的置信度打分中。声学层、分析理解层置信特征和韵律边界特

征三者结合取得了很好的语义概念确认效果。 

3. 待登录关键词的发现及其语义类属性的自动标注。考虑到对话系统设计

初期关键词表不够完善的问题，提出待登录关键词发现及其语义类属性自动标

注的策略：通过对语料进行语义分析发现待登录关键词，并根据上下文关系推

测该词在词表中可能对应的语义类。待登录关键词发现和自动标注让系统具有

一定的自学能力，可以在实际应用中使词表不断完善，使原有规则覆盖更多的

语义概念表达方式，进而提高语音理解性能。 

关键词：语音理解；语音确认；口语对话系统；语音识别 



 

 



Abstract 

- II - 

Abstract 

To improve the performance of Speech recognition and language understanding 

in Spoken Dialogue Systems (SDSs), the speech understanding framework based on 

semantic concepts is proposed in this dissertation. Under the proposed framework, 

some other new strategies are investigated involving the confidence measures for 

semantic concepts and the method for detecting and automatic labeling of new 

keywords. Main contributions are: 

1. The speech understanding framework based on semantic concepts. The 

performance of speech recognition is not good enough to satisfy the needs of real-life 

applications. In order to overcome this problem, a novel speech understanding 

framework based on semantic is proposed, which utilizes the semantic knowledge as 

early as possible in the recognition process and integrate the speech recognition and 

language understanding seamlessly. In the framework, semantic knowledge is 

described by rules that are transformed to Finite State Machine (FSM) later to direct 

the recognition searching, and this process avoids the difficulties of collecting and 

labeling domain-specific data. In addition, the framework is easy to extend to 

introduce much more upper layer knowledge, such as dialogue context knowledge. 

Experimental results show that the proposed framework can achieve high recognition 

and understanding performance. 

2. Confidence measures for semantic concepts. Semantic concept errors may lead 

to misunderstanding and bring bad impact on dialogue process. Therefore, confidence 

measures for semantic concepts are investigated. We propose some new confidence 

features from understanding layer such as rule probability. And though the analysis of 

recognition results it is found that some concept errors are caused by boundary error, 

so according to this the prosodic phrase boundary information are proposed as a new 

confidence features. Experimental results show that the performance of semantic 

concepts verification is satisfactory by combining confidence features from acoustic 

layer, understanding layer and prosodic boundary information. 
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3. Detecting and automatic labeling of new keywords. At the design stage, the 

vocabulary of the SDS is maybe not good enough to cover all the keywords in the 

specific domain. Detecting and automatic labeling of new keywords is proposed to 

renew the vocabulary automatically during the practice. The data collected by 

prototype system are parsed to find the new keywords, and then infer their 

corresponding semantic class according to the context of new keywords. In this way, 

the SDS has the ability of self-learning, which can renew his vocabulary and make 

the original grammar cover more expression, so the semantic concepts recognition 

performance can be improved indirectly. 

Keywords: Speech understanding; Confidence measures; Spoken dialogue system; 

Speech Recognition 
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第1章  绪论 

随着信息技术的飞速发展，计算机已经逐渐成为人们日常工作和生活

中不可缺少的一部分，人们需要经常与计算机之间进行信息交互。自然语

言是人类进行信息交流最主要、最自然的手段，如果人类和计算机之间也

能通过自然语言来交流，必将大大提高人机交流的效率和自然度。随着语

音识别、语音合成和自然语言理解三项技术的迅速发展，集合这技术于一

身的口语对话系统（Spoken Dialogue System）受到国内外研究机构的高度

重视，它为人机交互提供了一种更加自然、更加有效的方式：允许人们通

过自然语言表达自己的思想，与计算机就某一领域的内容进行信息交互。

对话系统的应用必将带来很好的社会效益和经济效益，目前一批初级的应

用系统已经面市，常见的比如旅游信息查询、电话客票服务、语音呼叫中

心、天气预报信息查询等。 

构建一个完善的口语对话系统，需要应用语音信号处理、语音识别、

语言理解、对话管理和语音合成等多项技术。本论文的研究工作主要集中

在口语对话系统中的语音理解方面，将识别和理解看成一个整体，研究其

整体性能的提高。 

本章的内容安排如下：首先对口语对话系统的组成和发展做简要介绍，

分析口语对话系统研究的重要性和必要性；第二节指出口语对话系统研究

的重点和难点，并综述其研究现状；最后给出本文工作的研究思路和具体

内容。 

1.1 对话系统概述 

1.1.1 对话系统的组成 

口语对话系统，可以简单地定义为：以自然语音为输入输出接口，通

过与用户进行交谈，完成对话任务，实现自动信息服务的系统。要完成人

机对话任务，必须综合语音识别、语言理解、对话管理、自然语言生成和
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语音合成等多项技术，使之成为一个有机的整体。图 1.1 是典型对话系统

的模块结构略图，从图中可以清晰看到对话系统的几个组成部分，包括语

音识别器、语义分析器、对话管理器、自然语言生成器和语音合成器。另

外，系统的运行还依赖于声学模型、语言模型、句法/语义规则、领域知识、

对话模型等五个部分，大多数对话系统还有领域数据库的支持。 

自然语音 词网格 语义框架 自然语音应答文本语音 
识别器

语言 
理解器

对话 
管理器

语音 
合成器 

声学模型

语言模型 领域知识

对话模型句法/语义规则

数据库 
 

图 1.1 典型对话系统的结构图 

口语对话系统中语音识别模块的主要任务是把人的语音转换成文字，

这一点类似于其它语音识别应用，如听写机、语音命令系统等，该模块位

于整个系统的最前端，其性能高低将直接影响到系统的整体性能。语言理

解模块的主要任务是分析用户输入语言的内容，把用户的真实意思用计算

机可以理解的内部方式表达出来。对话管理器也是口语对话系统中核心模

块之一，它的任务是根据语言理解的结果、对话的上下文知识和历史信息

综合分析，确定用户的意图，并根据需要查询后台数据库，组织适当的应

答语句，以保证计算机与人的交谈可以有效、友好地继续下去，直到用户

的目的得以实现。最后，语音合成模块的任务是将应答文字转换为语音输

出给用户。 

1.1.2 口语对话系统研究的意义 

信息咨询是目前口语对话系统研究的主要热点：人们通过自然语言向

计算机表达自己想要咨询的内容，计算机理解之后按照用户的要求查询数

据库，并把查询结果反馈给用户。这类人机对话系统的最突出的特点是：

面向特定任务（task-oriented）和特定领域（domain-dependent）。 
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众所周知，我们处在一个信息技术高度发展的时代，人们面对的信息

量成几何级数迅速增长，在浩如烟海的数据和信息中，怎样才能更方便地

获取到你所需要的信息内容呢？用于信息咨询的口语对话系统为人们提供

了一种方便的获取信息的途经，以自然对话的形式与机器进行交流必将大

大提高信息交互的速度和自然度。 

另外，随着通讯技术和网络技术的发展，手机、掌上电脑等移动通讯

设备逐步普及，人们希望随时随地获取信息。但是在这些移动设备上，使

用传统的人机输入方式（如键盘、鼠标、手写笔等）很不方便，在这种情

况下，具有自然语言理解能力的语音接口自然就成为最方便的人机接口。 

综上所述，研究用于信息咨询的口语对话系统有其重要性和必要性。 

1.1.3 口语对话系统的发展 

口语对话系统是语音技术发展到一定阶段的产物。 

语音技术大致可分为语音识别技术和语音合成技术。语音识别使得计

算机具有“听”觉，而语音合成技术让计算机具有“说”的能力。从二十

世纪六十年代开始，语音识别就一直是一个非常活跃的研究领域。八十年

代中期以来，语音识别技术有了实质性的进展，HMM的广泛研究和应用，

使识别技术在大词汇量、非特定人、连续语音识别这三个方面都取得重要

发展。许多大词表连续语音识别系统（听写机）在实验室环境中的识别率

可以达到 90%以上，卡耐基梅隆大学（CMU）的 SPHINX系统就是其中一

个典型的代表[1][2]。九十年代以来，语音识别系统开始从实验室进入市场，

如 IBM的 ViaVoice系列。语音合成（Speech Synthesis）的历史可以追溯到

17 世纪，那时候人们用机械装置来模拟人发音。二十世纪 70年代以后，随

着计算机科学的发展，语音合成技术有了较快的发展。80 年代末，基音同

步叠加（Pitch-Synchronous Overlap Add，PSOLA）技术成功地应用于普通

话语音的编辑合成，大大提高了合成的质量 [3]。最近几年，基于数据库的合

成方法逐渐成为语音合成的主流方法。在这一方法中，合成语句的语音单

元是从一个预先录下的庞大的语音数据库中挑选出来的。由于合成的语音

基元都来自自然的原始发音，合成语句的清晰度和自然度都非常高。 
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语音技术的进步使得人们渴望已久的人机语音接口这一具有重要意义

的研究课题成为可能。近十年来，发达国家投入了大量的人力、物力、财

力来研究口语对话系统，美国有 DARPA 的 Communicator 计划[4]、欧洲有

ARISE 计划[5]、REWARD 计划[6]、VERBMOBIL 计划[7]等。有许多著名的

学府和研究机构都从事这项研究，比如美国麻省理工学院（MIT）的 SLS

实验室、CMU的 ISL实验室、Lucent-Bell实验室、德国的 Erlangen-Nuremberg

大学、日本的 ATR实验室和 Philips公司等。在国内，中科院自动化所、清

华大学、香港中文大学、香港科技大学、台湾大学等也都投入了相当大的

精力进行这方面的研究。 

1.2 口语对话系统的研究现状 

1.2.1 国内外一些对话系统的简介 

经过国内外研究机构一段时间的潜心研究，目前已经出现了不少有实用价

值的口语对话系统，以下是一些对话系统的简介。 

一、麻省理工学院的 GALAXY系统[8]，这是一个用于旅游信息查询的系统，

能够提供大约 750 个城市的天气预报和 250 个城市的航班情况。它的语音识别

器 SUMMIT[9]采用基于分段（Segment-Based）的识别方法，词识别率为 83.9%；

语言理解器 TINA[10]用语义框架的结构来描述语义。在 GALAXY系统的基础上，

文[11]提出了开发口语对话系统的参考体系结构 GALAXY-II，成为 DAPAR 

Communicator项目的参考体系结构。GALAXY-II采用客户服务器（Client-Server）

结构，其核心服务器是 HUB，语音识别、语言理解、语言生成和语音合成等核

心部件均以服务器的形式存在，不同服务器之间通过 Hub脚本（Hub script）相

互交互信息。GALAXY-II 系统作为研究口语对话系统的实验平台，在其基础上

又开发了很多不同领域、不同语言的系统。电话天气信息查询系统 JUPITER[12][13]

就是其中之一，它的词表规模为 1957，其中包括 650个城市名和 166个国家名，

声学模型使用上下文相关的 diphone 模型，识别时使用了词类 bigram 模型和词

的 trigram语言模型。 

二、卡耐基梅隆大学的 Communicator系统[14]。作为 DAPRA Communicator

项目的一员，CMU Communicator 也用于旅游信息查询领域。它的前端采用
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Sphinx II[2]识别器，并且支持语音插入（Barge-in），词识别率为 85%；该系统采

用基于语义文法（Semantic Grammar）的 Phoenix Parser[15]作为语言理解器，对

话管理器采用基于 Agenda的策略[16]，可以处理复杂的任务。 

三、德国的 VERBMOBIL 系统[7]。这是一个口语翻译系统，用于会议的安

排，它通过一个动态建立的上下文模型和一个建立在语料库上的随机模型，可

以预测对话中的下一句将会是什么。 

四、由英德法意等国共同开发的 SUNDIAL 系统[17]。它的主要目标是要让

用户通过电话以自然的对话来获取例如飞机航班或者火车时刻等信息。系统的

词汇量为 1000左右，是非特定人的系统，而且具有很好的对话管理功能，通过

电话进行的对话成功率达到 96%。 

五、中国科学院自动化所模式识别国家实验室的 LOADSTAR系统[18]。该系

统向用户提供旅游信息，并可以根据用户的要求计划旅游路线。它采用了大词

表连续语音识别的技术，识别结果经过语义项的匹配得到有关的语义概念，对

话管理采取人机混合主导的策略，基于模板生成系统应答，系统的应答准确率

达到了 90.9%。 

六、清华大学智能技术与系统国家重点实验室语音技术中心的 EasyNav 系

统[19]，它向用户提供清华大学校园导游服务，包括校园内的建筑物信息和交通

信息。该系统考虑了汉语口语中的省略、指代现象，能处理上下文相关的对话。 

1.2.2 口语对话系统研究的难点 

对比其他的语音识别应用，对话系统有其明显的特点： 

第一，口语对话系统都有比较明确的领域限制，一般说来它只需要关心领

域相关的内容，对于超出领域限制的用户输入可以不加理会； 

第二，不同于语音命令系统中的孤立词和听写机系统中的朗读语音，对话

系统面对的是自发语音（Spontaneous Speech），发音比较随意； 

第三，对话系统的输入是人们日常生活中的口语，语句中常常包括不流利、

不合语法、内容不完整等口语现象； 

第四，口语对话系统的应用环境比较多样化，可能是非常安静的实验室环

境，可能是充满噪音的正在行驶的汽车中，更有可能是人声嘈杂的商场。 

上述对话系统的四个特点中，第一点在一定程度上降低了识别和理解的难
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度；而自发语音、口语现象和环境影响却对口语对话系统中的识别和理解提出

了较高的要求，成为对话系统实用化的难点问题。 

实验室环境下，对于采用标准发音的、仔细朗读的语音，传统的连续语音

识别器一般都能够达到很高的识别率。然而，对于无准备的、自然随意的发音，

识别器的性能却会急剧下降[20]，这在很大程度上是由于自然语音本身的特殊性

决定的。在声学层面，自然语音语速多变，带有各种语气和真实的情绪，还存

在严重的协同发音，它们会造成大量音素级的插入、删除和替换现象。此外，

不同的人具有不同的口音背景和发音习惯，因此即使说话人努力按照标准的读

音去发音，实际的音素序列也不会完全相同[21][22]。汉语相对于西方语言来说，

又具有其特殊性。汉语的发音是基于标准音节的声韵结构（包括零声母现象），

这种结构非常短，很容易受到口语上下文的影响而发生畸变[23]。在语言层面，

自然语音通常伴随着大量的口语现象，例如垃圾、碎片、犹豫、纠正、重复、

指代、省略、咳嗽和吹气等现象，这些口语现象在日常生活人与人交谈中普遍

存在，它们除了给语义理解和分析带来困难以外，也对识别性能产生较大的负

面影响。 

口语对话系统的应用背景复杂，输入的语音质量不高，通常伴随着一

定的环境噪音，并且语音质量和噪音还对话系统的应用领域紧密相关，不

同口语对话系统可能出现的噪音类型也不尽相同，这都给自然语音的识别

增添了难度。例如，嵌入式设备上的口语对话系统中，录音设备与一般麦

克风的录音质量相差很大；而使用电话作为输入设备的口语对话系统，则

面临着电话信道畸变、移动电话和固定电话信道特点不同以及户外使用电

话时背景噪音大等一系列问题的困扰。 

综上所述，自然语音、口语现象和环境噪音是目前对话系统研究中的

主要难点，给研究工作者提出了巨大的挑战。 

1.2.3 研究现状 

下面，从语音识别、语言理解、对话管理三个方面简单介绍口语对话系统

的研究现状。 
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1.2.3.1 语音识别 

语音识别器位于口语对话系统的前端，其性能好坏直接影响到系统能

否正确的理解用户语句。在实际的口语对话系统中，用户输入的语音比较

随意，协同发音问题突出，当训练语料比较充足时，人们通过训练上下文

相关（Context-Dependent）的声学模型来解决协同发音的问题[24]。文[25]

定义了广义声韵母集，更全面地覆盖汉语中可能出现的音变现象，并提出

了基于广义声韵集的精细建模方法，提高了自发语音的识别正确率。 

自发语音中的停顿、语音修改等不连贯现象（Disfluency）也得到了较

多的研究 [26][27][28]。研究结果表明：声学韵律特征、覆盖隐含事件

（Hidden-event）的语言模型、句法或者语义异常等都可以帮助定位语音修

改，将这些来自不同知识源的特征结合在一起能够较准确的检测句子中语

音修复的插入点。 

另外，鲁棒的语音识别也是近来对话系统研究中的热点问题，噪音问

题是语音识别鲁棒性研究的主要内容之一。前端去噪（Front-end）算法在

声学特征一级研究噪音的处理，通常的做法是在提取特征前先估计噪声的

强度，用谱减（Spectral subtraction）的方法降低噪音，然后提取鲁棒的语

音特征进行语音识别；后端（Back-end）去噪方法主要在声学模型一级研

究噪音问题，通过模型补偿（Model compensation）技术[29][30]，减少测试集

和训练集的差别，进而提高含噪语音的识别性能。 

性能再好的语音识别器也会出现识别错误，这些错误会给对话系统后

续理解模块带来负面影响。为了减少识别错误对系统性能的影响，人们开

始关注对话系统中的语音确认研究 [31]。语音确认就是对语音识别结果的正

确性进行评价，以此决定接受或者拒绝某个识别结果。在对话系统中加入

语音确认，不仅可以提高识别和理解性能，还有助于对话任务的完成，因

为对话管理模块可以根据语音确认的结果有效地引导用户，进而提高对话

成功率。 

集外词的处理是识别中另一个值得研究的方面。对话系统的词表规模

有限，在实际应用中，不可避免的会遇到一些词表以外的词，称之为集外
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词（Out-of-vocabulary，即 OOV）。为了减少集外词而引起的识别错误，

识别器通常会为集外词建立一个通用模型，词表中的某个词如果要想在竞

争中胜出，必须要胜过集外词模型的打分，如文 [32]中采用音素级 bigram

（phone bigram）为集外词进行打分。 

1.2.3.2 语言理解及语义分析 

语言理解是对话系统的重要组成部分，其功能是通过句法分析、语义

分析、语义表示等过程，将用户的语句转化成系统可以理解的形式，并传

递给后续的对话管理模块。TINA[10]是 MIT 研究开发的一个著名的自然语

言理解器，用于很多对话系统中，如 JUPITER，VOYAGER等等。TINA中

的句法分析以上下文无关文法（Context Free Grammar, CFG）为基础，具体

实现时，TINA还在基本文法的基础上，从训练语料中自动生成更多的文法，

然后将文法按照一定的规则转换为网络，并根据训练语料在文法网络中引

入概率。TINA中的句法分析和语义分析是一致的，文法中的很多非终结符

都是有语义的，因此，句法分析产生的分析树可以直接用于填写语义槽。 

口语中常常出现的不合语法现象，以及语音识别错误，都会给语言理

解带来极大的困难，针对这两个问题，不少研究者提出了部分分析(partial 

parsing)的想法，让分析器跳过不合文法或者错误的地方，将句子有用信息

分析出来。在 TINA 最新实现中，句法分析有两个阶段，第一个阶段进行

严格分析，如果不成功则在第二个阶段中使用鲁棒的分析方法对句子进行

部分分析，尽可能的获得句子中的有用信息。在天气信息查询系统 JUPITER

中也尝试了基于词捡出（Word Spotting）的语言理解方法[33]，其核心思想

是利用有限状态机(Finite State Machine, 即 FSM)将识别器输出的 N-best 结

果分析成“键－值”（Key-value）形式的结果，用这一结果直接填写语义

槽。这种语言理解方法具有较大的灵活性，在简单应用中效果非常不错。 

语言中存在歧义、指代(anaphora)和省略(ellipsis)现象，它们也是对话

系统语言理解所必须面对的主要问题。文[34]把对话系统中存在的语言歧义

分为三个层次，分别是词法歧义、结构歧义和指代歧义。省略现象是指结

构不完整的语句，针对汉语的特点，文[35]提出语境省略概念，并用主题结
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构的方法分析省略现象。 

1.2.3.3 对话管理 

对话管理是对话系统的核心，它使用对话模型来描述对话状态，决定

对话状态的转移和应答生成。如何利用恰当的确认策略和混合主导方式，

提高对话成功率、任务完成率和用户满意度，是对话管理模块需要解决的

问题。 

文 [36]提出了一种自适应的对话管理方法，它使用层级槽结构

（hierarchical slot structure）描述对话，提示问题也是层级结构的，避免用

户被动地逐个填写槽值的乏味过程，该方法具有较好的灵活性，其自适应

能力使对话过程更加有效和更富智能。文[37]介绍了一种基于表格(forms)

的混合主导的对话管理方法，它认为一个对话过程由若干任务构成，用一

个表格对应一个任务的形式来描述对话状态，整个应用可以用表格集合来

描述。表格内容包含特定任务内的所有语义槽、每个槽对应的属性名，以

及槽一级和表格一级的回放消息。回放消息分为 help、prompt 和 back-end

等几种，其中 back-end 类型的消息附有后台任务操作函数，函数的返回值

指示各表格的启用和禁用状态，当前要清除的表格和槽的列表，以及报告

给用户的当前对话状态。动态调整可容许的表格列表，可以在系统主导和

混合主导之间进行切换。文[38]实现了基于主题森林的对话管理方法，并提

出了对话管理的心理模型，认为对话管理是一个心理过程，应该直接为理

解和应答过程的心理建模，而不是为应答的语言建模。 

1.3 研究工作概述 

本论文将工作重点放在对话系统前端的识别和理解上，针对口语对话系统

中由于自然语音和口语现象而导致的识别性能不佳的问题，尝试通过在识别中

更早地利用高层知识，并将语义概念的识别和理解过程更紧密地结合起来的方

法提高对话系统的识别和理解的性能。本文在识别框架、语义概念的置信度研

究和待登录关键词发现及其语义类属性自动标注三个方面都提出了一些新思路

和新方法，并通过实验证明了其有效性。 
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1.3.1 研究目标 

本文的总体目标是改进口语对话系统识别和理解的性能，提高对话系统的

实用性，具体研究目标包括： 

1) 面对口语对话系统在实用中出现的语音识别性能不佳问题，通过分析几

种常用识别框架的优势和不足，提出基于语义概念的语音理解框架：将语音识

别和语义概念理解过程更加紧密地结合在一起，以提高识别性能；识别器直接

输出用于填写语义槽的语义概念，以提高语言理解的鲁棒性。 

2) 在基于语义概念的语音理解框架下，研究语义概念置信度确认的方法：

提出新的置信度特征对语义概念进行确认，为后续模块提供更加可靠的语义概

念结果。 

3) 对话系统在系统设计初期，往往缺乏足够的领域内数据，从而导致设计

词表覆盖不够，影响识别性能。针对这一问题，提出待登录关键词发现及其语

义类属性自动标注的方法，在对话系统中引入学习机制，使得系统可以在实用

中通过词表的完善不断提高性能。 

1.3.2 研究思路和研究内容 

论文的研究工作涉及口语对话系统识别和理解领域的多个方面，研究思路

和工作内容如图 1.2所示。 

具体地说，作者的研究工作包括以下几个方面： 

（1） 基于语义概念的语音理解框架 

通过分析口语对话系统中现有识别策略的优势和不足，发现识别性能与高

层知识在识别中的应用程度有着比较密切的关系，用领域内的实际语料训练的

词类 N-gram模型和根据领域语句特点构建的模板可以有效地提高识别性能。但

是这两种方法又有各自的缺点，词类 N-gram模型对领域数据的依赖性强，而模

板方法的灵活性太差。 

本文提出了基于语义概念的语音理解框架，将规则形式描述的语义概念知

识及早的应用于识别过程，提高了识别性能。新的识别框架避开了领域数据收

集和标注的困难，并在语义概念引入识别过程中，充分考虑了对话中可能出现

的口语现象，保证了识别的鲁棒性。在新的识别框架下，识别结束时同时可以
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输出语义概念结果，使用这一结果直接填写语义槽，能够提高语义理解的鲁棒

性，进而提高理解性能。实验结果表明，在基于语义概念的语音理解框架下，

识别性能和理解性能都比基线系统有大幅度的提高，最终的音节识别正确率达

到 81.57%，语义槽的正确率达到 86.33%。 

口语对话系统中语音识别性能不佳 

现有语音技术处理自然语音，识别性能不佳

基于语义概念的
语音理解框架 

词表覆盖度

不足影响识

别性能 

待登录关键词的
发现和自动标注

整句的模

板匹配 

特定领域的

语言模型 

大量的领域语

料，收集困难 

灵活性差 

不适合复杂领

识别错误对系

统性能的影响

对识别结果的确

认必不可少 

语义分析层

的置信度特

基于韵律信息

的置信度特征 

语义概念的
置信度打分

语义概念理

解与识别更

紧密地结合

改进了识别和理解的性能，提高了对话系统的可用性 
 

图 1.2 论文的研究思路和研究内容 

（2）语义概念的置信度研究 

语义概念的插入错误和替换错误会直接影响到后续对话管理模块的性能以

及系统的用户满意度，因此，有必要对语义概念的可靠性进行评价。本文在语

言层面和分析理解层面都提出了新的置信度特征，适用于基于语义概念的语音

理解框架。另外，通过分析识别结果，发现有些识别错误是词边界错误引起的，

于是提出将韵律边界作为一种新的特征用于语义概念的置信度打分。实验结果

表明，语言层和分析理解层的置信度特征，其确认性能要优于声学层面的置信

度特征，将韵律边界特征与声学层、语言层、分析理解层的置信度特征结合后，
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语义概念的确认性能进一步提高。 

（3）待登录关键词的发现及其语义类属性的自动标注 

口语对话系统设计初期，由于经验不足，导致一些领域内的词并不在词表

中，这一点对识别性能产生了较大的负面影响。为此，作者提出待登录关键词

发现和自动标注的策略：通过对新语料的处理，得到语句的语义分析结果和词

法分析结果，根据这两个分析结果，发现待登陆关键词，并结合统计方法推测

其语义类属性。实验结果表明，大部分待登录关键词可以正确地对应到词表现

有的语义类中；词表更新后，语音识别的性能有大幅提高。 

1.4 论文的组织结构 

第二章中先介绍本论文涉及领域的相关研究，包括口语对话系统中常

用识别框架和语言理解方法，接着针对口语对话系统识别性能不佳的问题，

提出基于语义概念的语音理解框架，并给出该框架的具体实现；第三章在

基于语义概念的语音理解框架下，研究语义概念的置信度打分方法；第五

章从不断完善对话系统的角度，提出对话系统中待登录关键词发现及其语

义类属性自动标注的策略；最后在第六章给出全文总结和对相关领域研究

的展望。 
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第2章  基于语义概念的语音理解框架 

所谓语音理解（Speech Understanding），主要包括两个方面的涵义——“听

到”和“听懂”。首先，要“听到”用户的语音，接着对用户语音进行理解，“听

懂”用户的意图。口语对话系统与语音识别其他应用（如听写机和语音命令系

统）的主要不同在于它不仅需要“听到”语音，更重要的是能听懂用户的意图，

因为对话管理模块只有在理解用户意图之后，才能根据一定的对话策略，帮助

用户完成各种交互式任务。因此，对于口语对话系统来说，语音理解的性能是

至关重要的，它直接影响着整个系统的性能。 

目前，在大多数的口语对话系统中，语音理解过程都是分两步完成的：第

一步，语音识别器对输入语音进行识别，输出 N-best 或者词图（Word Graph）

形式的识别结果；第二步，语言理解器对识别器的输出进行分析和理解，得到

对话管理模块所需要的语义表示形式。这种方法将语音识别和语言理解两个过

程完全分隔开来，使得语言理解过程的很多有用信息无法在识别中加以利用。

本章中，作者提出基于语义概念的语音理解框架，在这一框架下，识别和理解

不再是两个各自独立的模块，它们更加紧密地结合在一起，成为一个统一的语

音理解模块，新的语音理解模块完成原来经过识别和理解两个模块完成的工作，

实现了语义概念的识别过程。通过在识别过程中及早利用语义知识、对话上下

文知识等多种来自于不同知识源的有效信息，提高了语音识别的正确率；识别

语音的同时完成对于语义概念的理解能减少错误的识别结果对语义分析的干

扰，进而提高了语义理解的正确率。 

本章的内容安排如下：第一节简单介绍对话系统中常用的语音识别框架和

语言理解方法。第二节分析现有识别框架的不足之后，提出基于语义概念的语

音理解框架；第三节介绍基于语义概念的语音理解框架的具体实现；第四节中

给出实验结果和分析；最后总结基于语义概念的语音理解框架。 

2.1 对话系统中的语音识别和语言理解 

2.1.1 对话系统中常用的几种识别框架 

语音识别技术的发展使得对话系统的应用成为可能，反过来，对话系统的



第 2章 基于语义概念的语音理解框架 

- 14 - 

特点及其发展也对语音识别技术提出了新的要求。口语对话系统中的语音识别

大都采用基于 HMM 的大词表连续语音识别技术，同时也针对口语对话特点进

行一定的改进。下面，简单介绍现有系统中常用的语音识别框架。 

2.1.1.1 基于特定领域 N-gram语言模型的连续语音识别 

大多数口语对话系统中采用基于 N-gram语言模型的连续语音识别框架。该

识别框架在对话系统中的应用与其在传统大词表、连续语音识别应用中有所不

用，主要区别在于：（1）大词表、连续语音识别应用的词表非常大，经常有上

万个词汇[39]，而对话系统的词表规模则相对小得多，大都只是包括该领域能够

涉及到的词汇，例如MIT的天气信息查询系统 JUPITER[13]，其词表规模就只有

不到 2000，其中一半左右是城市名和国家名，剩下的主要是查询中常用的词和

语言理解器能够理解的词汇。（2）大词表连续语音识别中常用的 tri-gram统计语

言模型是通过大量书面的文本语料训练得到的，这些训练语料在常用词汇和常

用表达方式方面与口语对话系统中所用到的很不一致，对话系统中直接使用这

种通用的语言模型识别效果会非常不好，因此，对话系统中语言模型通常是领

域相关的，需要针对每个特定领域收集语料，并训练一个特定的语言模型。 

为每一个对话系统都收集大量本领域的对话语料用于训练语言模型，这是

一项非常困难的事情，要花费大量的人力和物力。词类 N-gram（Class N-gram）

语言模型[40]的提出，就是为了减少模型参数，以保证在较少训练语料的情况下

还能够比较准确地估计出语言模型的参数。词类 N-gram模型中，根据一定的标

准（如语义相同）将所有的词分成一定数目的词类，模型中概率描述的是词类

到词类的转移概率，而不是原来的词与词之间的关系，如公式（2-1）所示： 

 ))(),(),...,(|)(( 121 −−+− iiNii wcwcwcwcP  ( 2-1 ) 

其中，c(wi)表示词 wi所属的词类。在口语对话系统的应用中，词类 N-gram的物

理意义更加明确，更加符合实际情况。例如，考察这个句子“我想订一张北京

到上海的”，基于词的 Tri-gram估计的是 P(上海|到, 北京)，而词类 N-gram模型

估计的是 ),|( placetoplaceP 和 )|( placeP 上海 。从语言模型描述上层句法语义限

制关系的作用考虑，显然后一种估计更加合理，因为例句在这一位置出现“上
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海”这个地点词的概率应该跟它前面的介词“到”和 “到”前面是否是地点词

相关，而与前面这个地点词是“北京”还是“广州”并无太大关系。 

词类 N-gram语言模型有较强的预测性，相比词的 N-gram它的困惑度更低，

在其指导下的连续语音识别策略也具有识别率较高的特点，在对话系统中有较

多的应用。JUPITER[12]的识别器中结合使用了词类 Bi-gram和词的 Tri-gram，词

类 Bi-gram 包括 200 多个词类。August 系统[41]使用了规模为 500 的词表，以及

基于 70 个词类和 229 个词类对的词类 Bi-gram。旅游信息系统 LOADSTAR[18]

使用了词和词类的混合模型，词类的规模为 733。 

基于领域 N-gram语言模型的识别方案能够取得较好的识别性能，但是它对

于 OOV 问题和口语现象无法很好的处理。另外，尽管词类 n-gram 语言模型对

于训练数据的要求相对较小，但是要取得更高的识别性能，训练语料还要达到

一定的规模要求，如 JUPITER就用了 54000个句子来训练词类 Bi-gram模型。

在很多口语对话系统的设计开发阶段，要得到这样规模足够、覆盖度比较全面

的数据库是一件非常不容易的事情。 

2.1.1.2 关键词识别 

关键词识别（Keyword Recognition），又称为关键词检出（KWS，Keyword 

Spotting）就是在连续的、无限制的自然语音流中识别出一组给定的词——关键

词[42]。与连续语音识别相比，关键词识别策略可以忽略关键词以外的语音部分，

这一特点比较适合口语对话系统，因为它可以忽略掉口语语音中无意义的部分，

如口头语、插入语以及咳嗽等口语现象，而不影响对语音关键部分的识别。在

保证关键词检出率的前提下，如何更好地吸收垃圾词（Garbage Words）成为关

键词识别研究的核心内容之一。根据吸收垃圾词所用的补白模型（Filler Model）

的不同，关键词识别算法主要分为三类：集外词补白模型方法[43]、子词补白模

型方法[44]和在线补白模型方法[45]。 

集外词补白模型方法为补白训练专门的声学模型，识别中补白模型与关键

词模型相互竞争。补白模型可以是一个也可以是多个，对训练数据中除了关键

词以外的其他词进行聚类，每一类对应一个补白模型。 

子词补白模型不为关键词以外的词训练专门的声学模型，而是通过拼接子
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词模型来形成补白模型，识别中通过调整关键词和补白模型的权重来区分关键

词和补白。这种建模方法不需要专门训练的补白模型，灵活性较好，当采用上

下文相关的子词模型时可以取得不错的识别效果。 

在线补白模型方法不同于前面两种方法：它不是专门为补白建立模型，而

是在搜索的过程中动态地形成一个补白，跟关键词竞争，对于每一帧语音，补

白模型的似然分是该帧信号对应的 N个最优匹配成绩的平均分。在这种情况下，

补白永远不是得分最高的候选，但是总是排在前几名，当一段语音连续跟某个

关键词候选都是最佳匹配的时候，关键词候选才能在与补白的竞争中胜出。在

线补白模型方法具有一定的抗噪能力，不足之处是，当关键词数目比较少时在

线补白模型的打分不够准确，实验表明：关键词个数较少的情况，在线补白模

型的性能会变得很差。 

关键词识别的主要特点就是可以忽略非关键的语音部分，具有很高的鲁棒

性，但是相比基于 N-gram语言模型的连续语音识别方法，关键词识别的准确率

较差，尤其对于那些含有多个关键词的语句。另外，关键词识别的结果中往往

存在较多的误警，会对后面的理解产生负面影响。 

2.1.1.3 基于模板匹配的语音识别 

模板匹配（Template Matching）[46]的语音识别策略通常用有限状态网络来描

述上层的语言知识，并用这个有限状态网络指导识别搜索的过程。基于规则分

析的对话系统中一般都有一个上下文无关的领域文法，它描述了特定领域中可

能出现的语言表达。领域文法可以生成一个对应的有限状态网络，该网络具有

高度的预测性，用它来指导识别，限制搜索空间，能够大大提高识别率。但是，

模板匹配的识别策略也存在着非常大的缺陷：鲁棒性差。当遇到不符合有限状

态网络的输入时，识别性能会急剧下降。即使输入的句子完全符合有限状态网

络，也可能由于句子中包含一些无法预知的口语现象（如咳嗽）而导致识别率

下降。 

基于模板匹配的语音识别框架对于文法的覆盖程度要求较高，难以在复杂

的对话系统中应用，主要用于一些简单领域中，这些领域的文法描述比较简单，

可用较少的文法规则最大程度地覆盖领域内所有的表达方式，例如自动总机应
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用[47][48]。 

2.1.2 对话系统中的语言理解 

相比传统的自然语言理解，对话系统中的语言理解有其自身的应用特点。 

首先，对话系统中的理解器针对某个特定领域的，从这一点上说，它比自

然语言理解简单；第二，对话系统的输入是自然语音，也就是说，语言理解器

面对的不是文字，而是语音识别的输出，现有的识别技术决定了识别输出不可

避免的会存在一些错误，这些错误给理解带来了很多麻烦；第三，自发语音中

存在不少的口语现象，如语序颠倒、重复、错误修改等，这些都对语言理解提

出了较大的挑战。 

目前，对话系统中的语言理解方法主要分为两类：基于规则的方法和基于

统计的方法。 

2.1.2.1 基于规则的语言理解方法 

基于规则的语言理解方法，建立在 Chomsky形式语言的体系[49]之上，其核

心思想是用文法（Grammar）来描述语言、分析语言。文法和针对文法的分析算

法是基于规则的语言理解方法的核心。口语对话系统中，基于规则的理解方法

大都使用了上下文无关（Context-free）文法，也就是 Chomsky的文法体系中的

2型文法，这种文法要求产生式左端是一个单独的非终结符，它的推导不依赖于

特定的上下文。上下文无关文法由一系列描述语言的产生式规则组成，文法分

析过程用这些规则判定输入句子相对该文法的合法性，并给出相应的文法结构，

一般可以通过句法树来直观的表示。 

根据策略不同，文法分析算法[50]分为两类：自顶向下的和自底向上的。例

如，TINA[10]采用自顶向下的方法，从文法起始符 S出发，枚举文法中的规则，

对当前状态下的非终结符进行推导，直至所有非终结符都被分析为终结符，且

与输入句子匹配成功；自底向上的算法从输入语句的词类出发，对相邻的符号

进行归结，生成对应规则的左项符号，直至归结到文法的起始符号 S。自底向上

的好处在于无需回溯，对输入语句只进行一次扫描，中间生成的任何成分不会

在以后的分析中再次生成，更重要的是该方法除了能够对整个输入结果做出接
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受或者拒绝的判断外，还能保留部分分析的结果，这样，即使整个句子分析失

败了，仍然能够从局部分析中得到一定的信息量。 

基于规则的语言理解方法存在两个问题，首先，构建一个好的文法比较困

难，需要由了解领域特点、具备语言知识的专家来完成，有时甚至需要收集一

定的实际语料，通过分析语料来完成文法；其次，基于规则的方法灵活性不够，

尤其是采用自顶向下的分析算法时，只要输入语句中有一点与所有的文法都不

匹配，就无法得到这个句子的任何信息，虽然自底向上的分析算法可以保留部

分分析的结果，但对于整句层面的语义还是无法准确的把握。为了增强规则方

法的鲁棒性，基于语义类的上下文无关增强文法[51]被用于汉语对话分析中，该

文法针对口语语音的自发性和口语现象，对规则附加增强属性，使其具有跨成

分归结的特性，在一定程度上解决了对话中的口语现象，不足之处是规则的增

强属性也引入了更多的分析歧义，使得歧义问题的解决变得更加困难。 

2.1.2.2 基于统计的语言理解方法 

统计方法在语音识别中有很多应用，如声学识别、统计语言模型。统计方

法的最大好处在于统计信息直接来源于真实的语料，由此得到的模型能够反映

实际数据的真实情况，在应用中表现出很强的适应性。另外，统计方法与领域

无关，因此基于统计的语言理解方法可以很方便地移植到一个新的领域，只要

对统计模型进行重新训练即可。 

语言理解的过程就是从语音识别结果得到语义概念表示的分析过程。基于

统计的语言理解方法就是对这个过程进行概率建模，对识别结果对应的语义表

示进行概率打分，从中选取一个概率分最高的语义表示形式。关于统计的语言

理解方法有很多研究，方法各不相同。文[52]采用类似 HMM的方法进行建模，

语义概念相当于 HMM的状态，而识别单元则是状态的输出；文[53]中介绍了基

于决策树的统计分析器，决策树的输入是语音识别结果对应的语义特征，输出

是概率得分最大的分析树。文[54]改进了[52]的方法，不再使用语义概念作为状

态，而是用多个语义概念组成的矢量作为状态，这样做的好处是能描述语句中

跨度较大的语义之间的关系。 

训练基于统计的语言理解模型不仅需要有足够的领域语料，还需要对这些
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语料进行有效的语义标注。对每个领域的语料都进行收集和标注是非常耗时、

耗力的，做起来非常困难，限制了基于统计的语言理解方法在口语对话系统中

广泛应用。 

2.1.3 识别器与理解器的接口 

在口语对话系统较早的研究中，大多数语言理解器（Parser）[55][56]的输入是

语音识别器输出的 N-best 句子候选列表。识别器对所有候选路径根据其声学得

分进行排序，概率分高的路径排在前面，取得分最高的前 N 条路径输出，就是

N-best句子候选列表。在不同的系统中，N的选择各有不同，当 1=N  时，识别

器只输出一条最佳路径。对话系统Wheels[55]中的理解器 TINA对 N-best候选列

表（ 10=N ）依次分析，从分析成功的候选中取声学分最高的作为语言理解的

结果。 

近年来，更多的对话系统采用词图（Word Graph）作为识别器和理解器的接

口。词图是语音识别器的另外一种输出形式，声学搜索中保留下来的所有路径

组成一个词网格（Word Lattice），对这个网格进行压缩（如去掉相同位置上的重

复路径、根据一定的原则剪枝）、后处理（如引入新的知识并对网格进行重打分）

即可得到识别结果的词图表示。一般说来，分析 N-best 句子候选比分析词图更

加容易，因为可以直接使用传统自然语言理解领域的分析算法，如前面提到的

Chart Parser算法，而对词图进行语义分析则需要对现有的分析算法加以改进，

使之能够分析图结构。相对于 N-best 候选列表，规模相当的词图中包含了更多

的信息[57]，因此，在词图的基础上进行语义理解的性能要比基于 N-best 候选列

表的为优。 

2.2 基于语义概念的语音理解框架 

2.2.1 问题的提出 

面对自然语音和口语现象，现有语音识别器的性能难以达到理解模块和对

话管理模块的要求，大大降低了对话系统的可用性，这也是目前真正实用的对

话系统很少的主要原因。 

2.1.1 节中我们介绍了对话系统中的三种常用识别框架，它们从不同角度对
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提高自然语音的识别性能进行探索：基于 N-gram语言模型的连续语音识别方法

针对领域特点，收集领域语料训练专门的语言模型，并使用了词类 N-gram语言

模型技术，提高识别器对特定领域的适应能力；关键词识别策略通过对关键词

加权的方法，提高关键词的识别性能；基于模板的方法在识别搜索中充分发挥

模板的预测性，提高识别性能。这三种方法各有其优点，也都有局限性：基于

N-gram 语言模型的连续语音识别方案有较高的识别正确率，但是这种高识别率

是建立在经过充分训练的、领域相关的语言模型的基础之上，要收集足够的领

域内语料训练特定的语言模型并不容易；关键词检出的语音识别策略在处理自

发语音中的口语现象方面比较有优势，但在识别性能方面略差，尤其是在一些

比较复杂领域中，另外，它还容易引入误警错误，给后续理解带来较大的负面

影响；基于模板匹配的方法充分利用了上层的语言知识，对于符合模板的语句，

识别效果非常理想，但是，该方法灵活性较差，一旦输入语句稍不符合模板，

识别性能就急剧下降。 

通过分析上面三种常用识别框架的优缺点，本文从对话系统的领域特点出

发，提出一种新的基于语义概念的语音理解框架，目的是提高口语对话系统中

识别和理解的性能，进而提高对话系统的实用性。 

2.2.2 基本思想 

考虑到现有语音识别技术对自然语音的识别性能远远达不到朗读语音的水

平[24]，要想提高对话系统的识别性能，单从特征、模型等识别环节下功夫是不

够的。口语对话系统中对人机对话内容的领域限制给我们提供了很多先验知识，

可以利用这些知识来降低识别难度，提高识别性能。 

本章工作的基本思想是：在语音识别中尽早地引入高层知识作指导，以弥

补现有识别技术在识别自然语音时的不足。 

高层知识对语音识别结果的影响会是怎样的呢？可以通过分析人类语言感

知的过程来推测高层知识对识别性能的影响。日常生活中往往会遇到这样的现

象：在一个嘈杂的环境中与别人交谈，如果你不用心去听，往往什么都听不到，

而当你“用力”去听的时候，可以听到大部分内容，并理解对方的意思，所谓

“用力听”可以理解为在听的同时，大脑对听到的信息进行处理和加工，把主

题知识、上下文知识、语义知识以及语法知识与听来的语音信号一起处理，通
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过综合判断，把原本并不清晰的信号转变成合乎句法和语义的句子；反之，如

果你对交谈的内容缺乏最基本的了解，往往会听错很多内容，因为你缺少必要

的先验知识对听来的信号加以处理。微软的研究人员也做过一个实验，让人耳

与机器同时来听一批不成句子的词，发现机器识别（使用上下文相关音素模型）

的效果比人耳还好些，而实际应用中，语音识别的性能却远远达不到人耳的水

平。上述例子都说明高层知识在人耳识别语音时发挥着巨大的作用。 

由此我们得到启发：如果在语音识别的过程中能及早的溶入高层知识，是

否也有助于提高识别性能呢？事实上，已有研究者进行过这方面的尝试，并取

得了不错的效果：语言模型的 Look-ahead[58]技术使得语言模型得以及早引入识

别过程中，尽管 N-gram语言模型所包含的高层知识非常有限，只是提供词一级

的概率估计，而且由于计算量和训练数据的原因 N 通常只取 2 或者 3（对应

Bi-gram或者 Tri-gram），但是它在识别中的及早应用还是对搜索进行了有效的指

导，提高了语音识别的性能；另外，前文介绍中提到的基于模板匹配的识别方

法对于模板覆盖范围内的语句识别率较高，也是因为该方法能够通过模板的方

式将句法、语法知识在识别阶段加以应用。 

考虑到 N-gram语言模型能够引入识别过程的语言层知识过于简单，而且需

要大量的训练数据，而模板方法又缺乏灵活性，本文提出基于语义概念的语音

理解框架：语义概念是对话系统中很重要的高层知识，希望将语义概念知识及

早地引入识别过程，用于指导搜索，以达到提高识别性能的目的。 

下面从语义概念的重要性，语义概念的定义，以及语义概念在识别中的可

用性三个方面具体介绍基于语义概念的语音理解框架，并第 3 小节中介绍该框

架的具体实现。 

2.2.3 语义概念的重要性 

能否正确的理解用户意图（intention）是完成对话任务的关键。在基于规则

的语言理解方法中，通过对句子进行句法分析和语义分析来理解用户意图。传

统的分析器大都采用以词性作为终结符的文法规则，但对于汉语口语对话系统

来说，基于词性的文法分析并不是最适合的：第一，汉语是表意语言，汉语句

子的组成方式更加灵活，不像大多数拼音语言文字那样遵循简单、严格的文法；

第二，基于词性的文法规则描述的只是句法层面的表面形式，对理解语言的深



第 2章 基于语义概念的语音理解框架 

- 22 - 

层含义贡献不大。例如，图 2.1给出了航班信息领域内的一个查询语句——“周

五从北京到深圳的航班有哪些？” 在基于词性的文法规则下的句法分析结果

（句法树），显然，这一结果对于理解句子含义的作用不大。 

 

NP 

周五/t 

PP

北京/ns 深圳/ns到/p 的/u 航班/n从/p 有/v 哪些/r 

NP VP 

S

TP 

 

图 2.1 句法分析结果 

 QUERY_FOR_FLIGHTS

DATE_TIME 

WEEKLY_DATE 

周五 

ROUTE

ARRIVAL_CITY

北京 

DEPARTURE_CITY

深圳 从 到 航班 

FLIGHT 

哪些 有 

QUERY_WHAT

 

图 2.2 语义文法下的分析结果 

相比用词性作为终结符的文法规则，基于语义类的文法规则更加适合汉语

口语对话系统，更加有助于语义的理解。图 2.2 给出上面的例句在以语义类为

终结符的文法规则下的分析结果，图中除叶子节点外的每个节点都是一个语义

单元：根节点（QUERY_FOR_FLIGHTS）表示一个查询航班的意图，子结点

DATE_TIME和 ROUTE分别表示时间和航线两个查询条件，其中的航线又分为
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起飞城市（DEPARTURE_CITY）和到达城市（ARRIVAL_CITY），根据图 2.2

所示的分析树我们可以很容易的了解用户意图。 

从图 2.2可以看出，语义单元对于理解用户意图起到非常重要的作用。文[59]

认为“概念（Concept）是与任务相关的最小语义单元”，很多对话系统的语言分

析模块都只对语义概念进行分析。语义概念在整个对话系统中无处不在，它是

对话系统的核心内容：识别和理解是为了获得语义概念，对话管理模块则根据

语义概念组成的语义表示完成对话状态转移和应答生成的任务。 

考虑到语义概念在对话系统中的重要作用，我们提出以语义概念为中心的

语音理解框架，用语义概念知识指导声学识别，识别结束的同时得到语义概念。

在这一框架下，识别器的识别对象从词语变成了语义概念，理解时也直接根据

语义概念以及它们之间的关系来分析语句，了解用户的意图。 

2.2.4 语义概念的定义 

对话系统中，语义概念是与任务相关的最小语义单元[59]，它们与对话任务

中的信息点密切联系。通常，用户的每一句输入包括一个或者多个语义概念，

每个语义概念都对应一个与任务相关的语义，这些语义是完成对话任务所必需

的信息点。例如，句子“我想订一张明天上午去上海的机票”中有 4 个语义概

念，分别是“我想订”、“一张”、“明天上午”、“去上海”，对应的语义如表 2.1

所示。 

表 2.1 例句“我想订一张明天上午去上海的机票”中 
包含的概念及其对应语义说明 

概念 语义 

我想订 表示订票需求 

一张 表示机票数量 

明天上午 表示出发时间 

去上海 表示目的地点 

具体到某个特定的对话系统，语义概念的定义可以从两个方面考虑： 
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1) 根据对话系统后端数据库中的内容来定义语义概念。信息查询是对话系

统最主要的应用之一，大多数提供信息服务的对话系统后端都与本领域的信息

数据库相连，如航班信息库、天气数据库等，通过查询数据库，系统反馈给用

户所需要的信息。在航班信息系统中，后端数据库中保存着大量的航班信息，

每个航班又包括航班号、日期、时间、起始地点、目的地点、价格、票数、机

型、航空公司等多项属性，其中每项属性都是与任务相关的语义单元，因此，

可以根据这些属性来定义语义概念。 

2) 另外，还要根据具体任务的特点，将本领域内常用的具有语义含义的表

达定义为语义概念，它们也是正确理解用户语句的关键。表 2.1中的 “我想订”

就属于这类语义概念，假如忽略了这个概念，仅凭剩下的三个概念，系统很难

准确地把握用户的意图，不知道用户究竟是想订票，还是想问机票价格或者什

么别的信息。 

语义概念的定义应该具有这样的特点：第一，概念的定义要满足理解句子

语义的需要，也就是说，如果正确地获得了句子中的所有概念，那么一定可以

成功地理解整句话的意思；第二，不同的语义概念之间相对独立，即每个概念

本身都对应着一个独立的语义，而不需要依靠其它概念。 

 

2.2.5 语义概念在识别中的可用性 

相对于句子级表达，语义概念的表达方式较少，可以用一定数量的规则将

其全部概括，例如航班信息系统中，与地点相关的语义概念可以用图 2.3 所示

的几条规则来描述。语义概念的这一特点使其可以在不影响识别灵活性的前提

下，引入识别过程，例如，将描述语义概念的上下文无关规则转变为有限状态

自动机（Finite State Machine）用于指导识别搜索，可以提高语义概念单元的识

别性能，同时也不会限制到语义概念组成句子时的灵活性。 
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 // 城市名或者城市名列表 
city_name_list → mat_city_name        // 城市名 

city_name_list → mat_city_name tag_or mat_city_name  // xx 或者 xx 

city_name_list → mat_city_name tag_and mat_city_name // xx  和 xx 
// 表示出发地点，如: (从) xx (出发) 

sub_from → mat_city_name         // 城市名 
sub_from → tag_from_here         // 从这里 
sub_from *→ tag from mat_city_name       // 从 xx 
sub_from_1 → sub_from          // 从 xx 
sub_from_1 *→sub_from tag_departure      // 从 xx 出发 
// 表示途径地点，如: 经 xx 

sub_stop *→ tag_stop mat_city_name       // 经过 xx 
// 表示到达地点，如: 去 xx (或者 xx)/(和 xx) 
sub_to *→ tag_to city_name_list        // 去 xx (或者 xx) 
// 表示地点概念的顶级规则 
info_fromto → mat_city_name        // 城市名 
info_fromto → sub_from_1         // 从 xx (出发) 
info_fromto → sub_to          // 去 xx 
info_fromto → sub_from_1 sub_to       // 从 xx (出发) 去 xx 

info_fromto → sub_from_1 sub_stop sub_to     // 从 xx (出发) 经 xx 去 xx 
 
注：1) 未在规则左项出现过的符号均为终结符 

2) “→”前面的“*”表示规则的属性 
 

图 2.3 描述地点概念的规则 

用语义概念知识来指导识别搜索还有一个优点：可以通过强调某个语义概

念，将对话状态信息也引入识别搜索中。对话交互中，对话管理模块会根据当

前对话状态，针对完成对话任务还缺少的信息点，主动向用户提出问题，并对

用户下回合的语句内容有一个预期（focus expected）。通常情况下，用户会积极

配合，根据系统提问做出相应的回答，很少出现答非所问的现象，也就是说，

用户的应答与系统预期相一致。因此，可以通过强调与系统预期相关的语义概

念让识别器更加关注系统期待的内容，进而提高系统感兴趣单元的识别率。 

语义概念只是高层知识的一种，事实上，语句中还包含了其它的高层信息，

如句法结构、韵律结构等。从理论上说，这些高层信息对识别搜索也会有指导

作用，但是它们的规律复杂、灵活性强、领域特性也更加突出，对它们进行建
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模非常困难，即使用复杂的模型描述了句子级的高层信息，也难以引入语音识

别过程。 

综上考虑，我们选择用语义概念知识来指导识别过程，一方面因为语义概

念知识描述起来比较容易，能够在不影响识别灵活性的前提下方便的引入识别

过程；另一方面，它具体较好的扩展性，可以通过强调不同语义概念在识别中

进一步引入对话上下文信息。 

2.2.6 系统框图 

由于语义概念知识在识别过程中提前使用，使得声学识别结束的同时能够

比较方便的得到语义概念识别结果，这一结果无需再经过语义分析过程，可以

直接为后续对话管理模块所用。也就是说，在新提出的基于语义概念的语音理

解框架下，对话系统的模块结构有所变化，不同于第一章中图 1.1所示的典型对

话系统的模块结构，而是将原来的识别模块和语言理解模块更加紧密地结合在

一起，使之成为一个整体——语音理解模块，如图 2.4所示。 

自然语音 语义概念 自然语音 应答文本语音 
理解器 

对话 
管理器

语音 
合成器 

声学模型 

领域知识

对话模型语义概念知识

数据库 
 

图 2.4 基于语义概念的语音理解框架下对话系统的结构图 

在新的语音理解框架下，语言理解的结果以语义概念的形式输出，具有很

好的灵活性：当整个句子无法完全分析成功时，可以只输出那些识别成功的语

义概念，这样，即使系统只识别出一个语义概念，也有助于对话进程的推进，

因为对话管理模块能够根据已知的语义信息，推测用户的意图，引导用户对话，

最终达到完成对话任务的目的。 
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2.3 基于语义概念的语音理解框架的具体实现 

本节中，我们以航班信息系统 EasyFlight为例介绍基于语义概念的语音理解

框架的具体实现。 

EasyFlight系统是作者所在的课题组研究的对话系统原型，它的数据库中含

有国内航线、航班的各种信息，通过数据库查询，系统可以向用户返回以下信

息：(1) 有无航线，(2) 有无航班，(3) 航班时间信息，(4) 机型信息，(5) 有无

余票及票数，(6) 价格。 

实现语音理解框架的前提是系统已经定义了领域词表和领域文法。在介绍

语音理解框架的具体实现之前，我们先简单说明一下 EasyFlight的词表和文法。

目前，EasyFlight系统的词表规模是 400左右，400个词根据词义分成 102个词

类。跟大多数对话系统一样，EasyFlight使用基于规则的分析方法来理解语言，

并针对口语对话提出了基于语义类的上下文无关增强文法[51]，通过对规则附加

增强属性达到更好地处理语言中口语现象的目的，文法的终结符是词表中的词

类，例如，所有地点名的词类都是 mat_city_name，像 mat_city_name 这样的词

类作为终结符出现在文法中。 

具体说来，上下文无关增强文法中定义了五种规则类型，分别是： 

 苛刻型（up-tying）规则 

 跳跃型（by-passing）规则 

 长程型（long-spanning）规则 

 无序型（up-messing）规则 

 交叉型（over-crossing）规则 

每种规则类型的具体含义和举例说明见表 2.2所示。 
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表 2.2 上下文无关增强文法的规则类型说明 

规则类型 

(表示符号) 
特点 举例和说明 

苛刻型 

( * ) 
传统意义上的规则 

 dgt_d *→ ato_2 ato_10 ato_1_9 
（表示日期的数字 21～29） 

跳跃型 

(无) 
该规则右项间可以跳过

一定数目的垃圾词 

 sub_week_day → ato_week ato_1to6 
(如“星期啊三”可以跳过“啊”而归结成

“sub_week_day”) 

长程型 

( ~ ) 
该规则右项间距离可以

任意长 

 mark_q_is ~→ tag_is tag_question_mark 
（例如“是⋯⋯吗”，可归结为“mark_q_is”）

无序型 

( @ ) 
该规则各右项之间不考

虑顺序 

 key_info @→ info_time info_fromto 
(例如“明天 去上海的”，“北京到深圳 下

午的”，都可以归结为“key_info”) 

交叉型 

 ( # ) 
该规则右项间在出现位

置上允许交叉 

 confirm_request #→ mark_q_is key_info 
（例如，“是 明天上午的 吗”，可以归结

为 confirm_request，虽然成分“是⋯⋯吗”

与“明天上午的”在出现位置上相互交叉）

2.3.1 语义概念知识在识别中的应用 

要想用语义概念知识指导声学识别，必须先将其转换为识别器可以利用的

形式。本文中，作者将语义概念知识用有限状态机（FSM，Finite State Machine）

的形式加以表示，并用有限状态机作为识别框架来指导搜索。 

将语义概念知识表示为有限状态机的形式需要经过下列步骤：(1) 定义语义

概念；(2) 文法划分；(3) 对应每个语义概念生成一个有限状态机，称为子 FSM；

(4) 在子 FSM中标记描述语义概念的规则，并根据规则属性在子 FSM中添加特

殊弧；(5) 将所有的子 FSM结合成一个 FSM。 

1．语义概念定义 

按照 2.2.4 节提到的语义概念定义原则，EasyFlight 系统中的语义概念定义
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如表 2.3所示，其中前 7个是根据对话系统后端数据库的内容来定义的，后 3个

是根据领域特点定义的。 

表 2.3 EasyFlight系统中的语义概念定义 

语义概念 说明 举例 

Date_time 表示日期和时间的概念 五月一号上午，晚上八点之前到达的

Place 地点相关的概念 从北京到上海的，到广州或者深圳的

Ticket_num 表示机票数量的概念 五张，二十张 

Price_info 机票价格 一千三百八，八百元整，八折 

Airway_info 航空公司信息 国航，国际航空公司 

Flight_num 航班号信息 CA8376, 7158 次 

PlaneType 机型信息 波音，747，空客 320 

Selection 表示选择的概念 越早越好，最早的那次 

QueryExpress 表示询问的概念 有哪些，是什么，多少钱，有⋯⋯吗

Demand 表示请求的概念 帮我查一下，我想订 

2. 文法划分 

为了将语义概念表达成有限状态机的形式，先要通过文法划分得到描述每

个语义概念的文法规则。所谓文法划分，就是将整个文法分成若干个规则子集，

保证每个已定义的语义概念都对应一个规则子集。文法划分时需要注意 2 点原

则：首先，表达一个完整语义概念的规则尽量分在一个子集内，以保证规则子

集对语义概念的表达具有足够的覆盖度；其次，避免用无序型和交叉型的规则

表示语义概念。文法划分的结果可能出现有些规则同时属于两个规则子集的情

况，例如语义概念“Ticket_num”和“Price_info”对应的规则子集中都包含描述

数量的规则；也可能有些规则不属于任何一个规则子集，如文法中的顶级规则，

因为它们往往涉及到多个语义概念。 
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3. 生成与语义概念对应的子 FSM 

文法划分后，对每个语义概念，根据其相应的规则子集生成一个有限状态

自动机（后文中把每个语义概念对应的有限状态机称为子 FSM）。不考虑规则的

增强属性，用文[60]的方法可以将上下文无关文法转换为有限状态机的形式。 

4. 对子 FSM的规则标记 

自然语音中的口语现象非常普遍，即使在表达一个较小的语义概念时也是

一样，例如“从北京到那个上海的”这个句子中的“那个”显然是一个无意义

的口头习语。除此以外，有些概念在空间上有着长程关系，比如“有⋯⋯吗”、

“是⋯⋯吗”。第 3 步中生成的子 FSM 并不能覆盖上面的口语现象，也不支持

描述长程关系的语义概念。因此，我们希望在有限状态机中添加一些特殊的弧，

以提高子 FSM的鲁棒性。 

为了在子 FSM中添加特殊弧，首先对有限状态机进行规则标记：将文法规

则中非终结符对应的节点在状态机中标记出来，标记的内容包括该节点对应非

终结符、生成该符号的规则以及经过路径节点。例如图 2.5 表示地点概念的有

限状态机中（描述地点概念的规则参见图 2.3），节点 3对应非终结符“sub_from”

和“sub_from_1”，节点 4对应非终结符“sub_from_1”，这个两个节点的标记内

容如图中注释框所示，其中规则右项成分两边的数字表示该成分在状态机中的

开始节点和中止节点，这些数字组成的序列就是规则经过的路径节点。图中节

点 6、8、10也有类似规则标注，因为篇幅的原因图中没有列全或者没有列出。 

在规则标注的基础上，通过在某些节点上添加特殊的弧，以支持语义概念

表达中的口语现象，并支持具有长程关系的语义概念。仍以图 2.5 为例说明添

加特殊弧的原则。根据规则标注，图 2.5 中的节点 8 对应规则“info_fromto -> 

sub_from_1 sub_to”，得到这条规则的路径需要经历节点 1、节点 3和节点 8，其

中节点 3对应描述非终结符“sub_from_1”的规则，节点 8对应描述“sub_to”

的规则，规则“info_fromto -> sub_from_1 sub_to”是跳跃型的，也就是说成分

“sub_from_1”和“sub_to”之间允许跳过某些无意义的部分，因此它们两个的

连接节点 3上应该添加一条补白（filler）弧，以允许词表中定义的垃圾词跳过。
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同样的理由，在节点 4、6、8、9上也添加 Filler弧。 

 

mat_city_namemat_city_name

filler 

tag_stop

filler 

filler 

filler 

tag_stop

ato_departure

null 

null 
null 

tag_and 

mat_city_name

tag_or 

tag_to

tag_to

tag_to

 tag_from_here 

mat_city_name
tag_from 0 1 

2 

 mat_city_name 3
1165

7 8
9 

10 

4

filler  

节点 3的标记内容： 
sub_from →1 mat_city_name 3 

 sub_from →1 tag_from_here 3 
 sub_from *→ 1 tag_from 2 mat_city_name 3
 sub_from_1 → 1 sub_from 3 

tag_to

节点 4的标记内容： 
sub_from_1 → 1 sub_from 3 ato_departure 4 

节点 8的标记内容： 
sub_to → 3 tag_to 7 mat_city_name 8 
info_fromto → 1 sub_from_1 3 sub_to 8 

…
 

图 2.5 地点概念对应的有限状态机 

对于长程型规则（见表 2.2中的说明），用同样的方法在子 FSM中找到特定

的节点，在该节点上添加两条空弧：一条从当前节点指向 FSM的外部，另外一

条从 FSM的外部指向当前节点。 

在子 FSM中添加必要的 Filler弧和空弧后，有限状态机的灵活性大大加强。 

5. 生成指导搜索的语义概念网络 

最后，将语义概念对应的所有子 FSM并连在一起，并起点和终点之间添加

一条 Filler 弧（以便允许语义概念之间出现一些插入语或者垃圾词），这样，形

成一个新的 FSM，作为语义概念指导层加入到识别框架中，如图 2.6 所示。识

别时，从语义概念指导层中有限状态机的起点开始，根据当前结点出发的弧上

的内容确定下层可扩展的词，当下层的识别搜索到达词结尾的时候，回到语义

概念层查询接下来可以扩展哪些词。通过这种方式，语义概念知识被用于指导
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识别搜索。 

 

Wn

W1 

… 

语义概念指导层 

识别层的搜索网络 声学搜索到达词结

尾时到上层查询下

面可以扩展的词 

Null 

…
… 

子 FSM 

子 FSM 

Filler 

Null 

 

图 2.6 识别中引入语义概念指导的示意图 

上面第 4步中，我们在每个语义概念对应的子 FSM中添加了一些特殊弧，

因此整个 FSM不但具有高度的预测性，也具有相当的鲁棒性。 
 

2.3.2 语音理解框架下对话上下文知识的引入 

这里所谓的上下文知识指的是当前对话状态，对话管理器记录着对话的历

史，掌管着数据库的查询，历史记录和查询结果构成当前的对话状态，对话状

态决定着对话管理器的应答方式和应答内容。采用混合主导策略的对话系统在

必要的时候会主动向用户提出问题，而下一个回合的用户语句通常都是针对系

统的提问的，换句话说，在对话管理器的引导下，用户语句中会包含系统期待

的内容。当然，这种假设的前提是用户在交互过程中主动配合系统。 

一般情况下，对话系统的用户为了获取自己需要的信息，都情愿积极配合
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系统，因此，当前对话状态下的系统期待对于用户下一个回合的输入具有很强

的提示作用。于是，系统期待的内容就成为识别中可加以利用的有效知识。 

在基于语义概念的语音理解框架中，系统期待是通过语义概念引入识别过

程的。根据当前状态下系统期待内容，在图 2.6 所示的识别框架中对描述这些

内容的子 FSM 进行加权，可以引导搜索识别重点关注系统期待的内容。例如

EasyFlight系统中，当已知出发地和目的地之后，系统期待知道时间信息，主动

向用户提问出发时间，此时，通过增大时间概念对应的子 FSM的权重，让识别

器更加关注时间概念，可以提高时间概念的识别性能。 

图 2.7 给出对话上下文知识引入识别过程的示意图，其中对最上层的子

FSM用权重加以强调。 

 

0=ExpectedWeight  

语义概念指导层 

… 

子 FSM 

子 FSM 

Filler 

Null 30exp −=ectedUnWeight  

 

图 2.7 对话上下文知识引入识别过程的示意图 

2.3.3 语义概念的解码过程 

在 2.3.1节中，为了提高语义概念对应的有限状态机的鲁棒性，我们对状态

机内部的节点加入规则标记，这种规则标记也使语义概念识别和理解的合一过

程得以实现，因此整个识别过程可以认为是对语义概念的解码过程。识别器的

输出不再是原来的词序列或者词网格，而是语义概念本身，它们可以直接用于

填写语义槽。 

根据搜索路径和有限状态机节点对应的规则和非终结符，可以在搜索过程

中逐步形成语义分析树。 
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图 2.8 中以语句“从北京飞往乌鲁木齐”为例，给出在识别搜索的同时得

到语义概念分析树的过程。 

 

 
filler 

tag_stop

filler

filler 

filler 

tag_stop

ato_departure

null 

null 
null 

tag_and 

mat_city_name

mat_city_name
tag_or 

mat_city_name

tag_to

tag_to

tag_to

 tag_from_here 

mat_city_name
tag_from 0 1 

2 

mat_city_name 3 
1165

7 8
9 

10 

4

filler  
tag_to

“从北京飞往乌鲁木齐”的搜索路径依次经过节点 1、2、3、7、8，

得到语义概念分析树的过程如下： 

sub_from_1 (1, 3)

sub_from (1, 3) 

tag_from mat_city_name

从 北京 

搜索到达节点 3时

根据节点 3的规则

标记得到局部分析

树，并保存分析树

sub_to (3, 8) 

tag_to mat_city_name

飞往 乌鲁木齐

搜索到达节点 8时

根据该节点的规则

标记得到另一个局

部分析树 

info_fromto
(1, 8) 

sub_from_1
(1, 3) 

sub_to 
(3, 8) 

根据节点 8标记的下面这条规则： 

info_fromto ->1 sub_from_1 3 sub_to 8 
将局部分析树进一步结合，得到完整

的语义概念 

地点概念对应的

有限状态网络： 

 

图 2.8 语义概念的解码过程 
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2.4 实验结果与分析 

本节将通过三个实验来评价基于语义概念的语音理解框架。 

2.4.1 实验背景和实验数据 

口语对话系统 EasyFlight是评价基于概念的语音理解框架的背景对话系统，

它的词表定义、文法定义、实验中使用的声学模型和测试数据说明如下： 

词表定义：EasyFlight中的词表规模为 398，其中最主要的部分国内城市名

和航空公司名称。 

文法定义：EasyFlight使用基于语义类的上下文无关增强文法，文法规则有

295条，其中相当一部分是描述日期、时间概念的规则。 

声学模型：EasyFlight识别前端使用的声学模型是使用 863朗读语音数据训

练得到的，声学特征为 42维MFCC特征。 

测试数据：本领域内的 500 条语句，是 5 个录音者以自然语音的方式录制

的，每人 100句（16K采样）。 

2.4.2 实验设计 

为了更全面的评测本文提出的基于语义概念的语音理解框架，我们设计了

三个实验，分别从识别结果、理解结果和对话上下文知识的作用着手。 

实验 1：评价语音理解框架下的识别性能，该实验用了两个评价指标，一是

常用的音节正确率，二是针对口语对话的特点定义的语义概念内部的音节正确

率。 

 正确识别音节个数
音节正确率 ＝ 

句子中音节的总数
%100×

 
 ( 2-2 )

语义概念中正确识别音节个数
语义概念内的音节正确率 ＝ 

语义概念内包含的音节数 
%100×

 
( 2-3 )

口语对话中可能会含有较多的没有意义的插入语、口头习语等等，系统并

不关心这些词，即使识别出来了，也会在分析理解中被忽略；真正对理解语义

有用的是属于语义概念内的那些词，因此我们定义了语义概念内的音节识别率，
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用来评价系统真正关心的那部分词的识别效果。 

实验 2：考察语音理解框架下的理解性能。实验中，以槽正确率（Slot 

Correction Rate）作为评价标准。EasyFlight中用三元组 ),,( TypeValueName 定义

一个语义槽，其中 Name是槽名，Value是槽值，而 Type表示槽的类型，例如“从

北京到上海”对应两个语义槽，分别是(地点, “北京”, 1)和(地点, “上海”, 3)，这

两个都是地点槽，类型 1 和 3 分别表示出发地点和到达地点。只有当语义槽的

名称、值和槽类型都正确的情况下，我们才认为这个槽是正确的。语义槽正确

率的定义如公式（2-4），公式中没有考虑插入错误： 

 正确填写的语义槽个数
槽正确率 ＝ 

句子中语义槽的总数
%100×

 
 ( 2-4 )

实验 3：考察对话上下文知识对系统性能的影响。只有在真正的多回合的交

互中，对话管理器才能给出期待内容，我们的测试语句是一些前后没有关系的

语句，无法应用对话上下文知识。因此，在前两个实验中，识别中没有引入对

话上下文知识。本实验中，我们用人工标注的系统期待来模拟对话管理器给出

的期待内容，并根据人工标注对识别框架中语义指导层的语义概念进行不同的

加权，评价引入对话上下文知识前后的系统识别性能和理解性能的变化。 

2.4.3 实验结果与分析 

实验 1：评价基于语义概念的语音理解框架下的识别性能 

本实验中，基于语义概念的语音理解框架与两种对话系统中两种常用的识

别策略进行对比：一是关键词识别的方法，二是模板匹配的方法。 

 

关键词1

关键词N

补白1 

补白M 

1Kw

KNw

1Fw

FMw

M

M
起始结点 终止结点 

 

图 2.9 关键词方法的识别框架[42] 



第 2章 基于语义概念的语音理解框架 

- 37 - 

下面，简单说明一下关键词识别方法和模板匹配方法的实现。图 2.9 给出

了关键加权的捡出框架，词表内的关键词和补白被加以不同的权值以突出关键

词，本文中用使用补白模型的定义为汉语中出现的 418 个音节。模板匹配的识

别策略中，将全部文法组织成一个有限状态机，有限状态机经过最小化和确定

化[61]后用于指导识别搜索过程。 

表 2.3 给出了基于语义概念的语音理解策略与另外两种识别方法的比较结

果。对比关键词识别策略和模板方法，本文提出的方法在音节识别正确率上至

少提高了 5个百分点的绝对值，错误率下将分别达到 36.8%和 26.9%。新方法的

识别性能高于基于模板匹配的方法，这主要是因为在识别中引入语义概念知识

的时候，充分考虑了鲁棒性问题，在指导搜索的有限状态网络中添加一些 Filler

弧，处理自然语音中的口语现象。 

表 2.3的最后一列给出了语音概念内部音节识别的性能：相比基于关键词方

法和模板匹配方法的两个基线系统，语义概念内的音节正确率提高 10个百分点

左右，错误率下降分别达到 58.0%和 47.1%。在这一评价指标下，基于语义概念

的语音理解框架的识别性能比两个基线系统有大幅提高，这一结果说明语义概

念知识可以有效的指导识别搜索，同时也说明新方法对音节识别性能的提高主

要来自于对语义概念部分识别能力的加强。 

表 2.3 基于概念的语音理解策略的识别结果(%) 

方法 音节正确率 
语义概念内的 

音节正确率 

关键词方法 

（基线系统 1） 70.82 76.47 

模板方法 

（基线系统 2） 74.80 81.29 

基于语义概念的 

语音理解方法 81.57 90.11 

实验结果表明，基于概念的语音理解框架通过将规则描述的语义概念知识

及早地引入识别搜索过程大大了提高对话系统中的语音识别性能。 
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实验 2：理解性能的评价 

基于语义概念的语音理解框架的一大特点就语义概念的理解和识别过程是

一体的，识别完成的同时可以得到语句中包含的语义概念，这样做的好处是不

必再对识别结果（词序列或者词网格）进行语义分析，识别结束后即可根据同

时得到语义概念填写语义槽，达到理解用户的意图的目的。表 2.4给出了语音理

解的性能，与之对比的是先识别、后根据识别结果进行理解的方法。这两种方

法的前端识别都是采用基于语义概念的语音理解策略，也就是说，先识别、后

理解的方法在识别过程中也同样利用了语义概念知识。 

表 2.4 基于概念的语音理解框架的理解性能(%) 

方法 槽正确率 

先识别、后理解方法 75.97 

语音理解方法 86.33 

从表 2.4的结果看出识别理解一体化的方法具有更高的槽正确率，相比先识

别、后理解方法，槽错误率下降 43.1%。对结果分析后发现，理解性能的提高主

要是因为语音理解方法的鲁棒性较高。识别理解一体化的方法根据识别得到的

语义概念直接填写语义槽，而先识别、后理解的方法需要根据文法分析的结果

完成语义槽，因为文法覆盖度不够而导致的分析失败影响了槽正确率。例如，

语句“我想买一张机票到深圳，从北京飞，有吗？”，因为文法没有覆盖“到深

圳从北京飞”这样的表达，导致了分析失败，只能得到语句一部分内容（我想

买一张机票到深圳，有吗？）对应的语义槽。以上分析说明，先识别、后理解

的方法的理解效果除了与声学识别性能相关外，还与文法的覆盖程度有关；而

识别理解一体化的方法对句子一级的规则没有过多的要求，只要描述语义概念

的规则具有足够的覆盖度就能够取得较好的理解效果，因此具有较强的鲁棒性。 

识别理解一体化的方法语义槽的正确率方面优于传统的先识别、后理解的

方法，但是也存在不足，它的语义槽插入错误率为 24.50%，高于传统方法 16.97%

的插入错误率。下一章中我们将针对语义概念的插入错误和替换错误研究语义

概念的置信度打分。 
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实验 3：对话上下文知识的作用 

测试数据中有 18%的句子是用户回答系统关于时间概念的提问的，也就是

说在用户说出这些语句之前，系统期待就它们与时间概念有关。用人工标注的

期待内容来模拟系统给定的期待后，对这 18%的数据重新进行了识别实验，结

果如表 2.5所示。 

表 2.5 对话上下文知识在识别和理解中的作用(%) 

 音节正确率 语义槽的正确率 

没有上下文指导 85.7 71.8 

识别中引入上下文知识 88.6 80.0 

对比没有系统期待内容提示的情况，引入上下文知识后，系统的识别性能

和理解性能都有一定程度的提高，音节错误率下降和语义槽错误率下降分别是

达到 20.3%和 29.1%，这一结果说明对话上下文知识对前端的声学识别具有一定

的指导意义。 

2.4.4 讨论 

评价基于语义概念的语义理解框架时，没有设计与基于 N-gram的连续语音

识别策略的比较实验，主要是基于两个方面的原因： 

第一，基线系统实现困难，因为没有足够的领域内语料，无法训练特定领

域的 N-gram语言模型，如果一般领域的语言模型，识别性能比较差，不能说明

问题。 

第二，提出基于语义概念的语音理解框架的目标之一就是减少对话系统开

发初期对领域数据的依赖程度，而是从通过基于知识的方法提高识别性能。从

这个角度出发，基于概念的语音理解策略可以不与使用领域 N-gram模型的连续

语音识别策略进行比较。 

2.5 小结 

本章针对口语对话系统中识别性能不佳的问题，提出了基于语义概念的语
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音理解框架，将上层语义概念知识及早的引入识别搜索中，该框架的主要特点

如下：  

第一，语义概念知识以规则的形式表述，并转换成有限状态机的形式在识

别中加以利用，避开了特定领域数据收集和标注的困难； 

第二，通过在有限状态机中添加特殊弧（如补白弧），以支持表达中的口语

现象，保证了基于语义概念的语音理解框架具有足够的鲁棒性； 

第三，语义概念知识在识别中提早应用后，实现了语义概念解码过程，识

别器直接输出语义概念，也就是说，在新的框架下，没有单独的语音识别模块

和语言理解模块，取而代之的是语音理解模块，它一次完成前面两个模块分两

步完成的任务； 

第四，新的框架具有良好的可扩展性，可以很方便在框架中继续引入新的

知识以提高语音理解的性能，如对话上下文知识。 

实验结果表明：基于语义概念的语音理解框架通过将上层语义概念知识及

早的引入识别搜索中，大大提高了核心语义概念的识别性能，使得语义概念中

音节识别正确率达到 90.11%；语义概念理解和识别的合一过程提高了理解的鲁

棒性，最终的语义槽正确率达到 86.33%；另外，在框架中引入对话上下文知识

后，语音理解的性能进一步得到提高。 

总之，基于语义概念的语音理解框架有效地提高特定领域下对话系统的识

别性能和理解性能，具有理论价值和实用价值。
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第3章  语义概念的置信度研究 

置信度测量（Confidence Measure）是语音识别中一个相对较新的研究课题，

它是一种语音确认技术，可以给出语音识别结果的可靠性评价。语音确认最初

主要用在关键词识别领域[62]，目标是在几乎不影响关键词正确捡出率的前提下，

尽可能地降低误警率。随着对话系统的深入研究，语音确认技术逐渐被引入其

中。对话系统中，语音识别和语言理解都可能会出现错误，因此，在缺乏语音

确认的情况下，系统一般会采取信息确认的策略，对每一个信息点逐一确认，

这不可避免地增加了很多乏味、低效率的对话回合，导致完成任务所需的对话

回合数的增多，影响了用户对系统的满意度；而如果系统不对信息点逐一确认，

结果可能会更糟，因为对于那些直到对话过程快要结束时才发现的理解错误，

系统恢复起来更加困难，会影响到整个对话系统的任务完成率。语义概念置信

度研究的目的就是通过置信度估计，接受识别正确的语义概念，拒绝那些不正

确的识别结果，起到减少对话回合、保证整个对话过程更加有效的作用，从而

提高对话系统的性能[31]。 

置信度的研究可以从两个方面着手——提出新的具有区分度的确认特征和

提出区分能力更强的确认模型。本章主要介绍作者在确认特征方面的研究工作：

针对语义概念，提出了理解分析层面和韵律层面新的置信度特征。 

本章的内容安排如下：第一小节简单介绍置信度研究的基本原理和研究现

状；第二小节分析基于语义概念的语音理解框架下的典型语义概念错误，提出

理解分析层面的置信度特征；第三小节提出使用韵律边界作为一种新的置信度

特征；第四小节给出实验结果和分析；最后一节是对本章内容的总结。 

 

3.1 置信度研究的现状 

置信度研究涉及以下三方面的内容：（1）提取有效的置信特征；（2）联合

多种置信度特征的确认模型；（3）置信性能的评测指标。下面三小节逐一对其

进行介绍。 
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3.1.1 置信特征 

最早研究的置信特征来自于声学层面[63]。传统语音识别算法一般利用最大

后验概率决策规则进行识别，识别结果应该满足下面的公式： 

 

)(
)()|(maxarg

)|(maxargˆ

Xp
WpWXp

XWpW

w

w

=

=

 ( 3-1 )

理论上，给定 X、识别结果为Ŵ时，根据后验概率 )|ˆ( XWP 就可以评价识

别结果的可靠性，后验概率本身就是声学层中很好的置信度特征。然而，由于

对给定的 X，P(X)是常量，在实际识别中通常被忽略不计，即识别结果给出的是

词表中相对最匹配的词，而不是置信度足够大的词。但是在计算代表置信度水

平的后验概率时，必须估计 P(X)。 

目前有多种估计 P(X)的计算方法。All-phone的方法[64]对词表中所有模型得

分累加计算 P(X) 

 ∑=
W

WXpWpXp )|()()(  ( 3-2 )

这种方法的计算量非常大，尤其是在大词表的连续语音识别中，必须计算

每一个词模型W对应的概率值 P(X|W)。Catch-all方法[65][66]将搜索空间的语法限

制去掉，任何一个词都可以连接其他所有的词，任意一个词序列都可以被识别

出来，搜索出来的最佳路径的似然值即可近似为 P(X)。也有文献仅仅根据识别

结果的前 N个词候选近似计算 P(X)[67]。 

除了后验概率，搜索结束后得到的词网格中也包含着很多有用信息，

可以作为置信度特征[68][69]，例如与候选词在时间处于并列竞争位置的其它

词的个数，显而易见，竞争词越多说明候选词越不可靠。 

语言模型回退(Back-off)的情况和语言模型分也可以作为一类置信度特征
[70][71]，从另一个角度评价候选结果的可靠性。文[72]的结果表明，在对话系统应

用中，语言模型层面的置信度特征其确认性能要优于基于后验概率的声学层置

信特征。 
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3.1.2 确认模型 

在得到多种置信特征以后，所面临的问题就是如何联合多种置信特征给出

最后的确认结果。语音确认要解决的实际上是一个分类问题，即将待确认的识

别结果分成两类(“对”或“错”)即可，当然在一些系统中还需要标注出错误识

别的错误类别，在这里我们暂不考虑这种情况。大多数分类技术和方法在这里

都是适用的，例如线性分类方法、决策树、神经元网络方法以及支持向量机法[73]

等，其中一些分类方法还可以给出[0, 1]区间之内的分数，作为待确认词可靠程

度的概率值。本文的实验采用 Fisher 线性分类方法作为确认模型，下面简单介

绍其工作原理[74]。 

 0)( wxwxg T +⋅=  ( 3-3 )

Fisher线性分类法通过公式(3-3)把 d维空间的样本投影到一条直线上，形成

一维空间，这样可将 d维分类问题转化为一维分类问题，式中 x＝[x1, x2, …, xd]T

是 d维特征向量，w=[w1, w2, …, wd]为权向量。在所有投影方向中，对样本分类

效果最好的那个方向是最优线性投影，它应该尽可能达到两个标准：第一，d维

样本投影后在一维空间里各类样本尽可能分得开一些，即两类均值之差越大越

好；第二，各类样本内部尽量密集，即类内离散度越小越好。因此，Fisher准则

函数定义为上述两项的商，只要找到使 Fisher 准则函数取极大值的投影方向即

找到了最优的投影方向。 

3.1.3 评测指标 

具体介绍评测指标之前， 表 3.1先给出一些符号的定义。 

表 3.1 评测指标中所使用符号的定义 

符号 意义及说明 

N  需要识别的结果总数 

Nc  识别正确的结果个数 

Ne  识别错误的结果个数 

Nc-E  识别正确却被系统认为是错误的结果个数 

Ne-C  识别错误却被系统认为是正确的结果个数 
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语音确认的评测指标有以下几种： 

错误拒绝率(FRR, False Rejection Rate)，表示错误拒绝比率，即： 

 
c

Ec

N
N

FRR −=
 ( 3-4 )

错误接受率(FAR, False Acceptance Rate)，表示错误接受比率，即： 

 
e

Ce

N
N

FAR −=
 ( 3-5 )

错误拒绝率和错误接受率两者之间是有关联的，错误拒绝率越高错误接受

率越低，反之亦然。用 ROC（Receiver Operating Characteristic）曲线[75]可以很

好地描述两者之间的关系，在坐标系中，ROC 曲线越靠近坐标轴表示语音确认

的性能越好。 

等错误率(EER, Equal Error Rate)：在坐标系中 ROC曲线与从左下角到右上

角的对角线的交点，可以认为是错误拒绝率和错误接受率的最佳折中方案。等

错误率越小代表语音确认的性能越好。 

确认错误率（Confidence Error Rate） [76]同时考虑错误拒绝和错误接受

的情况，即： 

 
N

NN
CER CeEc −− +

=   ( 3-6 )

在多数语音确认的应用中，对 FRR要求比较严格，不能过大，否则正确候

选损失较大，会带来很坏的负面影响。因此，也将 FRR固定时的 FAR的值作为

语音确认的评测标准。 

3.2 语义概念的置信度确认 

最初，对话系统中的置信度研究较多地集中在词一级（Word Level）和句子

一级（Utterance Level）[31][77][78]，近几年，人们开始研究语义概念方面的置信度

打分[72][79]。事实上，语义概念才是对话过程中的核心内容，是系统了解用户意

图的关键：如果语义概念识别错误，即使句子中大部分识别结果都是正确的，

也会造成系统理解错误，影响对话进程；从另一个角度说，即使一个语句中大

部分的识别结果都不可靠，但只要有一、两个语义概念识别正确，系统就可以
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或多或少的了解用户的意图，有助于对话任务的完成。因此，对话系统中，对

语义概念的正确性进行评价十分必要，有了语义概念的置信度评价，甚至可以

不考虑词和整个句子的置信度。本节将介绍作者在语义概念置信度打分方面的

工作，研究重点在提出新的置信度特征方面。 

3.2.1 问题的提出 

识别错误包括替换错误、插入错误和删除错误三种类型，要正确理解用户

意图，系统必须通过多回合的提问与确认来纠正替换和插入错误，这使得对话

回合数大大增加，极大的影响了系统性能。替换错误和插入错误是语义概念置

信度研究的主要目标，即在保证大部分正确识别结果被接受的前提下，通过置

信度打分拒绝替换错误和插入错误，以减少不必要的对话回合。 

EasyFlight中语义槽识别错误的具体情况见表 3.2（实验说明见 2.4.3的实验

二），其中语义槽的总错误率定义如下： 

  槽替换错误＋槽插入错误＋槽删除错误
总错误率＝ 

句子中语义槽的总数 
%100×

 
 ( 3-7 )

表 3.2  EasyFlight中语义概念错误的具体情况(%) 

 替换错误率 插入错误率删除错误率 总错误率 

语音理解 6.83 24.50 6.83 38.16 

先识别、后理解 9.40 16.97 14.79 41.01 

 

从上表中看出，不考虑语义槽插入错误的情况下，基于语义概念的语音理

解框架具有较好的性能，槽正确率达到 86.34%，但是语义槽插入错误率较高，

这对后续对话过程造成了一定的干扰，因此有必要对语音理解的结果进行置信

度评价，以便及早地发现错误。 

句子一级和词一级的置信度打分中多使用来自声学层面的确认特征，主要

以后验概率为主。基于语义概念的语音理解框架下，以后验概率为主的声学置

信特征在评价语义概念的可靠程度方面，性能不是很理想，这主要有两个原因：

第一，计算后验概率时，需要估计 P(X)，出于计算量的考虑一般不使用 Catch-all
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的方法估计 P(X)，而是用前 N个词候选来近似计算。在基于语义概念的语音理

解框架下，高层语言知识及早的引入识别搜索过程中，限制了搜索空间，不符

合搜索限制的候选不参与打分，在这种情况下，前 N 个候选不再是声学上得分

最高的 N个，而是符合限制条件的候选中得分最高的 N个。也就是说，在基于

语义概念的语音理解框架下，利用前 N个候选估计的 P(X)不够准确，这会影响

语音确认的性能。第二，语义概念的错误并不完全是由语义概念内部的识别错

误引起的，有些语义概念错误是因为受到前面识别错误的影响，例如“十二月

二十四日的”被错误识别成两个概念“十二元”（对应语义槽插入错误）和“二

十四日”（对应语义槽替换错误），对于后面一个概念来说，其中的每一个词都

识别正确了，但是语义上不完整。显然，基于后验概率的声学层置信度特征对

于这种错误无能为力。 

综上所述，为了更好地对语义概念进行置信度确认，必须引入新的置信度

特征。 

3.3 分析理解层的置信度特征 

本节提出分析理解层置信度特征，主要包括两个方面：一是描述连续语义

概念之间相关性的特征；二是评价语义分析结果可靠性的特征。 

3.3.1 描述语义概念之间相关性的特征 

文[71]的研究表明，即使在词一级的语音确认中，来自语言模型的置信特征

其确认性能也要优于声学层的置信度特征。受此启发，我们认为句子中连续几

个概念之间的相关信息应该也是一种有效的置信度特征。因此，参考 N-gram语

言模型，可以用下述三个条件概率来估计连续语义概念之间的关系（可以认为

是概念语言模型，即 Concept Language Model）： 

 )|( 1−ii CCp  ( 3-8 )

 )|( 1+ii CCp  ( 3-9 )

 ),|( 11 +− iii CCCp  ( 3-10 )

其中 iC 表示语义概念，公式（3-8）考虑当前语义概念与前一个概念的关系，
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（3-9）考虑当前概念与其后面概念的关系，而最后一个公式则考虑了以当前语

义概念为中心的概念三元组出现的情况。特定领域的对话系统中涉及到的语义

概念并不多，一般只有几十个，因此，要得到上面三个概率分并不困难，可以

用实际语料训练，也可以用文法规则生成的伪数据来训练得到。 

3.3.2 语义分析层的置信度特征 

基于语义概念的语音理解框架的核心思想是将语义概念知识尽早地用于指

导搜索过程，识别中语句中语义概念相关的部分被充分强调，从而提高了语义

概念的识别正确率。在提高识别正确率的同时，这种强调也不可避免地会引入

一些插入错误。地点和时间是航班信息领域最重要的两个概念，很多插入错误

都出现在这两个概念上，占所有插入错误的 67.3%。分析这部分错误后发现：对

于插入错误的语义概念来说，分析得到它们的语义规则在实际语料中并不常用。

因此，我们将得到当前语义概念的那条规则的概率分作为评价语义可靠程度的

特征之一：分析得到语义概念的规则越不常用，该语义概念的可靠性就越差。 

图 3.1 中给出了规则概率起作用的一个例子，这个例子中有一个插入错误

“深圳”， 但从语义概念语言模型分上看，这个错误难以发现，但是，得到“深

圳”这个地点概念的规则是图 3.2 中的所列的第一条规则，该规则的概率分只

有 0.07，也就是说训练语料中直接用图 3.2规则 1得出地点概念的情况比较少，

因此，“深圳”这个地点概念的可信度较低。 

 标注结果：本   周  五  的   三张      票价    多少 
识别结果（拼音）：ben zhou  wu filler shen_zhen  piao_jia  duo_shao 

（文本）：本   周   五      深圳      票价     多少 
 

图 3.1 语义概念错误举例 

 1. info_fromto → mat_city_name (0.07)     如：“北京” 
2. info_fromto → sub_to (0.47)      如：“去上海的” 
5. Info_fromto → sub_from_1 (0.05)     如：“从上海起飞” 
3. info_fromto → sub_from_1 sub_to (0.33)    如：“从北京飞上海” 
4. info fromto → sub from 1 sub stop sub to (0.08) 如：“北京经广州到湛江”  

图 3.2 描述地点概念的顶级规则 



 第 3章 语义概念的置信度研究 

- 48 - 

另外，在语义分析层，还考虑了下面两个特征，它们从整个句子的全局出

发，考虑语义概念的置信程度。 

 相同语义槽的数目：该特征反映分析结果中是否存在语义槽冲突，一般

情况下，一个句子中表示同一概念的语义槽应该只有一个，如果出现两

个或者两个以上，那么其中很可能有识别错误的。 

 在整句分析中，当前的语义概念是否与句子中其它概念一起可以被更高

一级规则成功分析：这一特征考察当前语义概念能否与其它语义概念互

相配合，得到更高层的语义。 

3.4 基于韵律信息的置信度特征 

3.4.1 出发点 

在语音识别中，识别错误往往会伴随着时间边界错误，并引起识别结

果互相干扰的现象：如图 3.3 所示，如果某一个词的识别发生替代和插入

错误，那么很可能会发生识别结果的前后时间边界与正确的边界不一致的

现象，边界的不准确会影响到后续词的识别准确度。 

 北京 到 上海 的

北京 早上 好的 

标注文本及边界： 

识别结果： 

识别错误
边界错误

识别错误 

 

图 3.3 识别结果互相干扰现象示例 

识别错误会导致边界错误，反过来想，如果能够检测到边界错误，那

么可以推测错误边界前后的识别结果有可能不准确。于是，我们考虑将边

界信息作为一种置信度特征用于语音确认。 

可以用韵律边界与识别得到的语义概念边界进行对比，以此判断语义

概念的边界是否正确。在日常会话中，人们说的每一句话并不是字和词的

简单组合，而是融入了很多韵律（Prosody）信息（如停顿、重音等），反
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映出说话人的情绪和对所说问题的态度。这些字面外的信息对人们正确理

解说话人意图起到非常重要的作用。从韵律在语言表达中的作用出发，可

以这样理解它的本质[80][81]：韵律是语音产生过程中的系统组织者，它将各

种语言单位组织成一句话或者一组连贯的话语。对于如何定义韵律，目前

并没有一个统一的看法，但是研究人员普遍认同韵律同基频、时长、音高、

强度等声学特征相关[81][82]。韵律边界信息是众多韵律信息的一种，它主要

表现在短语或者句子之间的停顿上，无法在文字上反映，但是可以从听觉

上感知。韵律边界可以将一个长长的句子按照一定的语义分段，帮助人们

理解语义 [83]。根据韵律边界的特点，我们可以将识别得到的语义概念边界

与韵律短语边界相比较，看两种方法得到的边界是否一致，以此来评价识

别边界的正确性，进而推测识别结果的可靠程度。 

韵律边界检测时主要使用韵律相关的声学特征，主要包括基频、能量、

时长等。这些特征不同于语音识别中采用 MFCC 特征，在语义概念确认过

程中，引入韵律边界特征，相当于在确认中引入了新的知识源，有利于确

认性能的提高。 

3.4.2 韵律边界的检测 

下面简单介绍一下韵律边界检测的方法和实验结果[84]。 

3.4.2.1 韵律边界的定义和标注 

一般认为，韵律是存在级层结构的，但是究竟应该如何划分层级还存

在着一些争议，比较公认的一种分为音节、音步、韵律词、韵律短语、语

调短语和句子 [85]。针对口语对话系统中的句子相对较短的特点，我们定义

下面 4类韵律边界： 

 音节边界：字与字之间的边界，默认每个字后面都是一个音节边界。 

 韵律词边界：韵律词与韵律词之间的边界。注意：此处说的韵律词

可以是一个或者几个语法词，也可以是一个语法词的某一部分，在

韵律词中间没有可感知的停顿。 
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 韵律短语边界：韵律短语之间的边界，韵律短语边界后面有可感知

的停顿，但有些情况下不是很明显。 

 语调短语和句子边界：语调短语或者句子之间的边界。由于口语对

话中的句子相对较短，而且基本上每个句子只有一个分句，语调短

语边界和句子边界基本上一致，所以对于这两者就不加区分了。此

类边界后面有明显的停顿。 

上面这四种韵律边界之间存在包含关系，也就是说语调短语和句子边

界一定是韵律短语边界，韵律短语边界必然是韵律词边界，而韵律词边界

又必然是音节边界。 

我们采用基于语义的韵律边界标注方法[86] [87]标注韵律边界，标注举例

如图 3.4所示（用 0、1、2、3分别表示上面的四种韵律边界，图中没有标

明音节边界）。 

八点 1左右 2有哪些 3？ 
从北京 1到乌鲁木齐的 2票价 1是多少 3？ 
到北京 2都有 1哪些航班 3？ 
你好 3请问 2到上海的 1航班 2都有 1几点的 3？ 
太早了 3有没有 1中午的 3。 

 

图 3.4 韵律边界标注示例 

3.4.2.2 韵律边界对应的特征 

一般说来，语音识别可以同时给出识别结果和结果对应的音节边界，

在已知音节边界的情况下，韵律边界的检测问题可转化为韵律边界分类问

题，即对每一个音节边界进一步判断它的边界类型。用于边界分类的韵律

特征主要包括以下三个方面： 

时长相关特征：时长相关特征主要是指边界处的停顿现象，以及边界

前后音节时长的变化。这些特征在韵律短语边界，尤其是语调短语边界表

现得比较突出。具体说，时长特征包括候选边界后静音的长度、候选边界

之前一个音节前面的静音长度、候选边界前后音节的时长、候选边界前后
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音节时长之差。 

基频相关特征：基频变化是韵律信息重要内容，也是韵律边界的一个

重要标志。一般认为，韵律边界（尤其是韵律短语边界和语调短语边界）

都有基频重置（F0 reset）现象。除了基频重置特征，还包括候选边界前后

音节的基频均值、基频最小值、基频最大值等。 

能量相关特征：能量对于韵律边界分类作用不如前两方面特征那么重

要，只用到了候选边界前后音节能量的均值、最大值，以及前后音节能量

均值和最大值的差值。 

除了上述三类特征，还用到了候选边界在句子中的位置特征，包括候

选边界离句首、句尾的距离。 

3.4.2.3 韵律边界分类的结果 

将基频、能量相关的特征根据说话人进行归一化后，用 CART

（Classification And Regression Trees）决策树对韵律边界进行分类。 

本实验用到的数据来自航班订票查询领域，包括 12人以自然语音的方

式录制的数据，每人 100 句，共 1200 句，其中 1000 句作为训练集，100

句作为开发集，剩下的 100句是测试集，测试集的分类结果如表 3.3所示。 

表 3.3 韵律边界分类的结果 

       分类结果 
标注类型 0 1 2 3 正确率(%) 

0 583 4 6 0 98.314 

1 3 75 86 0 45.732 

2 2 0 77 0 97.468 

3 1 0 0 121 99.180 

从表 3.3 的结果看，整体的分类效果比较理想，但是韵律边界类型 1

和类型 2 混淆度较高。事实上，标注的过程中我们就考虑到这两种边界类

型可能会比较难以区分，如句子“八点 1 左右 2 有哪些”，按照我们标注
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的原则，“八点左右”后面应该是一个韵律短语边界，“八点左右”省略

了中心词“航班”（完整的句子应该是“八点左右的航班有哪些” ）做句

子的主语，从句法上说应该可以与后面的成分分开。但是由于整个句子比

较短，很难从声学上区分“八点”后面的韵律词边界类型 1 与“左右”后

面的边界类型 2。 

3.4.3 韵律边界信息作为置信度特征 

在使用韵律边界类型作为语义概念的置信度特征时，不考虑边界类型 1

和 2 的区别，把这两种边界当成一类。如果语义概念识别正确，那么概念

的边界至少应该是一个韵律词边界，不能仅仅是音节边界。因此，我们将

语义概念的开始和结束位置的韵律边界是否音节边界作为一种置信度特

征。如果概念边界是韵律词、韵律短语或者语调短语边界，那就说明识别

结果对应的边界与韵律边界的要求相符；反之，说明识别结果的边界不是

十分准确，识别结果的可信程度也就大大降低了。具体说来，用到的特征

包括： 

 语义概念的开始和结束位置的韵律边界类型 

 语义概念中韵律短语边界的个数 

 语义概念中语调短语边界的个数 

3.5 实验结果与分析 

针对语义概念的置信度打分，本章从语义概念分析理解层和韵律层面

提出了新的特征，下面通过实验来验证所提特征的性能。 

实验中，采用 3.1.2节介绍的 Fisher 线性分类器作为确认模型。为了训

练置信度模型，在第三章的实验数据的基础上，又收集了 900 句话作为置

信度确定的训练集，第三章实验中使用的 500句作为测试集。 

本节主要设计了两个实验： 

实验一：比较不同置信度特征的确认性能，特征主要分成三类： 

1) 声学层置信特征 
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2) 语义概念分析理解层的置信特征 

3) 韵律边界特征 

实验二：测试加入语义概念确认后对话系统的理解性能。 

3.5.1 实验一：不同置信度特征下的语义概念确认性能 

本实验中使用的声学层的置信度特征具体包括以下几种： 

 词的后验概率得分，它反映待确认候选与模型匹配的平均情况； 

 词中最小的音素级后验概率得分，该特征反映待确认序列中置信度

水平最低的部分； 

 词图中与词候选处于并列位置的其它词候选个数，一般说来，竞争

词的数目越多，候选词的可靠性就越低； 

 词图中，在并列位置包含当前候选词的路径的条数，候选词在不同

路径的并列位置中出现的次数越多，说明它越可靠； 

 词结束时搜索空间中的活动路径的数目。 

 

不同置信度特征的确认性能如图 3.5中的 ROC曲线所示，曲线越靠近

坐标轴说明确认性能越好。图中共有 4 条曲线 A、B、C、D：曲线 A 是仅

使用声学层置信度特征的结果；曲线 B仅使用了分析理解层的置信度特征；

曲线 C结合了声学层和分析理解层的特征；而曲线 D则是综合了声学层、

分析理解层和韵律边界信息三类特征后的确认结果。明显地可以看出：曲

线 B比曲线 A更加靠近坐标轴，说明分析理解层的置信特征其确认性能要

优于声学层特征；曲线 D 最接近坐标轴，说明了综合三类置信度特征可以

取得更优的语义概念确认性能。 
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图 3.5 不同置信度特征下的语义概念确认性能 

为了进一步的比较，再使用特定错误拒绝率下的错误接受率来评测不同置

信度特征的确认性能。一般情况下，在语音确认任务中，对错误拒绝率（FRR）

要求较高，FRR不能太大，否则正确候选的损失过大，会带来很坏的负面影响，

因此我们更加关心 FRR 较低的情况下，错误接受率（FAR）的大小，表 3.4 给

出 FRR为 5%和 10%时 FAR的情况。 

表 3.4 错误拒绝率为 10%和 5%时语义概念的错误接受率(%) 
（其中 1表示声学层特征，2表示分析理解层特征，3表示韵律边界特征） 

置信度特征 
错误接受率 

（错误拒绝率=10%)
错误接受率 

（错误拒绝率=5%) 

(1) 46.8 60.0 

(2) 42.7 54.1 

(1, 2) 33.8 43.6 

(1, 2, 3) 27.2 35.5 
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从表 3.4中的结果表明，分析理解层的置信度特征在语义概念确认方面

比声学层特征更加有效，而两种特征结合后大大了提高确认性能，如果在

这两类特征的基础上在加入基于韵律信息的置信度特征可以进一步提高语

义概念的确认能力。 

3.5.2 实验二：加入语义概念确认后对话系统的理解性能 

表 3.5 加入语义概念置信度确认后的理解性能(%) 

 替换错误率 插入错误率删除错误率 总的槽错误率 

无确认 6.83 24.50 6.83 38.16 

加入语义概念确认 3.33 8.07 14.65 26.05 

错误率下降 － － － 31.7 

在语音理解模块之后，加入语义概念进行置信度确认能够提高系统的

整体理解性能，实验结果如表 3.5所示。通过调整置信度阈值，保证语义概

念错误拒绝率为 5%时得到表 3.5 的结果，从中看出经过语义概念确认后，

替换错误和插入错误大大减少，尽管删除错误有所提高，但总的语义槽错

误率还是有了较大的改进，错误率下降达到 31.7%。 

3.5.3 分析与讨论 

本章的主要工作是针对语义概念的特点，提出新的置信度特征——分

析理解层的置信度特征和韵律边界特征。实验结果表明：新特征具有较好

的语义概念的确认性能；另外，新特征与原有的声学层置信度特征来自不

同的知识源，从不同的方面评价待的语义确认概念的可靠程度，因此，它

们的作用可以相互叠加，综合使用三类特征后的语义概念的确认性能进一

步提高。 
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3.6 小结 

语义概念的置信度确认在口语对话系统中非常重要，它能够减少识别

错误对后续对话过程的负面影响，是近年来口语对话系统研究的一个热点。

本章在基于语义概念的语音理解框架之上，针对语义概念，从分析理解层

面提出新的置信度特征，并将韵律边界信息作为一种新的特征引入语义概

念的置信度打分中。实验结果表明分析理解层的置信度特征优于声学层置

信度特征；将声学和分析理解层的置信度特征结合后，确认性能要优于单

独使用一种特征；在上面两类置信度特征的基础上加入韵律边界信息后，

进一步提高了语义概念的确认效果。另外，实验结果还表明，在语音理解

之后加入语义概念的确认，可以提高系统的理解性能。 
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第4章  待登录关键词的发现及其语义类属性标注 

待登录关键词是指对话系统词表没有覆盖的，但又确实是该领域对话中常

用到的那些关键词。对于对话系统的词表而言，待登录关键词可以认为是“新

词”，但相对于一般领域的字典而言，这些词并不新，因为它们大部分都被字典

收录。因此，这里所谓的待登录关键词与自然语义理解领域的新词意义有所不

同：在自然语义理解领域，新词指那些在字典中都没有收录过，但又确实能称

为词的那些词，最典型的代表就是人名。本章中下文其后部分为了表述方便可

能会用到 “新词”这一概念，如无特殊说明均指待登录关键词，而不是自然语

义理解领域的新词概念。 

在很多对话系统中，词表不仅仅起到字典的作用，还定义了词语的语义信

息，例如，EasyFlight的词表不仅规定了航班信息领域常用的词语，还将词语按

照一定的语义类属性加以组织，这样便于在文法中直接使用语义类作为终结符，

编写规则[51]。本章的主要目标是通过发现待登录关键词并自动标注其语义属性，

将其添加到词表相应的语义类中，不断完善对话系统的词表，以使现有文法可

以分析理解更多的语句，避免因为出现词表以外的词而引起的识别错误和分析

失败。 

本章的内容安排如下：第一节说明待登录关键词发现及其语义类属性自动

标注的研究背景和研究意义；第二节简单介绍相关方面的研究；第三节介绍待

登录关键词发现的方法；第四节中重点说明如何确定待登录关键词的语义属性；

第五节给出实验结果和分析；最后，第六节总结本章内容。 

4.1 研究意义 

4.1.1 背景对话系统 

本章内容以口语对话系统 EasyFlight为研究背景。EasyFlight系统定义词表

时充分考虑了词的语义含义，目前词表规模为 400 左右，初分成 100 左右的语

义类，每一个语义类都有对应的语义解释。换句话说，词表中的词一旦被识别

出来，就可以根据它所属的语义类了解其语义含义。 
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表 4.1给出了一些语义类的定义和属于该类的词语举例。 

表 4.1  EasyFlight中词类的定义和举例 

语义类名 举例 

mat_city_name 北京 

mat_airline_abbr 南航 

mat_time_of_the_day 上午 

tag_to 到 

tag_exist_or_not 有没有 

tag_how_many 多少 

ato_week 礼拜 

ato_1to6 
六 

（表示周日期的数字） 

待登录关键词发现及其语义类属性自动标注就是要确定待登录词的语义类

属性，以便将它们直接添加到词表中正确的语义类下。 

4.1.2 研究意义 

待登录关键词发现和语义类属性标注的主要目的可以概括为以下两个方

面： 

第一，集外词对识别有较大的负面影响，更何况很多待登录关键词是系统

理解用户意图时不可忽略的部分，直接影响到能否正确地获取句子语义，因此，

将待登录关键词添加到词表中正确的语义类中可以改进对话系统的性能； 

第二，对话系统应该通过实际应用中不断完善，发现待登录关键词并确定

其语义类属性是其中的一个方面。 

4.1.2.1 影响语音理解性能的关键因素 

对话系统的领域特点决定了它的词表规模有限，而且在词表设计阶段，很

难考虑到所有可能的情况，设计出来的词表难免出现覆盖度不够的问题：这一

方面是由于设计人员的经验不足，另一方面也是口语的灵活性和多样性造成的。
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于是，在实际应用中，识别器不可避免地会遇到词表中不存在的词语，这些集

外词本身不能被系统理解，还会还影响到与它相邻的集内词的识别效果。识别

时加入 OOV模型可以解决集外词对集内词的识别影响，但是要从根本上解决集

外词引起的理解错误还需要依靠词表的不断完善，这里所谓的词表完善，不仅

是将新词加入词表，还要将其加入正确的语义类中，以保证后续语言理解模块

可以正确理解其语义。 

在基于语义概念的语义理解框架下，词表的完善还有另外一层更重要的意

义，那就是保证语义概念知识能在识别搜索中起到更好的指导作用。例如，“从

北京至广州”中的“至”是集外词，这使得“从北京至广州”不符合描述地点

概念的有限状态网络，识别搜索到达“至”这个词结尾后，后面可以扩展哪些

词，没有任何指导信息；如果将“至”加入词表中“tag_to”类下，那么“从北

京至广州”就完全符合地点概念的有限状态网络，该候选路径在所有搜索路径

中将处于更加有利的位置。 

另外，在对话系统中，待登录关键词的发现有助于文法规则的完善。一些

新词在原有的词表中找不到合适的语义类，这些词的发现对于新规则的产生有

着积极作用。 

4.1.2.3 对话系统不断完善的需要 

一般说来，对话系统刚刚设计完成时，性能并不理想，这是因为对话系统

在开发设计初期无法模拟真实的运行环境，只能根据经验和有限的领域数据设

计词表、文法，声学模型的训练也缺少足够的真实数据。对话系统想要真正达

到理想的效果，需要在实际应用的过程中，不断地完善系统、提高性能。图 4.1

是对话系统在实际应用的过程中不断完善的示意图，系统原型（prototype）实际

使用后，可以收集很多极有研究价值的真实语料和对话实例，从中可以发现影

响系统性能的主要问题。通过分析系统存在的不足，研究相应的解决方案，并

利用真实数据对声学模型、语言模型、词表、文法进行更新，用改进后的对话

系统替代原来的系统。重复上面的过程，可以逐渐提高对话系统在实际应用中

的性能。待登录关键词的发现并标注其语义类属性是改善对话系统性能的一个

重要举措。 
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图 4.1 对话系统在应用中不断完善的示意图 

4.2 相关研究 

在详述本文提出的待登录关键词发现及其语义类属性标注方法之前，先对

相关方面的研究作一个简单介绍。 

在基于规则的语言理解方法中，规则的设计是非常重要的一步，也是需要

花费较多时间和精力的一步。为了更快的设计领域文法，研究人员希望利用数

据驱动的方法，从实际语料中自动获取词类、短语的表达方式，甚至全部的文

法规则。McCandless和 Class提出根据 bigram分布的相对墒（relative entropy）

来合并词类的想法[88]。Helen等人在这个想法的基础上进一步深入研究，提出根

据 bigram分布的 K-L距离（Kullback-Liebler Distance）合并词类，并根据词与

词之间的互信息（Mutual Information，即MI）来获取短语表达方式，进而得到

文法规则的方法[89][90]。下面，简单介绍这一方法。 

自动获取词类和文法规则的过程是一个聚类过程：初始状态时，将词表中

每个词单独看作一类，然后，从时间和空间两方面对初始的词类不断进行合并，

称为时间聚类（temporal clustering） 和空间聚类（spatial clustering）。合并过程

进行一定次数后，可得到描述短语表达和句子表达的规则。 

1) Temporal clustering合并那些总是一起出现的词，如 “show”和“me”

被合并成“show me”。Temporal clustering时考虑两个词（e1, e2）之间的互信息，

即计算 
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每次聚类将MI分最高的两个词聚在一起，认为这它们经常一起出现。 

 2) Spatial clustering 会合并那些具有相同上下文的词，例如“Toronto”和

“Tampa”（两个城市名），Spatial clustering时考虑两个词的 bigram分布之间的

K-L距离，即 
( ) ),(),(, 212121

rightrightleftleft ppDivppDiveeDist +=  

其中 
( ) ( ) ( )122121 , ppDppDppDiv += ， 

而 D(p1||p2)就是两个词 bigram分布的 K-L距离[90]，每次聚类时将距离最小的两

个词聚在一起，因为它们出现的上下文环境非常相近。 

本章提出的待登录关键词的语义类属性标注是为新词在原有的词表中找到

相应的语义类，从这一点上说，与 Spatial clustering 的目的有些类似，spatial 

clustering 也是将具有相同上下文的词合并在一起。但是，对于那些出现次数比

较少待登录关键词，Spatial clustering的效果不太理想，因为 Spatial clustering完

全根据上下文来聚类，而出现次数少的关键词的上下文偶然性比较大。 

4.3 待登录关键词的发现 

本章提出的待登录关键词发现及其语义类标注方法应用于实际语料的标注

文本之上。识别器对自然语音的识别性能本来就不够理想，再加上集外词的干

扰，含有集外词的语句识别效果普遍较差，因此，我们无法直接使用识别器输

出的文本作为待登录关键词发现的依据，而是在标注文本的基础上发现新词，

并确定其语义类属性。但是，为了减少标注的工作量，可以根据句子的置信度

打分，有选择性标注数据，只对那些整句置信度得分较低的句子进行标注，从

中发现待登录关键词。 

待登录关键词的发现主要依靠现有文法对语句的分析结果，并借助通用汉

语词法分析系统 ICTCLAS[91]给出的词法分析结果。EasyFlight中采用改进的自底

向上的分析算法[51]，能够输出部分分析结果，没有输出的部分对于系统来说就

是待登录关键词或者它们的组合。文法分析给出的待登录关键词是否准确还要

进一步结合通用词法分析器的分词结果。 



第 4章 待登录关键词的发现及其语义类属性标注 

- 62 - 

下面举例说明待登录关键词发现的过程，如图 4.2所示。分析器对句子“五

月一号飞往北海的有没有”的分析结果表明“往”是一个新词，但是词法分析

系统的分词结果认为“飞往”是一个词，此时，我们认定这句话中的待登录关

键词是“飞往”而不是“往”。 

 

date_time 

unknown
往 

mat_city_name
北海 

 
的 

 
有没有 

tag_to 
飞 

 
五月一号 

info_fromto

例如：五月一号飞往北海的有没有 

文法分析

的结果： 

五月/一/号/     飞往 /           北海/       的/     有/没/有/  
词法分析的

分词结果： 

filler_word query_exist 

new_word

 

图 4.2 待登录关键词发现举例 

4.4 标注待登录关键词的语义类属性 

确定待登录关键词的语义属性包括三个步骤：首先，根据待登录关键词在

句子中的上下文关系，推测新词最有可能的词类属性；然后，根据对推测得到

的词类属性进行可靠性评价；最后将语义属性足够可靠的待登录关键词添加到

词表中。 

4.4.1 推测待登录关键词的语义类属性 

推测待登录关键词的语义类属性的前提是词表中存在与新词同属于一个语

义的词。如果新词在原有的词表中找不到一个与它意义相近的词，那就无从知

道新词的语义含义。 

被语义文法成功分析的语句是标注待登录关键词语义属性的基础。这里所

谓的“成功分析”是指句子中所有的成分都可以归结成语义概念，不存在无法

归结的部分。对于那些被成功分析的语句，保存它们的分析结果，得到一个知

识库，利用这个知识库可以推测待登录关键词的语义类属性。知识库中的内容

如图 4.3 所示，包括两个层次的内容：一是句子级的模板，即语义概念组成的

序列，句子模板前的 ni 表示该句子模板在知识库中出现的次数；二是语义概念

级的模板，即词表中的语义类组成的序列，概念模板前的 ni 表示当前的语义概
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念模板在知识库中出现的次数。 

… 

句子级：(n1) <start><demand><date_time><info_fromto><end> 
(n2) <start><demand><tag_book><ticket_num><info_fromto><ato_ticket><end> 

 
概念级：[info_fromto] 

(n1) <start><tag_from><mat_city_name><tag_to><mat_city_name><end> 
(n2) <start><tag_to><mat_city_name><end> 

… 

…
…  

图 4.3 知识库中的内容 

对含有待登录关键词的语句进行语义分析，可以得到待登录关键词所处的

上下文关系，如下： 

<Conceptpre><Unknown><Conceptnext> 

Unknown表示待登录关键词，Conceptpre 和 Conceptnext是待登录关键词前后的两

个语义概念。这里所谓的语义概念在第三章 3.3.1节定义的基础上，又增加了两

种，分别是句子开始<start>和句子结尾<end>。根据新词所处的语义概念级上下

文关系推测新词的语义类属性，分为两种情况： 

(1) 如果 Conceptpre与 Conceptnext表示同一个概念 A，则新词是描述概念 A

用到的语义类； 

(2) 如果 Conceptpre和 Conceptnext是两个不同的概念，那么新词可能是描述

Conceptpre用到的语义类，也可能是描述 Conceptnext用到语义类，还可能对应一

个独立的语义概念。 

确定待登录关键词所属的语义概念后，将含该词的概念分析结果与知识库

中的概念级模板进行匹配，可以推测待登录关键词的候选语义类属性。 

下面用简单的例子说明推测语义类属性的过程。在句子“⋯⋯星期六自西

安回北京⋯⋯”中，“自”是一个待登录关键词，对这句话的语义分析结果如图

4.4 所示。词“自”是处于概念“date_time”和“info_fromto”之间，从下面三

种情况考虑这个新词的语义类属性： 

1) 新词本身就对应一个独立的概念 A，它是描述概念 A用到的某个语义类； 

2) 新词是描述概念“date_time”用到某个语义类； 

3) 新词是描述概念“info_fromto”时用到的某个语义类。 
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sub_from 

ato_1_6 

六 星期 西安 

sub_week_day 

ato_week unknown mat_city_name

自

info_fromto 

sub_to 

北京 

tag_to mat_city_name 

回⋯⋯ ⋯⋯ 

date 

date_time 

 

图 4.4 含有新词的语句的分析结果 

对于第一种情况，先根据公式（4-1）推测待登录关键词所属的概念 

),|(maxarg_ nextpreConceptwordnew ConceptConceptConceptpConcept =  ( 4-1 )

其中 ),|( nextpre ConceptConceptConceptp 是通过知识库中句子级模板得到的，如果

（Conceptpre，Concept，Conceptnext）（其中 Concept 可以除了概念“date_time”

和“info_fromto”以外的任意语义概念1）这样的三元组在句子模板中不存在，

那么新词不属于任何概念，从而推测它是一个垃圾词。 

确定待登录关键词所属的语义概念后，将含有该词的概念分析结果与知识

库中的语义概念级模板进行匹配，可以得知新词对应语义类属性。例如，在第

三种情况下，新词“自”是描述概念“info_fromto”用到的语义类，含有新词的

部分分析结果与知识库中“info_fromto”的概念模板匹配，最佳匹配结果如下： 
 <start><unknown><mat_city_name><tag_to><mat_city_name><end> 
<start><tag_from><mat_city_name><tag_to><mat_city_name><end> 

 
根据最佳匹配即可推测出新词对应的语义类属性，例如上例中“自”对应

语义类<tag_from>。如果存在多个最佳匹配，对一个新词可能会推测出多个语义

类属性，此时根据下面的公式选取可能性最大的语义类 

 ),|(maxarg_ nextpreCwordnew CCCpC =  ( 4-2 )

                                                        
1在航班信息领域，概念“date_time”和“info_fromto”出现的频率比其他概率要高很多，并且它们几乎可
以出现在句子的任何位置，因此，如果三元组(Conceptpre, Concept, Conceptnext)中 Concept考虑这两个概念，
那么公式(5-1)在大多数情况下会得到“date_time”或者“info_fromto”，而真正的正确结果无法在竞争中胜
过这两个概念。当然，这样做会带来另一个问题：如果新词是 “date_time”或者“info_fromto”概念用到
的语义类，并且不需要结合其他词，自己本身就是一个完整的语义，那么可能会无法正确推测这些词的语

义类属性。庆幸的是，这类词比较容易总结，原有词表中已经相当完备了。 
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式中 Cnew_word表示推测出的语义类属性， preC 表示新词前面一个词的词类属

性， nextC 表示新词后面那个词的词类属性， ),|( nextpre CCCp 从前文所说的知识库

中（考虑概念级的模板）获取，计算方法如公式（4-3）所示，N 表示词表中语

义词类的数目，#(Cpre, C, Cnext)表示“Cpre C Cnext”出现的次数。 

 ∑
=

= N

i
nextipre

nextpre
nextpre

CCC

CCC
CCCp

1
),,(#

),,(#
),|(   ( 4-3 )

在上面的三种情况下，都可以为待登录关键词推测出一个候选语义类属性，

下一节的语义类属性确认步骤中将去掉那些不可靠的候选属性。 

4.4.2 待登录关键词的语义类属性的确认 

上一小节中根据待登录关键词所处的上下文位置推测出它们可能的语义类

属性，本节对推测的结果进行可靠性评价，从中选择置信度分数足够高的结果。

这一步非常重要，因为只有将待登录关键词添加到正确的语义类中，才能起到

提高系统性能的作用，否则反而会给系统带来负面的影响。 

受到语音确认的启发，我们可以通过对推测结果的确认来保证其正确性。

确认时，主要考虑两个方面的特征： 
1) 推测结果的概率分：公式（4-2）中的 ),|( nextpre CCCp 表示在上下文是

preC 和 nextC 时，待登录关键词属于词类 C 的概率，这个概率分可以用来评价推

测结果的可靠程度，分数越大，推测结果就越可靠。实际中，我们把这个概率

分的阈值设为 0.5，得分小于这一阈值的推测结果认为是不可靠的。 

2) 待登录关键词的词性标注是否与它所属的语义类中其他词的词性标注一

致。用汉语词法分析工具 ICTCLAS 对原有词表进行词性标注，由此可知每个语

义类的词性分布，例如在词类“mat_city_name”中，所有的词都是名词，如果将

某个词性是动词的待登录词推测为“mat_city_name”类，那么这个结果就是非

常不可靠的。 

上述两个特征都符合要求的情况下，待登录关键词的候选语义类属性才能

被保留，如果所有的候选语义类属性都不能通过确认，那么这个待登录关键词

的词类属性为未知（Unknown）。 
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4.4.3 在词表中添加待登录关键词 

当某个待登录关键词在语料文本中出现的次数大于等于 N 时，考虑将该词

加入词表中。待登录关键词每出现一次，都可以根据其出现的上下文关系推测

出它的候选语义类属性，相同的词出现 N 次出现后，通过投票的方式，选出票

数最多的候选语义类属性作为新词的语义类属性。后面的实验中，N取值为 3。 

待登录关键词发现及其语义类属性自动标注的整个过程如图 4.5所示。 

 

语义概念分析

从语料库读入句子

分析成功？
是 

更新 
知识库 新词发现

分词 
词性标注 

推测语义类属性

新词出现次数>N

语义类属性确认

否 

是 否

添加到词表

从语料库中
删除这一句 

知识库 

语料库处理完毕

结束

是

否 

开始

 

图 4.5 待登录关键词的发现及其语义类属性标注的过程 



第 4章 待登录关键词的发现及其语义类属性标注 

- 67 - 

4.5 实验结果与分析 

4.5.1 实验结果 

实验数据： 

EasyFlight原型系统完成之后，为了进一步测试系统性能，我们又收集了一

部分领域内的人人对话语料，并从中选取 900 个用户的语句，这部分数据是待

登录关键词发现及其语义类标注的实验数据。 

分析这批数据发现，900个句子中有 42.5%的句子都含有待登录关键词，待

登录关键词共有 109个，其中包含地点名词 38个（城市名、省名或者国家名）。

对于地点名，对照地名字典可以比较容易地确定其语义类属性，这些词的语义

类属性自动标注结果可以认为是百分之百正确，所以在评价待登录关键词语义

类属性的自动标注结果时，把地点名词排除在外。这样，测试数据中的待登录

关键词的数目有 71个。 

评价标准和实验结果： 

对于系统现有的词表来说，待登录关键词可以分为两种情况： 

1) 可以被直接划分到词表中已有的语义类中； 

2) 不属于当前词表中的任何语义类。 

81.7%的待登录关键词属于情况 1，评价这些词的语义类属性的标注结果是

否正确直接看它是否被划分到正确的词类中即可；而对于情况 2，如果待登录关

键词被划分到未知类，就可以认为该词的语义类属性标注正确，否则认为标注

错误。 

经过语义类属性的自动标注，91.5%的待登录关键词可以正确地添加到词表

中相应的语义类中。在词表完善前后，分别对 900 个句子进行识别测试，以此

考察待登录关键词发现和自动标注策略对系统性能的影响。结果表明：词表更

新前，音节识别的正确率只有 65.9%，而通过发现和标注待登录关键词自动更新

词表之后，音节识别的正确率提高到 74.8%，这说明待登录关键词的发现及其语

义类属性的自动标注有利于对话系统识别性能的提高。 

4.5.2 分析与讨论 

尽管待登录关键词语义类属性标注的正确率达到 91.5%，我们还是担心那些
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错误添加的关键词会不会给识别带来较大的负面影响。通过分析结果，发现出

错的 6 个待登录关键词都可以被原词表的语义类覆盖，但是标注过程没有正确

地得到其对应语义类，其中有 2 个词划分到垃圾词类中，另有 3 个词划分到未

知类，只有 1 个词错分到其它语义类中。划分到垃圾词类和未知词类的新词不

会出现在描述语义概念的文法规则中，不会干扰语义概念对识别搜索的指导作

用，因此不会对识别性能带来负面影响，也不会对语义理解造成什么负面影响，

只是无法理解这些新词的语义而已。 

对于那些当前词表无法覆盖待登录的关键词，本章提出方法将它们直接划

分到未知类。事实上，这类词中很大一部分对于正确理解句子语义还是非常重

要的，它们也是有语义的，例如“每天”、“回程”、“别的”，这些词的发现提示

我们要在词表中添加新的语义类，并在文法中添加相应的规则。 

4.6 小结 

本章针对口语对话系统设计初期关键词表不够完善的问题，提出待登录关

键词的发现及其语义类属性自动标注的方法。对含有待登录关键词的句子进行

语义分析，得到部分分析的结果，结合句子的词法分析可以确定待登录关键词，

随后根据待登录关键词出现的上下文关系推测该词在词表中可能对应的语义

类，经过语义类属性的确认后得到待登录关键词的语义类属性，并将其添加到

词表。待登录关键词发现和自动标注的策略让系统具有一定的自学能力，使系

统可以经过实际测试和应用不断完善词表；更重要的是，词表的完善使得原有

规则可以覆盖更多的语义概念表达方式，从而提高语音理解的性能。 
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第5章  总结与展望 

5.1 论文工作总结 

本文针对口语对话系统中语音识别任务的若干难点，以语音理解作为研究

对象，在基于语义概念的语音理解框架、语义概念的置信度确认及待登录关键

词的发现和自动标注方面进行了初步的探索和研究，提出了一些新方法、新策

略，并通过实验证明了其有效性，同时也为对话系统中语音理解领域的深入研

究奠定了一定的基础。 

概括来说，本文的工作重点和贡献主要体现在如下几个方面： 

(1) 提出基于语义概念的语音理解框架 

针对口语对话系统中语音识别性能不佳的问题，提出了以语义概念为核心

的语音理解框架。新的语音理解框架下，上层语义概念知识机及早地引入到识

别搜索中，而识别和理解两个步骤也更加紧密地结合在一起，成为合一的过程。

该框架利用规则描述语义概念知识，避开领域数据收集和标注困难的问题；另

外，它具有良好的可扩展性，可以很方便地在识别中引入对话上下文知识，进

一步提高识别性能。实验结果表明：在基于语义概念的语音理解框架下，对话

系统前端识别的性能大大提高，语义概念内部的音节识别正确率达到 90.11%；

语义概念识别和理解和一体化过程提高了理解的鲁棒性，使得最终的语义槽正

确率达到 86.33%。 

(2) 提出分析理解层的置信特征和韵律边界特征用于语义概念确认 

语义概念是整个对话系统中核心内容，为了减少语义概念错误对系统后续

模块（主要是对话管理和应答生成模块）的负面影响，本文主要从特征方面着

手，研究语义概念的置信度确认方法。在语音理解框架下，针对语义概念从分

析理解层面提出新的置信度特征，并将韵律边界信息作为一种新的特征引入语

义概念的置信度打分中。实验结果表明：分析理解层的置信度特征优于声学层

置信度特征；将声学层和分析理解层的置信度特征结合后，确认性能要优于单

独使用一种特征；在声学特征和分析理解层特征的基础上再加入韵律边界信息

后，语义概念的确认效果得到进一步提高。 
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(3) 提出待登录关键词的发现及其语义类属性的自动标注 

考虑到对话系统设计初期关键词表不够完善的问题，提出发现待登录关键

词并自动标注其语义类的策略。对含有待登录关键词的句子进行语义分析，得

到部分分析的结果，并结合句子的词法分析确定待登录关键词，随后根据待登

录关键词出现的上下文关系推测该词在词表中可能对应的语义类，经过语义类

属性的确认最终确定待登录关键词的语义类属性，并将其添加到词表。待登录

关键词发现和自动标注让系统具有一定的自学能力，使系统可以经过实际测试

及应用不断完善词表；更重要的是，词表的完善使得原有规则可以覆盖更多的

语义概念表达方式，从而提高了系统的语音理解性能。 

5.2 下一步研究的展望 

本文虽然在对话系统的语音理解方面进行了一些初步研究，提出了一

些新方法和新思路，取得了一定的成果，但同时也发现了一些不足之处。

下面将指出这些不足点，以及计划进一步深入开展研究的若干方向。 

(1) 统计方法在语音理解框架中的应用 

在本文提出的基于语义概念的语音理解框架中，语义概念知识是通过

规则的方式引入识别过程并指导搜索的。事实上，统计的方法应该可以跟

规则方法相结合，进一步提高语音理解的性能。对话系统设计人员在深入

了解领域特点的基础上，总结出描述语义概念的文法。尽可能地覆盖所有

的表达方式是设计人员在文法设计时的目标之一，因此，描述某个语义概

念的规则可能有很多，而每条规则的重要程度不尽相同。在实际数据中，

往往只有某些文法规则是概念表达中常用的，而另外一些规则用到的可能

性要小很多，规则的重要程度对于指导识别搜索也是十分有用的。遗憾的

是，传统的规则方法无法刻画这种规律，统计方法描述平均规律的特征应

该能够弥补规则方法的这一不足。针对实际数据的特点，如何将统计方法

应用到现有的语音理解框架中是进一步提高语音理解性能的一条重要途

经。 
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(2) 置信度得分在识别过程中的应用 

本文研究的语义概念确认将识别和确认分成两个步骤，即先识别后确

认，这种后确认的方法只能拒绝识别错误，无法提高识别率。如果能将语

音确认技术融入识别过程，以置信度得分为依据进行剪枝，及早地将错误

候选减掉，可以避免错误候选对原本应正确识别的候选所带来的负面影响，

保障原本受到干扰的正确候选最终可以被识别出来，从而起到提高识别率

的效果。如何将语音确认与语音识别过程更好的结合起来是今后语音识别

的研究方向。 

(3) 语义规则的自动学习 

对话系统中的语言理解以基于规则的方法为主，要设计出一个较好的

文法往往要花费较多的时间和精力，即使这样专家设计的文法也很难覆盖

领域内所有的表达方式。从语料库中自动或者半自动的学习领域规则能够

从实际的数据出发，经过对语料的处理逐步发现规律，这种方法得到文法

可以弥补人工设计文法的不足，甚至替代人工设计的文法，加速对话系统

的设计过程。本文提出了待登录关键词发现并对其语义类属性进行标注的

方法，如何将这一方法扩展到规则的（半）自动学习是下一步研究的方向。 
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