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Abstract

Abstract

In order to overcome some difficulties in the task of Speech Recognition
in spoken dialogue systems, some new methods and new strategies, which are
founded on recognition algorithm and speech verification, are proposed in
this dissertation involving the keyword search algorithm, dialogue context

guided on keyword recognition and the new features for speech verification:

1. Keyword dynamic verification. Based on the fact that the miss error of
a keyword is mostly due to the false alarm of another keyword, virtual OOV
model is proposed and adopted to verify the hypothesis immediately in
dynamic programming and to prune the wrong hypothesis as soon as possible,
so as to avoid the wrong hypothesis from having bad influence on the right
hypothesis. Experimental results show the keyword error rate is reduced by
10% at the same false alarm rate by using the keyword dynamic verification

technique.

2.Recognition strategy directed by the dialogue context knowledge. In
order to improve the recognition performance, a keyword recognition strategy
with the dialogue context embedded in it is proposed, including the expected
focus given by the dialogue manager, the active lexicon/rules determined by
the understander, and the recognition automata passed to the recognizer to
direct the keyword recognition. The strategy can achieve high recognition
performance and good robustness proved by the experimental results, which

shows that the strategy will work very well in spoken dialogue system.

3. Context dependent speech verification strategy. Though the analysis
of interaction effect of speech recognition results, it is found that the
confidence of the previous word and that of the following word will be a
guide to the confidence measure of the middle word, in this way, the context

dependent speech verification strategy will be concluded. A method is
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adopted that is integrating the confidence features of the middle word and its
context words into the context dependent confidence features of the middle
word, which reflects the context influence in speech verification algorithm.
Experimental results show the false rejection performance of the new strategy
is obviously better than the traditional context independent speech

verification strategy.

Keyword Keyword Recognition, Utterance Verification, Speech Recognition,
Spoken Dialogue System



ABSTRACT I
.......................................................................................................... 1

L1 1
O PP 1
PP 4
1 2 6
1.3 7
L 3. L 7
0 8
1 3.3 8
L 34 9
LA 10
L S 11
L S L 11
1 0. 12
L B 14
........................................................................ 15

2. L s 15
2.2 18
2.3 19
2. A s 20
........................................................................................ 24

B L s 24
PP 25
PP 27
B 28

-1V -



3.2.1
3.2.2
3.2.3
3.2.4
3.2.5
3.3
3.3.1
3.3.2
3.3.3
3.3.4
3.3.5
3.3.5
3.4
3.5
3.5.1
3.5.2
3.5.3
3.5.4
3.6

4.1

4.2
4.2.1
4.2.2

4.3
4.3.1
4.3.2

4.4
4.4.1
4.4.2
4.4.3



A D 65

PP 65
4.5.2 67
4.5.3 67
PP 68
BB 69
.................................................................... 71

0. L 71
3 PP 72
0. L 74
3T T 74
D 76
0 2. 77
0.3 78
0.3 L 78
5.3 2 80
0 80
3Tt PP 81
542 82
543 84
S A 85
DD s 85
................................................................................................ 87

B, 87
.2 88
.................................................................................................................. 90
.............................................................................................................. 99
........................................................................................................................ 100
................................................ 107

-VI -



Recognition)
Language Understanding)
Synthesis)

1.1

1.11

(Auto Speech

(Natural
(Speech

(Spoken Dialogue System)
EasyFlight>~ “ 7z



TRAINS I DARPA-Communicator [2] ARISE (3]
REWARD 41 VERBMOBIL 5]

MIT  SLS 1 cmu 1 Lucent-Bell
Bl oGl CSLU [10] LIMS| 22l
Erlangen-Nuremberg [13] ATR (141 Pphilips [25]
[16] [17]
[18] [19]

1-1



4—

G-



1.1.2

(anaphora)

Hugunin et alf?”]

Issar (%]
Jijo-21%2
[3]
1.3
(anaphora)
(ellipsis)

Microsoft Excel
WWW



Sasajima EUROPA!

(lattices) BTH4
[25]
TRIPS9 8% (Discourse Context)
(candidate
antecedents) Boros!?! (phrase spotting)

(partial parsing)
Wang [
LEAP(Language Enabled Application)

(ill-formed) (under-specified)

(confirmation strategies)

Deneckel?”] (communicative goal/CG)
Zanten %

(hierarchical slot structure/HSS)

(rigid)
Papineni®Y (forms)

Lin [32



Pargellist®*

(Automatic Dialogue Generator)

1.2

[34]

[35][36]

[37]

1-1



1-1

~ w N =
]
]
N
N

1.3

1.3.1

Mel
(MFCC Mel-Frequency Cepstrum Coefficient)®

(CMN

Cepstral Mean Normalization) [39][40]



1.3.2

(Speaker Independent)

(Context Dependent)

(HMM Hidden Markov Model)

400 1300

Zheng!*!!

1.3.3

N-Grams
N-Grams
N-Gram
August!?! Gustafson
229

LOADSTAR!"

35 57
(State Tying)
N-Gram
500
bigram
733

70



134

fisher

(Supported Vector Machine)

Lopez-Cozar et al [4®
Adaptive Confidence Threshold

(Understanding Rate)
(turn)

PADIS-XL[#4]



(lexicon-switching)

(prosody)[*!

Repairs)
/

1.4

EasyFlight”~

(2) (3)
(8)
(3)

35,000

EasyFlight

Seide

HMM
(FO Contour)!®

Spilkery*’]
/

dEar-Attendant””

“©0857”

(5)
(1)
(5)

-10-

(1)
(6)

(Speech

(7)
(2)
(6)



EasyFlight

1.5

151

1)

2)

3)

dEar-Attendant

-11 -

EasyFlight



4)

4L

e

L

-

I

I L

[ U j ‘ W } [ L J [: {}627}

X

1-2

1.5.2
1-2



1)

2)

3)

-13-

10%



1.6

-14 -



MFCC
CMN

2.1

(Ceptrum)
Lpccll

EasyFlight  dEar-Attendant

e (LPC)
Mel MFCCE®!
(pLp) 19

-15-



MFCC EasyFlight

dEar-Attendant MFCC
MFCC
Bark (0] MFCC MFCC
LPCC MFCC (381 1)
2) 3) Bark
4) N MFCC
N S, (n) t n
1 N-1 )
Eng(t) = log| > (n) (2-1)
n=0
Wilpon [51]

-16 -



«c - ) 30%

(LRA Linear Regression Analysis) (ARA
Auto-Regression Analysis)
LRA
LRA [>2]
ARC,(d)=G- D.n-CEP, (d), 1<d<D (2-2)

n=—n,

N, G

G=1/|>.n (2-3)

Delta Cepstrum B354

(differential cepstra)

DC, (d) = CEP,, (d)-CEP_, (d), 1<d <D (2-4)

EasyFlight  dEar-Attendant

1 12 MFCC

-17 -



2.2

MFCC

(CMN, Cepstral Mean Normalization)*14°]

MFCC

g

H-

2-1 CMN

2-1

-18 -

2-1




CMN [39][40]

CMN

2.3

(word) (syllable) (initial/final) (phone)

400 1300 [55]

35
[56][57]

(XIF, Extended
Initial/Final)*® 2-1 27

-19-



38 6 {a _o, _
_u,_v}
2-1 (581
(27) (38)
b,p, m, f,d,tn,lI, a, ai, an, ang, ao, e, ei, en, eng,
g, k, h,j, q, x, er, o, ong, ou, i, il, i2, ia, ian,
zh, ch, sh, z, ¢, s, T, iang, iao, ie, in, ing, iong, iou, u,
_a, o, e, I, u v ua, uai, uan, uang, uei, uen,
ueng, uo, v, van, ve, vn
10
3
triphone tri-XIF
2.4
CD Context-Dependent
XIF
CD-XIF
HMM
[59] 4
2-2
HMM

-20-



e ol

AT AR N \J\
IO N N N '\
AN AT AT
2-2 HMM
CD-XIF [60]
(1)
(2)
Baum-Welch
Forward-Backward [59](61]
(3)
(4)
Decision Tree %2 State Tying [l
[63]1[641[65][66]
[67][68]
- tri-XIF

-21-



tri-XI1F
tri-XIF

tri-XIF

tri-XIF

Baum-Welch

Baum-Welch
2-3 tri-XIF HMM

-22 -



h R;

Ls

h R,

Lo

h R;

Ly

shared

shared

HMM

2-3

-23-



Keyword Spotting

[70]

3.1

KWR Keyword Recognition

=24 -

KWS,

3-1



3-1

3.1.1

[71][72]

[74]

HMM

-25.-

[70]

[73]



Viterbi

Bourlard 1994

[75]

-26 -



3.1.2

X Y X
Y X [51]
X X Y X
X X Y X
X X (False Alarm)

(Accuracy Rate)

fa/kw/hr fa/kw-hr

(FOM Figure
of Merit)
NIST FOM
FOM — (pl + p2 +..+ pN +apN+l) (3_1)
10T
P, i T ( ) N
10T-1/2 a=10T-N FOM

-27 -



0 1 (
)
[76]
FoMm = (Pt Potet Py)
10
ROC(Receiver Operating Characteristic) [76]
ROC
3.2
[70]
418

tri-XIF (Cross-Word)

Viterbi

-28-

(3-2)

[77]



3.2.1

§‘ :

7"

/
3.2.2

(Lexical Tree)l’

-29.



3-3

/. W, -50

0)

-50
-25
O/ \. W2 50
o/ \. W -30
—> 0

\/I W, -30
-30
\. W -50

3-3
t s ( r) Qlt,s)
P(t,s) W (s)
alx s) s t
P(t,s)=P(t-1r)-q(x |$) (3-3)
Q(t,s)=P(t,s)-W(s) (3-4)
3.2.3
EasyFlight  dEar-Attendant
(1) A B
1389
(2) 10 10 100 2000

-30 -



8k
ROC 3-4

[~ BTakE |

_________________________________________
1

--------------------------------------------------------

________________________________________________________
'
--------------------------------------------------------

06 08 1 12 1.4
IBEE (falkwih)

0.2 0.4

3-4

3.24

ROC 80.3% 0.76

(1) |

-31-



2) 1

(3) I
4 v
3-5
~_AAA s
bian cui gu fen
I 11
e A~ D
gu fen liu
i v
(@)
35
30
25 — (@1
20 — —1 (m11
15— — (B
10— — |mIv
5 —1 -
0
(b)
3-5
(a 4 b 4 )
3-5 I 1 v



72.6% 72.6%

394 51.0%

3.25

3-4 ROC

3.3

-33-



3.3.1

[731[78][79]

-34-



3.3.2

X W P(W|X)
_PW)P(X [W)  PW)P(X |W) ]
POV %)= P(X) > TPW)P(X |W) (3-3)
P(X) X
P(X) P(X)
P(X)
X P(X)
X

X ={X, %, %}  P(X)

P(X)=> PW)P(X |W) HZP P(x, |S) Hsz|s (3-6)

S (3-5) P(W|X) W
P(W|X) T

(0,1)

-35-



> P(x18)

m%::Px|sJ km@@xP&JS»zkw@E%P@JS»
S

(3-8)

3.3.3

(3-8)

log[Ns -Nis-gp(xt |S)]~ Iog[Ns \/WJ

~ log N +NLZIog P(x, |S)

s S

(3-7)

log P(X |W)>T(Iog(CV )) { ZsllogP X, |S }

teT

(3-9)
10000

-36 -

(3-8)

(3-9)

(3-10)

100
[0.1]



|og[ neZN:x J £, |og[@j (3-11)

'I:IE T T T T T T T T T
0.7 M/\ANWWWW\MW\N\/\
08} — 1

- 2

09t H -
n |I '. 1 - .-'. |‘I'.| .-Il e . l'll _-I-\. ” |III'.| .
'1 B I|I N ! . Il_" T

¢ o |I o W

_1 1 1 1 1 1 1 1 1 1 1

1] 10 20 30 40 a0 1] 0 il 90 100
3-6
3-8
(3-9)
logP(x|S) (3-9)
(3-10)

teT

>T(Iog(CV -Ns))+ Z{%ZN:Top({Iog P(x, |S)},n)—CN} (3-12)

teT n=1

>T(Iog(CV .NS)—CN )+ Z{%ZN:Top({Iog P(x, |S)},n)}

teT n=1

log P(X |W)>T(log(C" - N ))+ Z{Nizsllog P(x, | S)}

(3-12) Top({:-}.n) oo
(3-12)
N (3-12)

ch N

-37-



N (3-12)
(3-12)
log P(X |W)> Z{%ZTop({log P(x |S)}, n)} (3-13)
N
N N
t
N
(3-13)
log P(X |W)> {%iTop({log P(xt | g active )}n)} (3-14)
(3-14)
t N
P(X)
3.34 ooV
O0OV(Out of
Vocabulary)
oov
oov

-38 -



ooV ooV

ooV
ooV ooV
(3-15) ooV t
i (3-16) ooV t~t,
Qo (ti t )

oov 1 S all

S = WZTop({St } n) (3-15)
n=1
IJ

Qoov(t“tj):zstoov (3-16)

t=t;

{S;”‘” } t Top({Sf” } n)
S

ooV
(3-15) N N
StOOV N StOOV N StOOV N — 1
s = max({s" }) ooV
N

-39-



3.3.5

oov

oov

oov

3-7

oov

3-7

3.35

ooV

oov

oov

oov

-40 -



oov

418

ooV

oov

oov

-41 -



oov

5
Q™ (to.t) Q™ (t,.t)
oov ooV
_____________________ D —_—
Qoov(to t) Qoov(t0 t)
t, t t,
@ (b)
3-8 oov
3.4
1)t
2) (3-15) ooV
3)

-42 -




4) ooV

5) t=t+1  t 1
oov
3-8
1)
oov
ka(tmt)< Qoov(tmt)_ fiooam (3-17)
= ooV
2)
ooV

-43-



(3-18)

Q™ (t, 1) < Q™ (to,1)

3-2

ov

3-9

0]

oov

ooV

( oov

3-9

-44 -



3.5

ooV

MFCC
3.5.1
EasyFlight  dEar-Attendant
A B
1389
10 10 100 2000
8k
(1)
(2)
ROC ROC
3.5.2
3-10

ROC

- 45 -



ROC

ROC BHER

............................................. =
m | =
1 1 1 1 " 1 1 " nﬁ
= |
Rk
I,
42
THI
R L E
= =
K
o
...... = &
IH
|||||||||| L T S DU RN SRR SRR M
i =
|||||| [
=
-
[}
[}
(]

3-10

3-10

1)

2)

10%

6 7 8 9

3)

- 46 -



ROC

10%

3.5.3

rROC B

e 0
1 1 1 m 1 1 1 1 m
| | m m | | | | mw
R e e e ST - 1 [
1. Y
| | ¥ | | m | " o 4
A U T A 2
AT S H S ehes o
1 _|||||ﬂ_. " 1 " 1 1 ._._mJl_m D e
" L m 1 1 1 1 |”+| .Il.”v:lr
1 1 .+ 1 1 1 1 1 1 % W
'R T -
L w0 &
= )
i
#io
LS
..ﬂ..-
=
' ™
' (]
o o ® @ =
um] u] [ [ [

(%) =R

3-11

-47 -



ROC

tri-XIF
3-10

3.54

oov

3-11

ROC

66

oov

tri-XI1F

-48 -

ROC
3-10

3-11

3-11

ooV

ooV

ROC



3.6

10%

-49-

ooV



EasyFlight

4.1

dEar-Attendant

70

N-Grams

N-Grams

-50 -

80

20

60

HMM



[60]

N-Grams

[75]

-51-

(Template Matching)



N-Grams

N-Grams
N-Grams
N-Gram
N-Gram August!®! Gustafson 500

70 229 Bi-Gram

LOADSTARM! 733
C )
N-Grams
N-Grams
[80][81][82][83] ooV
N-Grams
N-Grams
N-Grams

N-Grams

-52.-



4-1

N-Grams

4.2

4.2.1

Initiative)

(Mixed Initiative)

(System Initiative)

-53-

(User



(expected focus)

4.2.2

-54 -



[84]

1)

2)

3)

4-1

N-Grams

-55-



4-1

i i iy
’

e e, -

(b)

@
N C)

||||||||||||||||||||||||||

4-1

-56 -



4.3

4-1

-57-

4-1(c)

4-1(a)

4-1(b)



4.3.1

4-2

N-Grams

4-2

N-Grams

4-2

dEar-Attendant

-58 -



4.3.2

1)

2)

3)

-59-



4)

4-2

4-2

4.4

EasyFlight

-060 -




4.4.1

1)

2)

EasyFlight

-61-

[84]



3)

4)

EasyFlight

-62 -



4.4.2

(| ) NAME

[\
N

-063-



4.4.3

-64 -

4-3



4.5

45.1

dEar-Attendant
dEar-Attendant

dEar-Attendant 110

-065-



8k

500
1) |
2) I
3) 1l
4) WY,
| I
1l WY,
|
1l
1l W,

oov

1)

2)

x100% (4-1)

x100%  (4-2)

- 66 -



45.2

4-3
4-3
1% 1% 1%
| 96.6 88.0 97.2
1 27.2 81.6 90.2

96.6%

90%

4.5.3

ROC

-67 -

27.2%



ROC

100 p-------

o B (%)

4-4

ROC g

- EEAAs
' — EIEAMATE S =8R8

40
a

4-4

45.4

4-4
30%

10 20 30 40 a0 B0
IS (%)

4-4

ROC

12

ROC
90%

- 68 -

71



4.6

50%

4-3

90%

4-4

-09 -

95%

ooV



1)

2)

3)

-70 -



5.1

80

(CM, Confidence Measure)

90
[78]

-71-

90

[731[78][79]



(Generalized Probabilistic Descent)
[73]

1)
2)
3)
51.1
(Acoustic Features) (Language Model Features)
( )(Word Graph Features or Word Lattice Features)
X P(W|X) W
P(W|X) (5-1)
PW)P(X W)  PW)P(X W)
P X) = 5-1
W) P(X) D PW)P(X |W) -1
P(X) X
P(X) P(X)
P(X)
(all-word network)["°18518e] P(X)
P(X)
P(X)

-72-



P(WIX) W

(all-phone network)®71881[89190]

P(X)

(frame level) (phone
level) (word level) 1)
2)

[91][92]

(Posterior Word Hypothesis Probability) P31 N-Best
(N-Best List Posterior Probability) [9511%!

[97]

[95][96]

(98]

-73 -



5.1.2

[99] [100]
[99][101] [102] Fisher
[103]
g(x)=w" -x+w, (5-2)
(5-2) d
X [X1, X2, ..., Xq]" d
w=[wy, Wa, ..., Wq] Wo
d
Fisher 1)
2) Fisher
Fisher
d
[103]
5.1.3
< N

-74 -



< N¢
< Ne
< Nee
<> Ne—C
(Confidence Error Rate) %4
CER = Ploe* e
N

(Cross Entropy)Y
CREP = %Z[aw log(c,) + (1—5,)log(L—c,)]

Cw w w
oy 0 N

(FRR, False Rejection Rate)

FRR = et

C

(FAR, False Acceptance Rate)

FAR = Necc

e

ROC(Receiver Operating Characteristic)

ROC
ROC

(EER, Equal Error Rate)

-75-

(5-3)

(5-4)

oy 1
CREP

(5-5)

(5-6)

ROC



FRR
FRR 5% 2.5%
FAR

5.2

1)
2)

5-1

5-1

-76 -



5.2.1

-77 -



5.3

5.3.1

g(X) = WP . xPe WL x

(5-7)

f [pre,cur,sub]

X[pre,cur,sub] _ WT . f [pre,cur,sub] w

(5-8)

g(x)=wP - (wT - fPe +W('))+ we -(WT SF W

(5-2)

cur

cur sub sub

F WX+ wy

0

(5-7) (5-9)

W W )+ w

. f pre +Wcur . .I:cur +Wsub . fsub)

_(Wpre +Wcur +WSUb)+WO]

-78 -

!

)

Fisher

(5-7)

Fisher

(5-8)

pre

sub

(5-7)

(5-8)

(5-9)



Wpre W fpre
w=|w*w|  f=]f* W, = W, ~(w"’e +w +w5“b)+ w, (5-10)

Wsub W fsub
(5-9) Fisher
Fisher Fisher

5-2

A
r A N N N

pre pre pre cur g cur cur sub £ sub sub
fl f2 ...fN fl f2 ...fN fl f2 ...fN

I
~ —

pre pre pre cur cur cur sub £ sub
fl fz ...fN + fl f2 ...fN + fl f2 e N

5-2

-79-



Fisher
Fisher

5.3.2

R

5.4

-80 -



5.4.1

dEar-Attendant

4.5.2
4-4 ROC
92% 35%
dEar-Attendant 110
45.1 2000
1000 1000

R

Fisher

(1)
(2)

-81-



5.4.2

Fisher

Fisher

ROC

34

30

20

25
HIREZT R (o)

15

10

5-3

ROC

ROC

ROC

5-3

ROC

-82-



5-1

5-1 25% 5%
15%
5-1
1% 1%
1% ( 5%)  ( 2.5%)
14.0 28.0 43.0
12.0 24.0 35.0
3 14.3 14.3 18.6

-83-



5.4.3

ROC

: : ' - : 3 @ :

A pemeee b s e~ = Y AR e

: .-J 1 ' 'E' 1 : : : :

) et R AR LR LR Foetees !
a4 X , , , :
a0 .- o e Kol SR RSN A Lo TR !
iy ; Lo ! ! ! : !
E . . : : :
o wrT f """" :
™ o ! ! ! ! ! ] !
08 A L S G S S

e | RREAREEIRL

e | — =RIA+ETIOERIEERD |

EI:I L L L L L L 1 ]

0 5 10 15 20 25 a0 5 40

R R (%)
5-4
ROC ROC 5-4
ROC
ROC
ROC

50 10% 15% ROC

-84 -



5.4.4

5.5

5-3

-85 -



1)
2)
3)

4)

-86 -



6.1

1)

2)

3)

ooV

-87-

10%



6.2

1).

1)

2).

1).

2).

1).

-88 -



2)

3)

N-Gram

Fisher
Fisher

-89 -

CFG

2).



[1]

[2]

[3]

[4]

[5]

[6]

[7]

8]

[9]

[10]

Allen J F, Schubert L K, Ferguson G M et al. The TRAINS project: A case study in
building a conversational planning agent. Technical Report 532, Dept. of Computer
Science, University of Rochester, Rochester, NY 14627-0226, 1994

Goldschen A, Loehr D. The role of the DARPA communicator architecture as a human
computer interface for distributed simulations. Technical report, MITRE Corporation,
1999

Os D E, Boves L, Lamel L, et al. Overview of the ARISE project. In: Proceedings of the
6th European Conference on Speech Communication and Technology (EuroSpeech).
Budapest, Hungary, 1999. 1527-1530

Failenschmid K, Thornton J H S. End-user driven dialogue system design: The
REWARD experience. In: Proceedings of the 5th International Conference on Spoken
Language Processing (ICSLP). Sydney, Australia, 1998. 37-40

Wahlster W. VERBMOBIL.: Translation of face-to-face dialogs. In: Proceedings of the
3rd European Conference on Speech Communication and Technology (EuroSpeech).
Berlin, Germany, 1993. 29-38

Zue V. Conversational interfaces: Advances and challenges. In: Proceedings of the 5th
European Conference on Speech Communication and Technology (EuroSpeech). Rhodes,
Greece, 1997. KN: 9-18

Rudnicky A. Creating natural dialogs in the Carnegie Mellon communicator system. In:
Proceedings of the 6th European Conference on Speech Communication and Technology
(EuroSpeech). Budapest, Hungary, 1999. 1531-1534

Lee C H. Spoken dialogue processing towards telecommunication applications. In:
Proceedings of International Symposium on Spoken Dialogue. Sydney, Australia, 1998.
43-50

Potamianos A, Kuo H K, Lee C H, et al. Design principles and tools for multimodal
dialog systems. ESCA Workshop: Interactive Dialogue in Multi-Modal Systems, 1999

Sutton S, Cole R, et al. Universal speech tools: the CSLU toolkit. In: Proceedings of the
5th International Conference on Spoken Language Processing (ICSLP). Sydney,
Australia, 1998. 3221-3224

-90-



[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

Lamel L, Rosset S, Gauvin J L, et al. The LIMSI ARISE system. In: Proceedings of IEEE
4th Workshop on Interactive Voice Technology for Telecommunications Applications,
Torino, Italy, 1998. 209-214

Lamel L, Rosset S, Gauvain J L, et al. The LIMSI ARISE system for train travel
information. In: Proceedings of International Conference on Acoustics, Speech and
Signal Processing (ICASSP). Phoenix, USA, 1999. 501-504

Gallwitz F, Aretoulaki M, Boros M, et al. The Erlangen spoken dialogue system EVAR:
A state-of-the-art information retrieval system. In: Proceedings of International
Symposium on Spoken Dialogue. Sydney, Australia, 1998. 19-26

Takezawa T, Yamamoto S. Dialogue processing in a speech-to-speech translation system
between Japanese and English. In Proceedings of International Symposium on Spoken
Dialogue. Sydney, Australia, 1998. 35-42

Aust H, Schroer O. Application development with the Philips dialog system. In:
Proceedings of International Symposium on Spoken Dialogue. Sydney, Australia, 1998.
27-34

Huang Y F, Zheng F, Xu M X, et al. Language understanding component in Chinese
dialogue system. In: Proceedings the 6th International Conference on Spoken Language
Processing (ICSLP). Beijing, China, 2000. 1053-1056

Huang C, Xu P, Zhang X et al. LODESTAR: A mandarin spoken dialogue system for
travel information retrieval. In: Proceedings of the 6th European Conference on Speech
Communication and Technology (EuroSpeech). Budapest, Hungary, 1999, 1159-1162

Meng H M, Tsui W C. Comprehension across application domains and languages. In:
Proceedings of the 2nd International Symposium of Chinese Spoken Language
Processing (ISCSLP). Beijing, China, 2000. 69-72

Lin B S, Lee L S. Computer-aided design/analysis for Chinese spoken dialogue systems.
In: Proceedings of the 2nd International Symposium of Chinese Spoken Language
Processing (ISCSLP). Beijing, China, 2000. 57-60

Hugunin J, Zue V. On the Design of Effective Speech-Based Interfaces for Desktop
Applications. In: Proceedings of the 5th European Conference on Speech Communication
and Technology (EuroSpeech). Rhodes, Greece, 1997. 1335-1338

Issar S. A Speech Interface for Forms on WWW. In: Proceedings of the 5th European
Conference on Speech Communication and Technology (EuroSpeech). Rhodes, Greece,
1997. 1343-1346

-91-



[22]

[23]

[24]

[25]
[26]

[27]

[28]

[29]

[30]

[31]

[32]

Asoh H, Matsui T, Fry J, et al. A Spoken Dialog System for a Mobile Office Robot. In:
Proceedings of the 6th European Conference on Speech Communication and Technology
(EuroSpeech). Budapest, Hungary, 1999. 1139-1142

Sasajima M, Yano T, Kono Y. EUROPA: A Generic Framework for Developing Spoken
Dialogue Systems. In: Proceedings of the 6th European Conference on Speech
Communication and Technology (EuroSpeech). Budapest, Hungary, 1999. 1163-1166

Kono Y, Yano T, Sasajima M. BTH: An Efficient Parsing Algorithm for Word-Spotting.
In: Proceedings of the 5th International Conference on Spoken Language Processing
(ICSLP), Sydney, Australia, 1998. 2067-2070

, 2003, 14(3)

Byron D K. Improving Discourse Management in TRIPS-98. In: Proceedings of the 6th
European Conference on Speech Communication and Technology (EuroSpeech),
Budapest, Hungary, 1999. 1379-1382

Boros M, Heisterkamp P. Linguistic Phrase Spotting in a Simple Application Spoken
Dialogue System. In: Proceedings of the 6th European Conference on Speech
Communication and Technology (EuroSpeech). Budapest, Hungary, 1999. 1985-1986

Wang Y Y. A Robust Parser for Spoken Language Understanding. In: Proceedings of the
6th European Conference on Speech Communication and Technology (EuroSpeech).
Budapest, Hungary, 1999. 2055-2058

Denecke M, Weibel A. Dialogue Strategies Guiding Users to Their Communicative
Goals. In: Proceedings of the 5th European Conference on Speech Communication and
Technology (EuroSpeech), Rhodes, Greece, 1997.1339-1342

Zanten G V. User Modelling in Adaptive Dialogue Management. In: Proceedings of the
6th European Conference on Speech Communication and Technology (EuroSpeech),
Budapest, Hungary, 1999. 1183-1186

Papineni K A, Roukos S, Ward R T. Free-flow Dialog Management Using Forms. In:
Proceedings of the 6th European Conference on Speech Communication and Technology
(EuroSpeech). Budapest, Hungary, 1999. 1411-1414

Lin B S, Wang H M, Lee L S. Consistent Dialogue Across Concurrent Topics Based on
an Expert System Model. In: Proceedings of the 6th European Conference on Speech
Communication and Technology (EuroSpeech). Budapest, Hungary, 1999. 1427-1430

-92.-



[33]

[34]

[35]

[36]

[37]
[38]

[39]

[40]

[41]

[42]

[43]

[44]

Pargellis A, Kuo J, Lee C H. Automatic Dialogue Generator Creates User Defined
Applications. In: Proceedings of the 6th European Conference on Speech Communication
and Technology (EuroSpeech). Budapest, Hungary, 1999. 1175-1178

Lussier F E, Morgan N. Effect of speaking rate and word frequency on pronunciations in
convertional speech. Speech Communication, 1999, 29: 137-158

Decker A M, Lamel L. Pronunciation variants across system configuration, language and
speaking style. Speech Communication, 1999, 29: 83-98

Greenberg S. Speaking in shorthand — a syllable-centric perspective for understanding
pronunciation variation. Speech Communication. 1999, 29: 159-176

, . . : . 1992

Davis, S B, Mermelstein P. Comparison of parametric representation for monosyllabic
word recognition in continuously spoken sentences. IEEE Trans. on Acoustic, Speech
and Signal Processing, 1980, 28(4): 357-366

Viikki O, Laurila K. Noise Robust HMM-based Speech Recognition Using Segmental
Cepstral Feature Vector Normalization. In: ESCA-NATO Workshop on Robust Speech
Recognition for Unknown Communication Channels, 1997. 107-110

Viikki O, Laurila K. Cepstral Domain Segmental Feature Vector Normalization for
Noise Robust Speech Recognition. Speech Communication 1998. 25: 133-147

Zheng F, Song Z J, Fung P, et al. Mandarin Pronunciation Modeling Based on CASS
Corpus. Sino-French Symposium on Speech and Language Processing, Beijing, China,
2000. 47-53

Gustafson J, Lindberg N, Lundeberg M. The August Spoken Dialogue System. In:
Proceedings of the 6th European Conference on Speech Communication and Technology
(EuroSpeech), Budapest, Hungary, 1999. 1151-1154

Lopez-Cozar R, Rubio A J, Garcia P, et al. A New Word-Confidence Threshold
Technique to Enhance the Performance of Spoken Dialogue Systems. In: Proceedings of
the 6th European Conference on Speech Communication and Technology (EuroSpeech).
Budapest, Hungary, 1999. 1395-1398

Seide F, Kellner A. Towards an Automated Directory Information System. In:
Proceedings of the 5th European Conference on Speech Communication and Technology
(EuroSpeech). Rhodes, Greece, 1997. 1327-1330

-03-



[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

Hakkani-Tur D, Tur G, Stolcke A, et al. Combining Words and Prosody for Information
Extraction from Speech. In: Proceedings of the 6th European Conference on Speech
Communication and Technology (EuroSpeech), Budapest, Hungary, 1999. 1991-1994

Yamashita Y. Keyword Spotting Using FO Contour Matching. In: Proceedings of the 5th
European Conference on Speech Communication and Technology (EuroSpeech). Rhodes,
Greece, 1997. 271-274

Spilker J, Weber H, Gorz G. Detection and Correction of Speech Repairs in Word
Lattices. In: Proceedings of the 6th European Conference on Speech Communication and
Technology (EuroSpeech). Budapest, Hungary, 1999. 2031-2034

Rabiner L R, Schafer R W. Digital Processing of Speech Signals. USA: Prentice-Hall,
Inc., 1978.

Hermansky H. Perceptual linear predictive (PLP) analysis of speech. J. Acoust. Soc. Am.,
1990, 87(4):1738-1752

Zwicker E. Subdivision of the audible frequency range into critical bands. J. Acoust. Soc.
Am., 1961, 33

Wilpon J G, Miller L G, Modi P. Improvements and applications for key word
recognition using hidden Markov modeling techniques. In: Proceedings of International
Conference on Acoustics, Speech and Signal Processing (ICASSP). Toronto, Canada,
1991. 309-312

Furui S. Speaker-independent isolated word recognition using dynamic features of speech
spectrum. IEEE Trans. on Acoustic, Speech and Signal Processing, 1986, 34(1): 52-59

Soong F K, Rosenberg A E. On the use of instantaneous and transitional spectral
information in speaker recognition. IEEE Trans. on Acoustic, Speech and Signal
Processing, 1986, 36(6): 871-879

Rabiner L R, Wilpon J G, Soong F K. High performance connected digit recognition
using hidden Markov models. In: Proceedings of International Conference on Acoustics,
Speech and Signal Processing (ICASSP), New York, USA, 1988. 119-122

: : . . , 1999,
10(4): 436-444.

Lee C H, Rabiner L, Pieraccini R, et al. Acoustic modeling for large vocabulary speech
recognition. Computer Speech and Language, 1990, 4(2): 127-165

-94 -



[57]

[58]

[59]

[60]

[61]
[62]

[63]

[64]

[65]

[66]

[67]

Young S J, Odell J J, Woodland P C. Tree-based state tying for high accuracy acoustic
modeling. In: Proceedings of ARPA Workshop on Human Language Technology. 1994.
307-312

Zhang J Y, Zheng F, Li J, et al. Improved Context-Dependent Acoustic Modeling for
Continuous Chinese Speech Recognition. In: Proceedings of the 7th European
Conference on Speech Communication and Technology (EuroSpeech), Alborg, Denmark,
2001, 1617-1620

Rabiner L R. A tutorial on hidden Markov models and selected applications in speech
recognition. IEEE Trans on Acoustic, Speech and Signal Processing, 1989, 77(2):
257-285

2001
, . . : . 1995

Breiman L, Friedman J H, Olshen R A, et al. Classification and regression trees.
Wadsworth, Belmont, CA, 1984

Bahl L R, Souza P V, Gopalakrishnan P S, et al. Decision trees for phonological rules in
continuous speech. In: Proceedings of International Conference on Acoustics, Speech and
Signal Processing (ICASSP). Toronto Canada, 1991. 185-188

Hwang MY, Huang X, Alleva F. Predicting unseen triphones with senones. In:
Proceedings of International Conference on Acoustics, Speech and Signal Processing
(ICASSP). Minneapolis, USA, 1993. 311-314

Reichl W, Chou W. Decision tree state tying based on segmental clustering for acoustic
modeling. In: Proceedings of International Conference on Acoustics, Speech and Signal
Processing (ICASSP). Seattle, USA, 1998. 801-804

Young S J. The general use of tying in phoneme-based HMM speech recognizers. In:
Proceedings of International Conference on Acoustics, Speech and Signal Processing
(ICASSP). San Francisco, USA, 1992. 569-572

Willett D, Neukirchen C, Rottland J, et al. Refining tree-based state clustering by means
of formal concept analysis, balanced decision treesand automatically generated
model-sets. In: Proceedings of International Conference on Acoustics, Speech and Signal
Processing (ICASSP). Phoenix, USA, 1999. 565-568

-05-



[68]

[69]
[70]

[71]

[72]

[73]

[74]

[75]
[76]

[77]

[78]

[79]

[80]

Beulen K, Ney H. Automatic question generation for decision tree based state tying. In:
Proceedings of International Conference on Acoustics, Speech and Signal Processing
(ICASSP). Seattle, USA, 1998. 805~808

, 1990

, 1 1 : :
1997

Renals S, Morgan N, Bourlard H M, et al. Connectionist probability estimators in HMM
speech recognition. IEEE Trans on Speech and Audio Processing, 1994, 2(1): 161-174

| I
, 2001.
Rose R, Paul D. A hidden Markov model based keyword recognition system. In:
Proceedings International Conference on Acoustics, Speech and Signal Processing
(ICASSP), Albuquerque, USA, 1990. 129-132

Bourlard H, Hoore B D, Boite J M. Optimizing Recognition and Rejection Performance
in Word- Spotting System. In: Proceedings of International Conference on Acoustics,
Speech and Signal Processing (ICASSP). Adelaide, Australia, 1994. 373-376

L 1 : , 2002

Rohlicek J R, Russel W, Roukos S, et al. Continuous Hidden Markov Modeling for
Speaker-Independent Word Spotting. In: Proceedings of International Conference on
Acoustics, Speech and Signal Processing (ICASSP). Glasqow, England, 1989. 627-630

( ), 2003, 7: 981-984

Feng M W, Mazor B. Continuous word spotting for applications in telecommunications.
In: Proceedings 2nd International Conference on Spoken Language Processing (ICSLP),
1992. 21-24

Cox S, Rose R. Confidence Measures for the Switchboard Database. In: Proceedings of
International Conference on Acoustics, Speech and Signal Processing (ICASSP), 1996.
511-514

Katz S M. Estimation of Probabilities from Sparse Data for the Language Model
Component of a Speech Recognizer, IEEE Trans on Acoustic, Speech and Signal
Processing, 1987, 35(3): 400-401

-06 -



[81]

[82]
[83]
[84]

[85]

[86]

[87]

[88]

[89]

[90]

[91]

[92]

[93]

Jelinek F. Self-organized language modeling for speech recognition. Readings in Speech
Recognition, Morgan Kaufmann, San Mateo, CA, 1991. 450-506

Jelinek F. Statistical Methods for Speech Recognition. The MIT Press, 1997.
o[ I ; , 1998

2002

Williams G, Renals S. Confidence measures from local posterior probability estimates.
Computer Speech and Language, 1999, 13: 395-411

Cox S, Dasmahapatra S. A high-level approach to confidence estimation in speech
recognition. In: Proceedings of the 6th European Conference on Speech Communication
and Technology (EuroSpeech), Budapest, Hungary, 1999. 41-44

Asadi A, Schwartz R, Makhoul J. Automatic modeling for adding new words to a
large-vocabulary continuous speech recognition system. In: Proceedings of International
Conference on Acoustics, Speech and Signal Processing (ICASSP). Toronto, Canada
1991 305-308

Young S R. Detecting misrecognition and out-of-vocabulary words. In: Proceedings of
International Conference on Acoustics, Speech and Signal Processing (ICASSP),
Adelaide, Australia, 1994. 21-24

Rivlin Z, Cohen M, A phone-dependent confidence measure for utterance rejection. In:
Proceedings of International Conference on Acoustics, Speech and Signal Processing
(ICASSP). Atlanta, USA , 1996. 515-518

Willett D, Neukirchen C, Rigoll G. Efficient search with posterior probability estimates
in HMM-based speech recognition. In: Proceedings of International Conference on
Acoustics, Speech and Signal Processing (ICASSP). Seattle, USA, 1998. 821-824

Weintraub M, Beaufays F. Neural-network based measures of confidence for word
recognition. In: Proceedings of International Conference on Acoustics, Speech and Signal
Processing (ICASSP). Munich, Germany, 1997. 21-24

Koo M W, Lee C H, Juang B H. A new decoder based on a generalized confidence score.
In: Proceedings of International Conference on Acoustics, Speech and Signal Processing
(ICASSP), Seattle, USA, 1998. 213-216

Wessel F, Macherey K, Schluter R. Using word probabilities as confidence measures. In:
Proceedings of International Conference on Acoustics, Speech and Signal Processing
(ICASSP). Seattle, USA, 1998. 225-228

-97-



[94] Evermann G, Woodland P C. Large vocabulary decoding and confidence estimation
using word posterior probabilities. In: Proceedings of International Conference on
Acoustics, Speech and Signal Processing (ICASSP), Istambul, Turkey, 2000. 2366-2369

[95] Gillick L, Ito Y. A Probabilistic approach to confidence estimation and evaluation. In:
Proceedings of International Conference on Acoustics, Speech and Signal Processing
(ICASSP). Munich, Germany, 1997. 879-882

[96] Schaaf T, Kemp T. Confidence measures for spontaneous speech recognition. In:
Proceedings of International Conference on Acoustics, Speech and Signal Processing
(ICASSP). Munich, Germany, 1997. 875-878

[97] Lin C. Word and acoustic confidence annotation for large vocabulary speech recognition.
In: Proceedings of the 5th European Conference on Speech Communication and
Technology (EuroSpeech). Rhodes, Greece, 1997. 815-818

[98] Bansal D, Ravishankar M K. New features for confidence annotation. In: Proceedings of
the 5th International Conference on Spoken Language Processing (ICSLP). Sydney,
Australia, 1998.

[99] , ,
: , 2001.
[100] Paul C, Chun J, Daniel W, et al. Is this Conversation on Track. In: Proceedings of the 7th

European Conference on Speech Communication and Technology (EuroSpeech). Alborg,
Denmark, 2001. 2121-2124

[101] San S R, Pellom B, Ward W. Confidence Measures for Dialogue Management in the CU
Communicator System. In: Proceedings of International Conference on Acoustics,
Speech and Signal Processing (ICASSP), Istambul, TurKey, 2000. 1234-1240

[102] Ma C X, Randolph M A, Drish J. A Support Vector Machines-Based Rejection
Technique for Speech Recognition. In: Proceedings of International Conference on
Acoustics, Speech and Signal Processing (ICASSP), Salt Lake City, USA, 2001.

[103] , . . ; , 2000

[104] Siu M, Gish H. Evaluation of word confidence for speech recognition systems.
Computer Speech and Language, 1999, 13: 299-319

-08 -



-99 -



EasyTalk

EasyTalk

Multi-pass [*

- 100 -

Viterbi

EasyTalk

(1121

One-pass

(11



2




Ney[l]

[4]

p(w|u,v) m
guv(m)={wg(:m) (F-l)
p(w|u,v) m
(u, v) p(w|u,v) (trigram)
m 7 m m
Factorization [! F-1
(F-1)
Viterbi
{max p(w|u,v) m
gy, (M) = qveritm (F-2)
p(w]u,v) m
I1(m)= U()H(n) n m (F-3)
neS(m

-102 -



gw(m)={n63<m> " (F-4)

0.4
/O 0.2
W, 0.2
04 O~ o1 2
0.4 / W; 0.1

F-2
Bl | MLA  Language
Model Look-Ahead
Q. (t,9) (u,v) t
S
H, {ts) (u,v) t
S
Huv(t’s): max{q(xt’s | O-) Huv(t_l’o-)} (F_6)

- 103 -



Qu(t:s)=H,,(t5)-[g,, (n(s))] (F-7)

n(s) s f

n-gram

(F-4)
trigram

(bigram)

AMLA Acoustic Model Look-Ahead [©!

100ms

HMM

g(H;t,At) t t+At

-104 -



qu(t,s) § AMLA (<1)

qu (t, S)- q(H ,t,At) < (5(1:) m&x q(H ,t,At) f AMLA

N
Ortmanns!®! HMM
N
5.
863 863 80
16kHz
36400 50000
20.81% 65.50% 7.36%
bigram
2
Turing (4]

- 105 -

1993

(F-8)

6.33%
1994

70



863 2 1000

4500s Pentiumll 450 MHz
F-1
1% /s
92.3 4195
6.
[1] Ney H, Haeb-Umbach R, Tran B H, et al. Improvements in Beam Search for 10,000-word

[2]

[3]

[4]

[5]

[6]

Continuous Speech Recognition. In: Proceedings of International Conference on
Acoustics, Speech and Signal Processing (ICASSP). San Francisco, USA, 1992. 13-16

Ortmanns S, Ney H, Seide F, et al. A Comparison of Time Conditioned and Word
Conditioned Search Techniques for Large Vocabulary Speech Recognition. In:
Proceedings of the 4th International Conference on Spoken Language Processing
(ICSLP). Philadelphia, USA, 1996. 2091-2094

Li Z, Boulianne G. Bi-directional Graph Search Strategies for Speech Recognition.
Computer Speech and Language, 1996, 10(4): 295-321.

, 2000

Ortmanns S, Ney H, Eiden A. Language-Model Look-ahead for Large Vocabulary
Speech Recognition. In: Proceedings of the 4th International Conference on Spoken
Language Processing (ICSLP). Philadelphia, USA, 1996. 2095-2098

Ortmanns S, Eiden A, Ney H, et al. Look-ahead Techniques for Fast Beam Search. In:
Proceedings of International Conference on Acoustics, Speech and Signal Processing
(ICASSP). Munich, Germany, 1997. 1783-1786

- 106 -



[1]

[2]

3]

[4]

[5]

1977 01 08 1994 9
1999 7

Zhang G L, Zheng F, Wu W H. Tone recognition of Chinese continuous
speech. In: Proceedings of the 2nd International Symposium of Chinese
Spoken Language Processing (ISCSLP). Beijing, China, 2000. 207-210

Zhang G L, Zheng F, Wu W H. A two-layer lexical tree based beam search in
continuous Chinese speech recognition. In: Proceedings of the 7th European
Conference on Speech Communication and Technology (EuroSpeech). Alborg,
Denmark, 2001. 1801-1804

Zhang G L, Yan P J, Xu M X, et al. An automatic speech recognition strategy
directed by the semantic knowledge in dialogue system. In: Proceedings of the
3rd International Symposium of Chinese Spoken Language Processing
(ISCSLP). Taipei, 2002. 319-322

) 1

( ). 2003, 7: 981-984

Zheng F, Zhang G L. Integrating the energy information into MFCC. In:
Proceedings of the 6th International Conference on Spoken Language
Processing (ICSLP). Beijing, China, 2000. 389-392

- 107 -



[6]

[7]

Zheng F, Zhang G L, Song Z J. Comparison of Different Implementations of
MFCC, In: Journal of Computer Science and Technology, Allerton Press (New
York). 2001, 16(6): 582-589

Sun H, Zhang G L, Zheng F, et al., Using word confidence measure for OOV
words detection in a spontaneous spoken dialog system, in Proceeding of the

8th European Conference on Speech Communication and Technology
(EuroSpeech). Geneva, Swiss. 2003. 2713-2716

- 108 -



