
摘 要

低密度校验码以其低复杂度的迭代译码和可逼近香农限而成为目前最佳的编码技

术之一，越来越受到众多编码研究者的关注。

本文首先简述了通信系统以及信道编码理论的基础知识，并且对线性分组码的基

本原理作了阐述。本文介绍了LDPC码的定义、最主要的编译码算法，重点介绍了

DVB．S2标准中LDPC码的特点及编码方法，给出了通过仿真得到的非规则校验矩阵，

并对LDPC码编码器进行设计并进行仿真。阐述了对数域置信传播算法的几种表达形

式，讨论了几种最小和算法的改进算法。然后对修正因子和偏移因子的选择进行了探

讨，并仿真证明简化译码算法在运算复杂度大幅下降的情况下性能与标准译码算法相

近。
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ABSTRACT

Low·density parity··check codes come tO bc one of the best coding technologies

because of their low-complicity iterative decoding algorithm and copacity approaching

performance．and they atrack more and more researcher’S eyes in recent years．

In this thesis，the basis of communication and channel coding theory is introduced

briefly．After the definition of LDPC Code，the encoding and decoding algorithms，also the

performance analysis of decoding algorithms，are studied．Then，it introduces the Coding

schemes used in DVB—S2and gets the parity check matrix by simulation．It gives some

solutions for designing the encoder．Various log--likelihood·-ratio·-based Belief-Propagation

decoding algorithms and their reduced—Complexity derivatives for LDPC codesused in
DVB-S2 are presented．Finally,it discuss how tO get the Correction factor and offset factor

using in the Normalized BP—Based decoding and Offset BP-Based decoding．Simulation

results show that these reduced-complexity decoding algorithms for LDPC codes achieve a
performance very close to that of the BP algorithm．

Keywords：DVB-S2 LDPC BP algorithm FPGA



长春理工大学硕士学位论文原创性声明

本人郑重声明：所呈交的硕士学位论文，《LDPC码在DVB．S2标准中的应

用研究》是本人在指导教师的指导下，独立进行研究工作所取得的成果。除文中

已经注明引用的内容外，本论文不包含任何其他个人或集体已经发表或撰写过的

作品成果。对本文的研究做出重要贡献的个人和集体，均己在文中以明确方式标

明。本人完全意识到本声明的法律结果由本人承担。

作者签名： 曼月监日

长春理工大学学位论文版权使用授权书

本学位论文作者及指导教师完全了解“长春理工大学硕士、博士学位论文版

权使用规定’’，同意长春理工大学保留并向中国科学信息研究所、中国优秀博硕

士学位论文全文数据库和CNKI系列数据库及其它国家有关部门或机构送交学

位论文的复印件和电子版，允许论文被查阅和借阅。本人授权长春理工大学可以

将本学位论文的全部或部分内容编入有关数据库进行检索，也可采用影印、缩印

或扫描等复制手段保存和汇编学位论文。

储签名：缢豆望蝗 翌2年三月娌日

指导导师签名： 』笋日



第一章绪论弟一早硒记

本章介绍了论文的主要研究背景。首先对数字通信的基本模型和信道编码理论发

展历程进行了楷述，然后介绍了逼近香农限的信道编码技术t LDPC码的提出和研究现

状，最后给出全文的内容安排。

1．1引言

通信系统的目的就是实现发送端信息的无失真传输，在接收端接收到和发送端一

样的信息，但是通信信道中普遍存在着信道噪声，尤其是无线通信信道和卫星通信信

道，为了使发送端的信息尽可能大的无失真传送到接收端，人们提出了在通信系统的

发送端的信息，在发送时，添加一些冗余信息，通过冗余信息来恢复被信道噪声干扰

而失真的信息，这就是信道编码和信道译码。但这也造成了信道传输的有效性和可靠

性之间的矛盾，而且对于这些冗余信息能在多大程度上恢复失真的信息，和怎样添加

冗余信息，都是没有任何回答的。1948年，Shannonnl发表了名为“通信的数学理论’’

具有划时代意义的学术论文。从而从数学的角度解释了怎么添加冗余信息才能最大限

度的恢复失真的信源消息，同时也回答了冗余信息能在多大程度上恢复失真的信源信

息。他指出了在不可靠的信道下可以进行可靠通信传输的界限和达到这些界限的方法，

也就是回答了能在多大程度上恢复信源信息和怎样添加冗余信息的问题。从而彻底改

变在之前普遍认为的通信的可靠性和有效性是不可调和的矛盾的观点。

一个数字通信信道可以定义由输入符号x和输出符号Y以及在信道传输中受到干

扰后与之对应的信道传输概率p(X／Y)三元关系组成。对于一个有噪声的通信信道，

总存在这样一个参数C， Shannon证明了当信道传输数据的速率小于C的情况下，总存

在一种编码技术使得码长充分长时，系统的错误概率可以达到任意小。这就是香农定

理。通信系统的系统模型如图1．1
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图1．1数字通信系统模型

Sh锄non定理给我们提出了这样的一种保证信息传输不失真的方法即信道编码，信

道编码器把将信息源添加一些冗余信息从而形成一个码字，并把这些码字发送出去。

这些经过信道编码的信息，受到信道噪声的干扰，必定会产生失真，即从“0”到“1”和从

“1”到“0”的变化，在接收端，如果接收到的码字序列，即“0”“1”交替序列和发送端相差

不是很大的情况下。接收端就可以根据事先的信道编码规则，利用冗余的信息位，将

信道干扰的信号的失真去除掉。从shannon定理我们可以知道，要想达到无误传输的两

个条件是：

(1)构造趋向于无穷长的渐进好码或shaIlnon码；

(2)采用最佳的最大似然译码算法来译码。

几十年来，人们对信道编码做了大量的研究，戈雷码、汉明码、循环码和BCH码

等优秀的编码相继被发明。但是他们的性能都无法达到香农码的性能。90年代，信道

编码理论取得突飞猛进的发展。93年C．Bayou等人提出的Turbo码Ⅲ引，这种编码在长码

时能够逼近香农限。Turbo码在3G中被采用，取得了巨大的成功。人们由于Turbo码的

出现和它取得的巨大成功的影响。对同样采用迭代译码思想译码的早在1962年Gallager

发现的低密度校验码(LDPC，Low．Density Parity．CheCk Codes)[9J重新重视起来，发现

LDPC在长码的条件下也是逼近香农限的。并且在相比较于Turbo码具有三大优点：译

码的线性复杂度，抗突变的纠错能力，无交织器带来的延时。

从ShaIlnon的噪声信道编码定理非构造性证明中我们可以知道，任何噪声信道都

存在好的分组码，实际上所有的分组码都是好的。随着LDPC码编解码理论的成熟，

越来越多的通信系统都开始采用LDPC码作为信道。
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1．2国内外研究现状

1．2．1 LDPC码的发展历程

早在1963年Gallager在他的博士论文中就提出了LDPC码，并提出了随机构造的方

法构造H矩阵，并提出了迭代译码的算法，但由于当时的理论水平和计算机硬件条件的

限制，一直没有引起学术界的重视。LDPC码的重新发现和复兴是始于人们对Turbo码

迭代算法的深入研究的，同时也是编码理论水平发展和计算机仿真能力的提高的影响。

同时，MacKay和Neal，Sipser和Spielman以及wiberg等人对它重新进行了研究，发现

LDpC码同样具有逼近香农限的优异性能。从那时起该码逐渐成为编码领域的一个研究

热点。LDPC码是一种特殊的线性分组码，具有一个稀疏的校验矩阵。具有良好的线性

复杂度。学者们的研究取得了一定的成果。Zyablov_jFllPinskerll6J证明了LDPC码是好码

并给出了一种简单的“位翻转”的译码算法。Tanner[r7】提出利用二分图来描述码字的概

念，他将LDPC码的校验矩阵与后来称为Tanner图的二分图相对应，在Tanner图上随机

构造的u)PC码可以并行进行译码降低了译码的复杂度，同时Tanner还证明了在无环

Tanner图上，最小和(Min．Sum)和与积(Sum．Product)译码算法是最优的。

Wiberg毛E重新研究Tanner的研究成果的基础上，将信息状态引入至lJTanner图中，并

且与Turbo码和网格图的研究相结合，Tanner的研究成果推广为含有状态变量的Wiberg

图，这样便得到了基于网格图的消息传递算法。Mackay和Neal[18儿11J发现了“MN”

(Mackey and Neal)码，这实际也是一种低密度校验码的重新发现，他们利用Gallager在

他的博士论文中提到的随机构造法随机构造出的Tanner图研究LDPC码的性能，采用和

积译码算法的规则证明了LDPC码具有与Turbo码具有相似的译码性能，在长码上甚至

超过Turbo码。与此同时，Spise和ISpiemanll9J研究了扩展码(Expander Graphs)，证明了

基于Tanner图的LDPC码为渐进好码。Lubyl20J等人将U)PC码从规则的LDPC码拓展到非

规则的LDPC码，并证明了非规则u)PC码比规则u)PC码有更好的性能，当选择好的度

序列非规则码的性能甚至要优于Turbo码。Chung等人表明在二进制输夕,．AWGN信道下，

设计的码率1／2、码长107的非规则码在误比特率为10面时离Shannon[艰：仅0．0045dB。

Richardon和Urbanke用称为密度进化理论(Density Evolution Theory)的数值方法来跟踪

计算在每次迭代译码中传递的信息的概率密度，并且分析了在码长足够大和足够的迭

代次数下，信道参数存在一个阀值现象，当噪声在小于这个阀值下，置信传播算法才

能渐进成功译码。他们还进一步综合分析研究了在渐进大的的随机二分图的最佳分布

设计问题，并把密度进化理论的分析法延展到更一般的信道中。Kschischang等人在总

结Tanner和Wiberg等的研究基础上，建立一个统一的模型(因子图)。在因子图模型中，

置信传播及LDPC的迭代译码算法都可归结为基于因子图的和积算法。
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1．2．2 LDPC码的研究现状

自LDPC码自重新受到重视以来，国内外学者对低密度校验码的研究热点主要集中

在两个方面，即码本身性能的改进和低密度校验码在各种实际的通信标准中的应用

【冽12111221。

1．2．2．1 LDPC码的构造

低密度校验码之所以能够引起大家的关注，是因为在低密度校验码的校验矩阵是

一个低密度的校验矩阵，含有少量的“1”的结构特性决定了低密度校验码的性能，使它

具有线性复杂度，并且在由于校验矩阵中只含有少量的“1”因此，相距很远的信息比特

参与统一的校验，这就使得低密度校验码自身就具有很好的抗突变性能。并且由于它

是一种线性分组码，不需要交织器，避免了编码过程中的延时问题。低密度校验码的

一切优异性能都是和它自身的校验矩阵结构相关。因此如何构造H矩阵成为影响低密度

校验码性能的关键。目前有关构造LDPC码矩阵H的方法很多，对于长码、中长码、短

码具有不同的构造方法，在这些构造方法中，最主要的有两类：Gallager博士在他的博

士论文中最终提出的随机构造法和后来人们提出的结构构造法。随机构造法一般适合

于长码，其性能能够接近香农限，但是其复杂度过高，在实际应用中限制太大。结构

化构造方法大体上可以分为代数构造法和组合构造法。代数方法一般是基于矩阵H的数

学变化而来的，它的一般适合用于中，短长度的码。复杂度也较随机构造简单，但是

性能稍差。

1．2．2．2 LDPC码的译码

一切编码的好坏都要看解码端，是否能简单准确的译码出发送端送来的信息。这

是因为在一般条件下。发送端的条件大多可认为控制，对设备的大型话，设备的大功

率化，我们都是可以满足的。而对于特定条件下的接收端，对于译码的复杂度和译码

的准确度都要同时满足。低密度校验码的结构(即校验矩阵H)定了之后，译码算法的好

坏便决定了编码的性能。译码算法的复杂度决定了工程实现的可能性，而译码算法的

准确性决定了工程实施的必要性。目前LDPC码的译码方法主要有两类：一类是基于概

率的置信传播，简称BP算法。这类算法的特点是译码性能好，但是译码复杂度高。对

接受端硬件要求较高。因此在保留高准确性的同时，研究如何降低译码的复杂度是人

们一直研究的问题。因此，研究者提出了许多基于该算法的改进算法。例如对数域BP

算法、最小和算法、归一化最小和算法，偏移化最小和算法等。第二类是基于校验和

统计迭代的比特翻转译码算法，简称BF算法。这类算法的特点是译码复杂度较低，但

同时译码准确度较低，因此保留译码复杂度低，同时提高译码的准确度成为广大学者

研究的方向。但这一类译码算法研究较少。

1．2．2．3 LDPC码的性能分析

随着低密度校验码研究的深入，出现了大量的新的理论，包括对低密度校验码性

能分析的理论也出现了新的发展。(1)密度进化，对于任何一种通信编码来讲，都有一
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个判决门限，当大于某个门限值时，得出正确的译码码字。当然对于一个通信信道编

码的统计规律来看，当信噪比大于某个值时，大量的信息比特被错误的译码，最终造

成成误码率的增大。Gallager博士在他的研究过程中发现，在信道噪声水平低于某个阀

值(门限)时，随着码长趋于无穷大时，码的错误概率可以任意逼近零，否则错误概率将

大于一个正常数。Richardson等人基于Gallager的思想提出密度进化理谢矧，提出在和
积译码算法的每次迭代信息传递中出现信息错误是低密度校验编码度分布序列和信道

参数的函数。(2)高斯近似，密度进化理论的复杂度是相当大的，特别对于信道相当复

杂的来说，这就造成了密度进化理论在实际应用中的不可行性。为了在实际应用中，

使密度进化理论变得使用，通过比较少的运算就能找到这个阀值(门限)时，提高密度进

化算法的计算速度，学者们提出将多维问题转化为高斯密度均值的一维问题，使多维

复杂信道变为简单的一维信道，大大简化了计算的复杂度，快速的用计算机线性规划

寻找和优化非规则的码。

1．2．2．4 LDPC码的应用

由于低密度校验码的优异性能是最近才受到人们重视和热点研究的。因此在，先

期的各种通信标准中，都采用的是同样采用迭代译码算法的Turbo。比如在3G通信标

准中。 但是LDPC码有其他任何码都无法与相比较的优势：第一，LDPC码具有与码长

成线性关系的复杂度。第二，由于LDPC码迭代译码算法为并行算法，便于硬件实现。

第三，LDPC码的校验矩阵具有稀疏性，本身即有抗突发差错的特性，不需要引入交织

器，避免时延。这些优点使得低密度校验码的应用前景广阔。

1．3论文的研究的主要内容

第一章为绪论，阐述数字通信系统，回顾了信道编码的发展历程，概述了LDPC码

的分析方法和实际应用情况。

第二章在回顾线性分组码的基础上，概述LDPC码的定义及表示方法，详细阐述了

LDPC码的通用编译码方法，详细阐述H矩阵的构造。

第三章在充分介绍了LDPC码的基础知识上，详细阐述了在DVB．S2标准中采用的

LDPC码的特点及编码方法，分析了其达到线性编码复杂度的原因。最后，对符合

DVB．S2标准的LDPC码编码器设计进行了初步设计。

第四章详细阐述了LDPC码采用的译码算法及其简化算法的应用研究。

第五章以符合DVB．S2标准，码长为16200比特，码率为1／4的LDPC码为例，对前

面各个章节的理论进行仿真验证。
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第二章LDPC码的编译码原理

LDPC码是一种特殊的线性分组码，可以用生成矩阵和校验矩阵来表征，其校验矩

阵具有低密度的特殊性；它又称为稀疏图码，可以用与校验矩阵完全对应的二分(Tanncr)

图来表征。

2．1线性分组码概述

按照信息码元和附加的监督码元之间的检验关系可以分为线性和非线性码，信息

码元和监督码元之间的关系为线性关系，即监督码元是信息码元的线性组合，则称为

线性码。反之，若两者间不存在线性关系，则称为非线性码。我们有限域上讨论线性

分组码的构造，具有口个元素的有限域用GF(q)表示。GF(q)上的n维线性空间K中的

一个k维子空间K。称为(以，七)线性分组码，编码后总码元数目为，l，信息码元数目为k，

监督码元数目为，．一n—k。编码效率R=k／n，它是衡量纠错码性能的一个重要指标。

一般情况下，监督位越多，检纠错能力越强，但编码效率也随之降低。

对于二进制(以，七)线性分组码，信息数量为少个，可用编码空间的点数为2^个，总

／，，“、

共可能的编码方案有I。。1种。一个O，七)线性分组码可以看作是由k个线性无关的甩
＼2‘／

维向量{go，gl,⋯既一。}作为基底的线性组合，写成矩阵形式为：
c。m．G (2．1)

G—

go

gl
●

：

g k一1

1 0⋯0；Po^Po，“1⋯风一一l

0 1⋯O；A^Plj+1⋯A．，l一1
● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ●

0-．-1；仇一1j仇一1』+l⋯见一1'Jl一1

2[‘娃‰卅】 (2·2)

m为包含七个信息序列的分组{‰，％⋯mk一，)；c为编码后的，l维向量{c0，cl，⋯q一。)G称
为生成矩阵，，为kxk维单位矩阵，P为n×0一七)维矩阵。这种形式的生成矩阵称为

典型生成矩阵。G中的每一行都是一个码字，任意k个线性无关的码字都可以作为生

成矩阵。

将(2．2)式代入(2．1)式可得到：

C=m‘G=m‘【，PJ一{mo，．r，ll，⋯mk-1 Po，Pl，⋯P。一t—l} (2．3)L J t o ‘ v ⋯’‘J

由典型生成矩阵得出的码字C中，信息位不变，监督位附加于其后，这种码称为系统码。

与生成矩阵G对应的校验矩阵H由，．行和n列组成，每行代表一个线性监督方程

的系数。可表示为：
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H=

吃。 啊：

h21 h22

h，l以2

⋯k

⋯h2。
： ：
● ●

⋯k

(2．4)

与式(2．2)对应的矩阵H为：H；卜，L—J，-U是(刀一七)×七维矩阵，它是P矩阵

的转置，”一”表示一，矩阵中的每一个元素是P矩阵中对应元素的逆元，在二进制情况

下，仍是该元素本身。显然，由此得到日满足：

明r；MH。0 (2．5)

L1一一七J

即G与H的行生成空间互为零空间。

任一矢量C是许用码字的充要条件为：

Hcr；0或胡r一0 (2．6)

某一码字中非零元素的个数称为这个码字的重量，简称码重。两个码字对应位置

上不同元素的个数称为码组的距离，简称码距，又称汉明(H锄ming)距离。各码组间距
离的最小值称为最小码距，通常用d。表示。d。表明差错控带I⋯。P-"力的下限，与信道编码

的检纠错能力密切相关，有以下三条结论：

(1)为检测e个误码，最小码距应满足：d。≥e+1；

(2)为纠正t个误码，最小码距应满足：d。之2t+1；

(3)为纠正f个误码，同时能检测e个误码，最小码距应满足：d。≥e+f+1(e>f)。

如果用c商。表示重量最小(d耐。)的码字，根据(2．6)式可得到：CminH丁一0。由于线性

分组码的最小重量等于最小码距，故有监督矩阵H的d。；。个列必然是线性相关的，也

就是日中线性无关的列最多不超过d。；。一1个。而H的秩至多为以一k，则必有

咒-k苫d。i。-1，因此dmi。的上界为：dIIli。s n-k+1。

设发送码字c通过有扰信道传输，将发生错误看成是模2加入某种“错误格式”E的

结果，则接收码字R=C+E。每一码字c都必须满足式(2．6)。因此，对接收到的码字尺

进行检验：

RItr=(c+E)Hr=cHr+EHr；EHr (2．7)

式(2．7)说明RHr完全由错误格式E决定，而与发送的码字无关，它充分反映了信

道的干扰情况。

令S=RHr=EHr，称为接收码字尺的伴随式(或校正子)。线性分组码的伴随式译

码可分为以下三步：

(1)由接收到的序列R，计算伴随式S=RHr；

(2)若S=0，R为正确接收码字：若S不为零，寻找错误格式；
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(3)由错误格式解出码字c=R—E。

若(甩，七)线性分组码集合中的2k个码字等概率发出，设[c]为许用码字集合，当尺不

属于[c]时，就判为错。然后将尺与[c]中所有码字进行汉明距离比较，选择[c]中与尺
汉明距离最小的码字作为发送码字。这种通过选择最小汉明距离来译码的方法，称为

最大似然译码。

2．2 LDPC码的定义及二分图表示

LDPC码是一种特殊的线性分组码，因而它可以用校验矩阵来定义。LDPC码的特

殊性在于其校验矩阵是“稀疏矩阵”：它的元素中，绝大多数元素是O，只有很少一部分

元素是1。根据稀疏矩阵中非零元素在行和列中的数目，可以将LDPC码分为规则LDPC

码和非规则u)PC码；而根据矩阵中组成元素，可以将LDPC码分为二元LDPC码和非二

元LDPC码，二元规则LDPc码是指其稀疏校验矩阵的元素在GF(2)_L取值，其每个码元

参与j个校验方程，而每个校验方程有k个码元参与，这样定义的线性分组码称为二元规

则u)PC码，记为(N，j，k)规则u)PC码。图2．1为示例的规则(12，3，6)LDPC码的校验矩阵。

H—

LDPC码除了可以用校验矩阵表示外，还可以用二部图f24】表示，

部图如图2．1所示：
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图2．1(12，3，6)规则LDPC码二部图表示

图2．1中的节点分为两类：左边的节点称为变量节点，每个变量节点对应LDPC码的

一个码元，其个数等于码长N，也等于校验矩阵的列数；右边的节点称为校验节点，与

校验方程对应，其个数等于校验方程的个数，也等于校验矩阵的行数。如果第i个码元

参与了第j个校验方程，就用一条边将变量节点K和校验节点C，相连。与一个节点相连

的边数称为这个节点的度。

从二部图的观点来看，一个规则u)PC码相同类型的节点(变量节点或校验节点)具

有相同的度，而对非规则LDPC码而言，变量节点(或检验节点)的度不再是相同的，而

是服从某个度分布。从校验矩阵的观点来看，一个规则的LDPC码具有相同的行重和相

同的列重，而对于非规则LDPC码来说，各行的行重是不相同的，各列的列重也是不相

同的。对于非规则LDPC码可以用两类节点的度分布来表示。假设变量节点和校验节点

的度分布函数分别为：

d，

A(x)一罗叫以 (2．9)
怒

以

p(x)；罗pf工¨ (2．10)
矩

其中^表示二部图中，从度为i的变量节点出发的边在全部边中所占比例，西，表示

变量节点的最大度；P；表示二部图中，从度为，的校验节点出发的边在全部边中所占

比例，d，表示校验节点的最大度。

如果设ni表示度数为i变量节点的个数，m，表示度数为f的校验节点的个数，而E

表示二部图中边的总数，那么在给定LDPc码码长N及度分布(A(x)，p(工))的条件下，

我们可以计算tZi，m；，E如下：
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驴Ⅳ苏州盖 亿11)

E 2荟iv∽。高耋^。两N (2．12)

如果设M为校验节点的总数，那么

"M苏州茄 Q．13)

同样，我们可以计算得到

E 5荟d‘∽。两M荟d,以2两M ㈣
所以有

M；Ⅳ卑丝 (2．均
‘A(x渺

因而，对于度分布函数为(A(z)，p(z))的LDPc码，其设计码率R为：

R；下N-M=1_擎兰 (2．16)
Ⅳ J：A@)dx

、’

从上面的公式可以看出，U)PC码的设计码率是FhLDPC码度分布函数决定的。

二元LDPC码是由一个稀疏的0—1矩阵定义的。一个码字是合法的，当且仅当它与

校验矩阵的乘积在模2加法和乘法下是一个全O向量。Davey和Mackey将二元u)PC码推

广到了一般有限域GF(q)上。GF(q)上u)PC码同样由一个相似的“稀疏”校验矩阵定义，

只是校验矩阵中的元素是AKGF(q)I-'_I玟值。一个码字是合法的，当且仅当其与校验矩阵

的乘积在GF(q)上的加法和乘法运算下为全零向量。

从直观上来看，非规则LDPC码的性能优于规则LDPC码。这是因为在变量节点和

校验节点总数一定时，度数大的变量节点从校验节点得到的校验信息较多，因而能够

更好的被正确译码，这些译码信息经校验节点提供给度较小的变量节点，使度较小的

变量节点也能更好的被译码。理论分析和仿真结果证明了这一点。对GF(q)上的LDPC

码，已有结果证明其性能较二进制码为优。在LDPC码的直接编码方式中，构造稀疏校

验矩阵H是首要的问题。下面介绍几种校验矩阵H的生成算法。

2．3校验矩阵H的构造

2．3．1矩阵H的半随机(semi—random)构造算法
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矩阵H的半随机构造算法可以概括为以下步骤：

(1)系统首先生成一个m×以维的全O矩阵，然后随机的往每列插入j个1；

(2)调整行重，使行重尽量保持一致；

(3)调整列中1的位置，使得相邻两列1的位置在行上不重叠；

(4)消除矩阵中的短循环。

这种算法的运算量比较大，有时会不收敛，需要更换随机数种子。构造出的矩阵

不一定是规则的，还需要进一步处理使行重尽可能达到一致。LDPC码在短帧传输情况

下，出现长度为4的环(记为4．环)的概率比较大，所以必须反复地扫描H，直到所有4．

环都被消除。并且要避免与变量节点连接的校验节点过于集中。在消除短环过程中，

有两种矩阵H的生成方式：

(1)矩阵日的cvcnboth生成方式

在这种生成方式中，要严格保持矩阵H的列和行的重量分别为_|『和k。在消去短环

过程中，移动矩阵日中某个1后，相应地该行或列的重量减一，而另一行或列的重量增

一。再从重量增加的行或列其它位置上的1中选择一个，调回到原有的行或列中，以使

每行和每列的重量保持一致。然后重新检查此时的矩阵日是否出现新环，若有则重复

上述步骤。

(2)矩阵H的evencol生成方式

在这种生成方式中，只保证列的重量固定不变，即每个变量节点受到的约束程度

是一样的。允许一部分行的重量稍微大些或小些，平均行重量在k附近即可。在消去短

环过程中，系统将某个1在某列内上下移动，即迫使该变量节点从一个校验方程切换到

另一个校验方程。此变量节点参与的校验方程的个数并没有改变，并没有放松对该码

字的约束。然后重新检查此时的矩阵H是否出现新环，若有则重复上述步骤。

在evenboth方式下，强制每个校验方程监督相同数量的比特；evencol方式则允许一

部分校验方程的约束范围稍大，一部分较小。对于这两种生成方式，二分图中边的条

数是非常接近的。

2．3．2矩阵H的PEG(progressive edge．growth)算法
PEG算法是一种构造二分图的简单有效方法，它以保持尽可能大的girth为目的，逐

个增加变量节点和校验节点的边。具体操作可描述为：给定变量节点的数目n、校验节

点的数目m和变量节点的分布序列后，边选择程序开始放置新的边，选择新边时保证

尽可能对girth影响较小；新边放置好后，继续搜索下一个边，直到结束。

PEG算法不但适用于规则U)PC码的构造，也可应用于非规贝dJLDPC码的构造。它

具有较好的实用性，能构造girth为8、(1008，3，6)的LDPC码。PEG算法构造的中、短

长度的LDPC码是当前所知具有相同参数的最好的LDPC码之一。

2．3．3矩阵H的比特填充(Bit．filling)算法
比特填充算法能设计出二分图中最小环长较大的(以，『，k)形式的LDPC码。在给定

校验矩阵H的列重j『、行重七、girth为g和正整数，l。(n。<．r1)时，也可设计出校验节点数



目m较小，即码率较大的非规则LDPc码。比特填充算法可描述如下：

(1)假设己得到行重均小于等于k的矩阵H，再增加第n。+1列到矩阵日上；

(2)设第‰+1列的列重为j『，并初始为空集合U，它是以校验节点为元素的一个

集合，是{1，2⋯，m}的一个子集；

(3)进一步假设已经增加了i个校验节点到U集合里(1<f<m)，在保证约束的情况

下再增加第i+1个校验节点到U集合里，如此循环就可以得到一个完整校验矩阵日。

2．3．4矩阵H的扩展比特填充(Extended Bit．filling)算法
扩展比特填充算法能在较低复杂度的情况下构造大girth的校验矩阵，它是比特填

充算法的扩展，基本上同于比特填充算法，只在不能增加列时，可以减d,girth至0 g一2，

之后又可以继续增加下去。

在给定的girth约束条件下，将元素1逐个放入校验矩阵中，在整个算法的执行过程

中，girth约束一直都是变化的。在算法最初执行时保持girth约束的最大值g，直到不降

低girth约束就不能在校验矩阵中放1时为止。这时girth约束可以降低(以2递减)，算法在

保证新的girth约束的条件下继续，如此往复循环，当所有的1都成功放入校验矩阵中或

girth约束低于给定的最小值g时算法停止。前一种情况表示构造校验矩阵成功，后一种

则表示构造失败。

J．Campello等提出采用扩展比特填充算法来设计具有高码率、高girth的LDPC码。

LDPC码结构的设计还有，基于有限几何学的结构设计，可将编码简化至循环码，编码

电路可用移位寄存器实现；基于Ramanujan图和按,,昭,,Margulis概念构建的规则u)PC码，

其性能优于随机算法构造的LDPC码。随着代数学、几何学的不断向前发展，利用系统

化方法构造LDPC码己受到人们的普遍关注。例如正在发展的极空间里(口，∥)几何等组

合数学新分支就是构造LDPC好码的新方法。

2．4传统LDPC码的编码

由于LDPC码属于线性分组码的一种，其编码过程可采用线性分组码的通用编码方

法，即由信息序列根据码的生成矩阵来求相应的码字序列。LDPC码是由稀疏的校验矩

阵定义的，如果采用以上编码方法，需要由校验矩阵H得到生成矩阵G，这一过程可通

过矩阵的行列变换和高斯消去完成。编码由C；m·G得到。

2．5 LDPC码的译码

LDPc码有多种译码方法，本质上都是基于二部副231的消息迭代译码算法。根据消

息迭代过程中传送消息的不同形式，可以将LDPC码的译码方法分为硬判决译码和软判

决译码。如果在译码过程中传送的消息是比特值，称之为硬判决译码；如果在译码过
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程中传送的消息是与后验概率相关的消息，称之为软判决译码，有时也称为和积译码

算法。硬判决译码算法比较简单，但性能稍差；软判决译码计算相对比较复杂，但性

能较好。为了平衡性能和计算复杂度，可以将两者结合使用，成为混合译码算法。根

据消息迭代过程中传送的消息是否进行了量化及量化所使用的比特数，我们可以将译

码方法分为无量化译码和量化译码。硬判决译码可以看成是1比特量化译码。软判决译

码可以看成无穷多比特量化译码，而混合译码可以看成变比特量化译码。从量化译码

的角度看，硬判决译码和软判决属于同一类译码方法。已有的研究表明，可以用3LL特

量化取得与和积译码算法非常接近的性能。

假设码字C一[q,c：，⋯，cⅣ]经BPsK调制后在AWGN信道上传输，其噪声服从均值

为o、方差为Ⅳo／2的高斯分布，且y=[Yl,y：，⋯YⅣ]表示相应的接收符号序列。下面我
们讨论LDPC码的常用的译码算法。

2．5．1标准比特反转译码算法

硬判决译码也称为比特反转译码，最初由Gallager根据伴随式译码方案提出的，其

实现非常简单。比特反转译码算法的基本思想是利用非法校验的信息迭代更正比特错

误。假设z-[z，，z：，⋯知】表示接收符号序列y-Jr。，y：，⋯YⅣ]的硬判决序列，即
fl v s0

知2 1 o I苫o (2-7)

令S表示判决序列z的伴随式，则s一(墨，S：⋯，％)一z·Hr。如果判决序列z是一个码

字，那么s；0；如果s≠0，那么说明有错误发生。令E为比特以参与的校验方程的非

零伴随式的个数。标准的比特反转算法如下：

(1)计算伴随式s n(墨，s2，⋯su)一z·Hr

(2)刀一1’2⋯Ⅳ如果F>6，则反转比特乙

(3)重复步骤1和步骤2直到s；0或达到最大迭代次数。

当参与每一个校验方程的比特数都很少且误码率不是很高时，比特反转译码方法

是比较有效的。

2．5．2软判决译码算法Belief Propagation(BP)
置信传播算法BP(Belief Propagation Algorithm)是一类较重要的消息传播算法，算

法中各个节点之间传递的信息是概率或置信信息，如由变量节点M传递给校验节点C；

的信息是u取某些值的概率信息，该信息的具体取值依赖于”的观察值和其他所有与K

相连的校验节点(c；除外)在上一轮传递给K的置信信息，同样，由C；传递给u的信息也

是c，取某些特定值的概率信息，该信息的取值依赖于c，的观察值和其他所有与C；相连

的信息节点(K除外)在上一轮传递给Ci的置信信息。我们首先介绍两个与BP算法密切

相关的定理：

13



定理1：假设m个独立的二进制数口一(al,口：，⋯口。)中p(吼一1)一Pk。则序列口中有

偶数个1的概率为：丢+三n(1—2仇)，有奇数个1的概率为丢一三n(1—2仇)。
定理2：假设Yi一五+％，其中ni是满足(o，口2)分布的高斯随机变量，并且

p(·毛21)目o·5，p(‘2 o)=o·5，贝o p(而。xI咒)5 i：：丽1 (x∈{一1，1))

我们定义编码后产生的码字中第i个比特弓的后验概率为：

p(乞-l[r，Si) (2．18)

式中】，是接收序列，S表示事件：乙所参加的校验式都成立。由条件概率的定义和Bayes

公式，我们可以得到乞的后验概率比为：

矧=躺×描；等舞×警仁1功可i而可2可诹j可×瓦F两2瓦i两×i uJ”
其中，Pi；p(毛-lly；)；n—p(S,lz,一o，y)表示的是给定y和乞一。的情况下，乙

参加的所有校验式均成立的概率，因此，也就相当于每个校验式中除了毛，其他比特

为‘1’的个数为偶数的概率。由定理1可知：

p(北地y)2日，p≥觇v 1-2pv-，)} (2．20)

式中忍．』一p(五．J一1kJ)，弓．，是码字中与第j『个校验式的第f’个位置相对应的比特。Yi．，
是与Zi'j相对应的接收符号。同理：

p(墨Izi=1,Y)2凰争j1；觋v(1嘲讲 (2．21)

将式(2．20)和式(2．21)代入式(2．19)中，我们得到：

垂三竺；随2；垃×
p(乞=1 Jy，S) 只

熙卜职v(1-2叫
(2．22)

直接计算式(2．19)比较困难，Gallager给出了一种迭代算法求解式(2．19)。

定义两个变量：qi，(b)和‘，(b)。qi，(b)是从变量节点u传递个校验节点c』的软信

息，表示的是给定Yi，并且除了第，个校验式以外的所有校验式都满足的条件下，乞=6

的概率。‘』(6)是从校验节点传递cj给变量节点u的软信息，表示的是在弓=6、参加

第，个校验式的其他比特满足概率级．，(6)(i≠i’)的条件下，该校验式成立的概率。通过
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上面的定义我们可以很容易的得到qi，(b)和‘J(b)的计算公式：

吒印)2五1+三；夙(1嘞舢)) (2．23)

刑4 j1一云1；目v(1一‰刺) (2．24

于是式(2．19)改写为：

矧；鬻 仁25，碉2了厮矿 弘z∞

吼加)2％(1一刚，取，¨)(2．26)
吼，(1)--KijPlⅡ“1) (2．27)

常数％是用来保证仍，(o)+呸J(1)；1。根据上面对概率域上的BP算法每一个变量

(1)初始化：由定理2得到，呸』。(o)。pR≈1lM)2 ii磊1万，呸，。(o)=1一吼，。(1)初

(2)根据式(2．23)和式(2．24)计算出从校验节点传递给变量节点的软信息0；‘。

(3)根据式(2．26)和式(2．27)计算出从变量节点传递给校验节点的软信息劬‘

(4)我们根据式(2·25)计算乙的后验概率：Qj‘(o)t K(1一A)n、o‘(o)

Q：f‘(1)=KB-互‘(1)，常数t保证Q(o)+ 目1arji Qi(1)

5．对Q‘c1，进行硬判决，产生译码结果三；一仁 玺曷二慧将得到的译码
结果序列2‘左乘校验矩阵，获得各个校验式的校验结果：S‘；(《，0，⋯％‘)。

Gallager证明，如果校验矩阵H中没有闭合环路，当迭代次数趋向无穷大时，Q‘(1)
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第三章DVB．S2中LDPC码线性时间编码

LDPC码译码性能优良，算法简单。但面临的一个主要问题就是其较高的编码复杂

度和编码时延。若按照常规线性分组码的编码方法，通过先得到生成矩阵来编码，涉

及到求解奇偶校验方程组的复杂问题，而且对于生成矩阵G并不能保证它是稀疏矩阵，

通过这样的方法来编码，算法复杂度是码长的指数关系。这严重制约了LDPC码的应用，

然而学者T．J．Richardson和R．L．Urbanke在陋l文献中指出，对LDPC码的校验矩阵H进行一

定的预处理后，LDPC码编码器的计算复杂度与分组码长度成线性关系。实际上，有效

的LDPC码编码器的设计是可行的，编码器算法复杂度比译码器算法复杂度还要小。

3．1 LDPC码的线性时间编码

3．1．1基于准下三角校验矩阵的LDPC线性编码

在LDPC码的校验矩阵H中，在H中非零元素的个数是码长的几倍到几十倍，它

们之间是线性关系。如果能很好的利用校验矩阵的稀疏性，那么运算复杂度只和矩阵H

中非零元素的个数有关，就可以实现线性时间编码。根据这种思路，我们采用了

Richardson等提出的利用准下三角校验矩阵实现线性时间内编码的方法。

为了保持校验矩阵H的稀疏性，仅对矩阵H执行行列置换，得到图3．1所示

图3．1具相卜二用彤瓦网枚验矩阵

更确切地将矩阵表示成如下形式：

H，伫Bn TFl (3．1)4

I c D E J (3J’

其中A为(所一g)×(万一所)维，B为(，t—g)xg维，T为(聊-g)x(m—g)维，C为g×(忍一所)

维，D为g xg维，EY--jg x(m-g)维，这些矩阵都是稀疏的，T是左上至右下对角线上

为1的下三角矩阵。用(二E丁一。 ；]从左边乘以这个矩阵，将得到

16



I-Ez一1A+c-ET-1B+D 0 J ‘3·2)

定义编码后的码字矢量C=(s，见，P：)，S为编码的信息比特部分，见(长度为g)

和P：(长度为m—g)的组合为编码的校验比特部分，式(3．1)可分解为以下两个等式：

ASl+Opll+劢21—0 (3．3)

(一ET一1A+c)sr+(一E丁dB+D)Plr s0 (3．4)

定 义 ： ≯=一ET以B+D(妒为非奇异矩阵)， 由式(3．4)得出。

pr一驴‘1-ET一1A+c)sr。一旦g×(咒一所)维的矩阵一妒。-ET。1A+c)预先计算好之后，

计算Pl的复杂度可控为D(g书n一肌))，当对矩阵执行乘法累加运算时，复杂度将大大

减少。对于4sr来说，因为A是稀疏矩阵，其运算具有o(n1的复杂度。下一步，用丁。1

乘以这个结果，由于丁。1[ASr】。yr等价于[ASr】2 Tyr，应用后退置换算法时，运算

复杂度可控为O(n)，T为稀疏下三角阵，剩余步骤就相当简单了。此时计算见的复杂

度为D(以+92)。同理，由式(3．3)得到P：r一一r。1(么sr+Op，r)，计算P：的复杂度也可

控为o(以)。

从以上的分析可以看出，采用式(3．1)形式的校验矩阵进行编码时，具有线性时间

复杂度。蚕食算法可以有效地将矩阵H化为准下三角形式，分为以下三个阶段：

(1)启动：设'，为随机选择的度为2的变量节点，c1，岛为与其相连的校验节点。

首先执行对角线扩展步骤，这时将与Cl，C，相连的列作为残留矩阵的头两列，与c1，C2

相连的行作为残留矩阵的头两行。对于给定的初始图，残留图是消除一些特定边后的

结果，特定边的选择是一些随机实验的结果。然后考虑残留矩阵和相应的残留图，若

残留矩阵包含度为1的行，则接着进行另一对角线扩展步骤。更确切地说，首先将度为

2的变量节点通过已知邻接节点转化为度为1的变量节点，然后对于过程中的每一阶段，

选择一个度为1的变量节点(假设至少有一个这样的节点存在)只对此节点执行对角线

扩展步骤；

(2)主要三角矩阵变化：考虑启动阶段已成功输出，{p”，A”)是长度为门”的结果

残留图，可认为是集合c俨(A”，P”)的一个元素。考虑另一个集合c”(A，p)中的元素，
它与初始图在这些边上是一致的，假设在这个新构造的图上运行启动阶段并采用同样

的随机选择。很容易看到度分布对的顺序和每一步被选择节点的概率都是相同的。所

以，得到的结果残留图将拥有相同的度分布对、长度和生成概率；

(3)清除操作：到目前为止距离g增大到了要√门，并且以很高的概率得到了局部
二

下三角矩阵形式，此时仅剩下很少的校验节点。
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对于一个长度为咒的(3，6)LDPC码，其编码复杂度是刀2，然而实际的操作次数不

超过0．0172靠2+O(n1，由于这个非常小的常系数，即使码长很大，也可产生实际可行

的编码器。Gallager最初定义的许多变体和扩展是可能的，为了构造更接近容量的

LDPC码，这些扩展也很重要。构造非规则LDPC码的线性编码将是下一步的研究重点。

LDPC码的编码过程尽管有基于准下三角校验矩阵的有效算法，但其复杂度仍然

随着g的变化而变化。而循环码或准循环码的编码复杂度与码长成线性关系，并且准

循环码集合里的码字具有大的最小距离，文献构造了一种基于光正交码的不规则

LDPC(OOC．LDPC)码。OOC．LDPC码的二分图中无4．环，并且是分组长度所的准循

环码，其系统码的生成矩阵G具有如下形式：

G=

(以一H)f

L(叫 (以一H：)r
●

●

(以。1以一。)r

(3．5)

其中是Lk，1是玎×(所-1)阶单位矩阵。

可以看出，OOC．LDPC编码能使用具有线性复杂度的刀×(m一1)级移位寄存器来实

现，其编码复杂度与码长成线性关系。

3．1．2基于校验矩阵重构的LDPC编码

文献实现了一种不需要生成矩阵G的LDPC码编码器设计方法，它充分利用校验矩

阵H的特点，对其进行分解与重构。将矩阵H分解为两个子矩阵，H一『HP i日d 1。其
L J

中，Hp是(咒一k)x(n—k)维方阵，称为校验位矩阵。日d是(万一k)xk维矩阵，称为信

息位矩阵。日p是双对角线形式的上三角子矩阵，具有如下形式：

H
p I

1 1

O 1

0 O

0 O

O O

0 0

O 0

0 0

1 O

1 1

0 1

O 0

0 O

0 O

O O

0 0

O 0

1 O

1 1

O 1

O O

O 0

O 0

O O

O 0

O 0

1 0

O 1

(3．6)

由式(3．6)可以看出，矩阵HP的每列只含一个1或者两个1。Hd由qxt个万一旋转矩

阵(记为死)按一定规则构成，乃是随机形成的m×所维方阵，由此推知，Hd为qmxtm

维矩阵。矩阵乃的每行和每列均只有一个1，若加强约束条件，使每条对角线也只有

一个1，这不但不影响矩阵Hd的结构，同时也缩小了搜索矩阵乃的范围，能利用现有
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的“皇后算法”。将死顺时针或逆时针旋转90可得到％，以同样的方式再旋转两个90，

可依次得到％和％，旋转矩阵由此而得名。当分组长度较长时，乃的矩阵表示形式

位置，计数采用从上到下的顺序。例如，对于小一3的乃矩阵，如式(3．7)所示：

『o 1 01

【1 0 0J
它所对应的矢量为(3，1’2)，对乃进行逆时针连续三次的900旋转可分别得到％，％

和％如下：

刀_2[兰 毫 {]刀，c。[三 章 主]刀rD 2[亳 三 三】 c3．8，

它们所对应的矢量分别为(2，L3)，(2,3,1)和(1’3，2)。利用乃、％、％和％组成码率

日4㈢。

A^

兀B

兀c

兀D

孔B

孔c

孔D

乃

冗c

氕D

A^

霓8

孔B

-TgA

兀B

arc

将矩阵日P和矩阵Hd合并，可得到完整的奇偶校验矩阵H，如式(3．10)：

相应地将码字矢量C，分解为校验位矢量Cp和信息位矢量Cd，即有

(3．9)

(3．10)

C 2[cPCd】，根据LDPc码的编码原理，校验矩阵H与码字矢量c之间有如下关系：

一吵]+阶耽Ⅷ掣l。
映射矢量v定义为方程式(3．11)的解。因此有：

HpCp一'，一H4Cd(模2和)

注意[日p]-l—Up，u，是三角矩阵，则：
cp—U pv
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(3．11)

(3．12)

(3．13)

％％

％

％

％％

乃

％

％％

％

死

呢％

％

％

l

1

0

．

1

O

O

1

0

O

1

1

1

0

0

=
d
HH昔H



给定任意信息位矢量C4后，根据以上阐述可构造出校验位矩阵Hp和信息位矩阵H4。

利用式(3．12)可计算出映射矢量'，，再利用式(3．13)就能计算出信息位矢量Cv。由于日，

是双对角的上三角矩阵，可对H口Cv采用高斯消去法求得Cp，具有线性复杂度。对给

定的信息位矢量q={反)，根据方程式(3．12)和式(3．13)可求得校验位矢量cP一{A)。

先由日P矩阵的最后一行求出鳓：

p肼=∑‰，dd， (3．14)
J

递推可得：

昂一=昂mt+∑J}ld d，0．15)
’
似oL

再向上回带可求得忍，从而得到校验位矢量cp={B)。
由给定的信息位矢量Cd和求得的校验位矢量Cp，可得到U)PC编码后的码字矢量

C_[CvCd】。此时，LDPc码的码长为(口+f)m，信息位长为加，码率为f／(q+f)，列
重量为t，行重量为口。

3．2 DVB．S2标准的前向纠错系统

DVB．S标准是欧洲第一代数字视频广播(DVB)组织制定的卫星数据广播技术规

范，这是一个全球化的卫星传输标准，目前已被世界绝大多数国家采用。

在过去的十年间，数字通信领域中的技术革新大量涌现，尤其是纠错编码技术的

研究己取得突破性进展。伴随这一趋势，同时由于服务商和用户对卫星通信提供更大

容量和更多新业务的需求不断增长，DVB项目组于2002年开始着手进行下一代卫星

数字视频广播标准的制定，并于2003年公布了针对卫星宽带业务的第二代标准

——DVB．S2，该标准目前己被国际电信联盟和欧洲电信标准协会采纳为正式标准。

DVB．S2的目标，是实现最好的信号播送性能以及完整的系统灵活性和合理的接收

机复杂性。DVB．S2标准与DVB．S标准相比有以下优势。

与DVB．S相比，DVB．S2标准在带宽利用率方面有质的飞跃，在相同的功耗水平

下增加了35％的带宽。这个巨大的进步主要通过三个方面体现出来：新的纠错编码方

式(LDPC：低密度奇偶校验码)、新的调制体制(8PSK、16APSK和32APSK)和新

的工作模式(VCM：可变编码调制；ACM：自适应编码调制)。DVB．S2标准采用BCH

码与LDPC码级联的前向纠错(FEC)系统，其性能接近理论极限。DVB．S2提供了

1／4、1／3、2／5、1／2、3／5、2／3、3／4、4／5、5／6、8／9和9／10共11种纠错编码比率，以适

应不同的调制方式和系统需求。DVB。S2引入了64800和16200两种LDPC码长，码长

极长是其性能优异(距香农限仅0．7dB，比DVB．S标准提高了3dB)127儿28l【29l【38l的原因

之一。



前向纠错系统(FEC)是DVB．S2【36】【37】系统中的一个子系统，由外码(BCH)、内码

(LDPC)和比特交织(bit interleaving)三部分组成。其输入流是BBFRAME(基本比特帧)，

输出流是FECFRAME(前向纠错帧)。

每个BBFRAME(‰比特)由FEC系统处理后产生一个FECFRAME(n蛳比特)，
外码系统BCH码的奇偶校验比特(BCHFEC)iJI]在BBFRAME的后面，内码LDPC码的

奇偶校验比特加在BCHFEC的后面，前向纠错系统如图3．2所示。表3-1和表3．2分别

给出长帧(，l咖一64800比特)和短帧(刀蛳一16200比特)FEC编码表参数。

％=k

k6c^ ‰一‰％～
I BBFRAME BCHFEC LDPCFEC

表3-1编码参数(一般帧7‰一64800)
LDPC BCH信息位 BCH码长N。。。 BCH LDPC码长

码率 Kbch LDPC信息位k。。弦 纠错位数 nIdpc

1／4 16008 16200 12 64800

1／3 21408 21600 1 2 64800

2／5 25728 25920 12 64800

1／2 32208 32400 1 2 64800

3|5 38688 38880 1 2 64800

2／3 43040 43200 1 0 64800

3／4 48408 48600 12 64800

4 l S 51648 51840 1 2 64800

5／6 53840 54000 1 O 64800

8|9 57472 57600 8 64800

9／10 58192 58320 8 64800

2l



表3—2编码参数(短帧以啦；64800)

LDPC BCH信息位 BCH码长N啪 BCH LDPC有效码率 LDPC码长

码率 Kbch LDPC信息位k惭 纠错位数 nldpc／16200 nld∞

1／4 3072 3240 12 1／5 16200

1／3 5232 5400 12 1／3 16200

2／5 6312 6480 12 2／5 16200

1／2 7032 7200 12 4／9 16200

3／5 9552 9720 12 3／5 16200

2／3 10632 10800 1 O 2／3 16200

3／4 11712 11880 12 11／15 16200

4|s 12432 12600 12 7／9 16200

5／6 13152 13320 1 O 37／45 16200

8／9 14232 14400 8 8／9 16200

3．3 DVB-S2标准中LDPC编码算法

尽管LDPC码的奇偶校验矩阵是非常稀疏的，在编码过程中，一般的生成矩阵是

必须的。当然任何线性分组码都可以通过高斯消去得到生成矩阵，但生成的矩阵会失

去稀疏性，而在对于DVB．S2标准采用的LDPC码，也就是IRA码【砌，由于采用

特殊的编码方式，所以不需要存储生成矩阵，具有线性编码复杂度。

根据DVB—s2标准，其LDPC码的编码任务是由‰个信息比特组得到7lf枷一‰

个奇偶校验比特【po，Pl⋯见咖一kt4ce一-)，最后得到码字【乇，‘⋯k一1’风，A，⋯‰一k J。
具体过程概括如下：

第一步，初始化校验位：

Po=Pl；⋯=P。一々一l=0 (3．16)

第二步，计算信息位对奇偶校验位的贡献，计算公式如下：

P，；P，o乙， J={x+m mod 360x qj mod(nldpc一毛咖) (3．17)

其中，P，是第j个校验位，‘是第m个信息位，(ntdp。--kldpc)是奇偶校验位的个数。x表
示奇偶校验位的地址取DVB．s2标准附录B和C提供的相应地址列表的第x行数据。这两

个附录分别给出了长码(码长为64800)1约11种码率和短码(码长为16200)的10种码率的奇

偶校验位地址。q是由码率R决定的常量。具体方法如下：



(1)对第一个信息比特乇进行累加，对应的奇偶节点地址由编码表的第一行指定。

DVB S2标准一共规定了21个编码表，分别适用于不同的传输要求，具有不同的码率，其

中长帧11个，短帧10个。下面以码率为2／3的长帧为例，说明累加的过程。

Po=Poo乇P2767=P：'7670乇P1049l—P1049lo毛

Puo—p2400fo p16043=P1604ao‘ 既8673一Pl％rJo乇

p躺；‰of0 P9279一P92790f0 p12826=P1．7麟of0

A∞79一Pl晒79 o乇p8∞6；P8056o毛P2092a—P2092s 0)io

Ps226一Ps：拍。乇 (3．a8)

(2)对于下面的359个信息比特‘，m一1,2，3⋯359累加‘对应的奇偶比特地址

为：{x+m mod360×q}mod(n蜥一‰)，x代表和第一个信息比特f0相对应的奇偶比
特地址，q是一个由码率决定的常量，可作如下简单的推导：

g；1N-FK。了N-Nc；苦(1一尺) (3．19)口；一一一=一11一代l Ij．
1

M M M、
1 、

对于DVB．S2标准M一360，N一64800或16200。由此得到的口值如表3．3所示。

表3-3一般帧和短帧的q值

一般帧N；64800 短帧N；64800

码率 g 码率 口

1／4 1 35 1／4 36

1／3 120 1／3 30

2／5 1 08 2／5 27

1／2 90 1／2 25

3／5 72 3／5 18

2／3 60 2／3 15

3／4 45 3／4 12

4／5 36 4／5 1 0

5／6 30 5／6 8

8／9 20 8／9 5

9／10 18

继续上面的例子，码率为2／3，故q一60，那么对于信息比特‘，将执行下面的操作：

P60—p∞o‘P2827=P2s27 o‘P1055l—Px0155l o‘

p姗Illlp姗o‘P16103=P161030‘P1s733一n87330‘

P566；P566 o乇P9339一P9339o‘ A28黼=P128嘶o‘

Pl∞39=P10639 o‘Psll6一P8116 o‘P209ss；P2∞船o‘

风286一Ps2860f1 (3．20)

(3)对于第361个信息比特，被累加的奇偶比特的地址由编码表的第二行决定。用



相同的方式得到接下来的359个信息比特所对应的奇偶校验比特的地址。

{x+m mod360。qjrood(^*一^#J (3．21)

z代表和信息比特‘帅相对应的奇偶比特的地址，即第二行的第一个值。

(4)用相似的方法，对每一组360个信息比特，利用编码表的一行来找到对应的奇偶

比特的地址。

第三步，当所有的信息比特均被使用之后，最终的校验比特节点通过以下方式得到，

顺序执行如下操作：

P』一PJoPH(，一L2，仇舡一女岍一D (3．22)

最后P．的内容即是奇偶比特P．的值。

这样便得到了码长为H礅的LDPC码码宇(／o，‘⋯k—L p0，n，’p峰一k)
图3．3给出的是一个符合DVB-S2标准的1／4码率，码长为16200的LDPC码的校

验矩阵

H㈣hⅢ口1／4{nldoc=18∞

{
4

一；； 《

剿
；
{

o”“⋯"!要m
1⋯⋯1“1。

图3．3校验矩阵H

DVB-S2标准仅仅介绍了编码过程，但是对其采用的LDPC码的码型、具体的校验

矩阵结构以及其他一些关键参数并不清楚，而这些都与译码能否顺利进行有密切联系，

对译码甚为关键。因此我们对DVB．s2标准中LDPC码的规则进行详细的分析，在此

基础上，深入研究DVB—s2标准中LDPC码的校验矩阵结构，分析得出这是一种IRA

码。

LDPC码是线性分组码．当采用信息向量与生成矩阵相乘的方法编码，其编码复杂

度与码长平方成正比。码长很人时，编码延时大，限制了LDPC码在实时环境F的应



用。因此，如何降低LDPC码的编码复杂度一直是该领域工作者努力解决的问题之一。

LDPC码编码方法的研究主要集中在如何利用校验矩阵的稀疏性有效进行编码，以使其

编码复杂度随码字长度呈线性增长。

由DVB．S2标准可知，校验矩阵日包含两部分，具有如下形式

H=1％，也I (3．23)

其中只是一个稀疏的m xk的矩阵，对应着编码规则的第二步，

pJ=P，o‘， jf={石+m mod360xqj mod(nu咿一七咖J(3．24)
即为H。的生成方程。DVB．S2标准附录B和C提供的地址列表既给出了日r，矩阵中1

的详细位置。编码规则第三步中Pf=Pf op『．1表示的是一个简单的累加器，相应的奇

偶校验矩阵每列有两个非零元素，即日，，它是一个满秩的m×聊的矩阵，有如下形式：

H2—

1

1 1

1

1

l 1

(3．25)

以上分析得出DVB．S2中的U)PC码实际上是IRA码。

观察校验矩阵日的结构不难看出；代表第一个校验方程的校验矩阵第一行只和第

一个校验比特有关，第二个校验方程只和前两个校验比特有关，第三个校验方程只和

下两个校验比特有关，依次类推，这样，可以通过一种递推的方式依次得到各个校验

比特值。当校验矩阵为以上形式时，生成矩阵可表达为以下系统形式。

G；『I P1，其中P=日1TH，～，H，刁具有以下形式

H
2-T一

1

1

：
●

1

1

(3．26)

Ⅳ：。r可以看成另一个编码器，也称为累加器。IRA码的编码过程可以看成分为两步来

完成，首先将码字与一个稀疏矩阵H，r相乘，得到的值再进行重复累加，得到传输的码

字。如图3．4所示

l

1

1

●●●

●

●

●

●

●

●

●

●

●

1工l

l



c—p P】

图3．4 LDPC码编码器结构

将校验矩阵日通过高斯消去得到生成矩阵G罩[，P]，--般k x(n一七)维的矩阵p的

密度为0．5，则运算所需的模二加法的数量近似为o．5七(玎-k)，所以DVB-s2中的LDPC

码编码复杂度较低。

变量节点Ⅵ呵(1(个)

校验节点CN(N-K个)

图3．5 DVB-S2中LDPC码双向图

DVB．S2中的LDPC码对应的双向图如图3．5所示它包含三类节点，包括K个信息

节点IN，对应编码前的信息比特，Ⅳ一K个校验节点，对应Ⅳ一K个校验方程，Ⅳ一K

个奇偶节点，对应Ⅳ一K个奇偶校验比特，信息节点和奇偶节点共同组成Ⅳ个变量节

点，对应编码后产生的Ⅳ个比特的系统码字。两类变量节点VN"：K个信息节点IN和

Ⅳ一K个奇偶节点PN，分别对应码字中的系统信息位和奇偶校验位。IN节点有两种

不同的度数．7和3，分别用只和E表示度数为j和3的节点数目。校验节点CN的数目

和与PⅣ节点数目相同也为Ⅳ一K个。随机交织矩阵即为H，矩阵，它表示，Ⅳ节点和CN

节点之间的连接关系，其数学描述为
， 、 ， 、

P，=Pf o‘，J={X-I-m mod 360 xq}mod【，z埘pc一七坳。J

若随机交织矩阵的第f列和第_『行有一个非零元素，则CN节点i和，Ⅳ节点f之间有一

条边相连。每个CN节点恰好和a个，Ⅳ节点相连。PⅣ节点和CN节点之间是一种固定



的“Z”形连接，对应着校验矩阵的以，其数学描述为P；一P；o PM。CN节点的度数为

它与IN节点和PN节点相连的边的总数，则Ⅳ一K个CN节点都具有固定的度数a+2，

但其值依码长和码率不同而发生改变。表3．4和3．5分别总结了DVB．S2标准中码长为

64800和16200的LDPC码在不同码率下的部分参数，表3．6总结了DVB—S2标准中码

长为64800和16200的LDPC码的度分布。这些参数是根据DVB．S2标准提供的q和

标准附录B和C提供的相应地址列表以及码长和码率得出的。以便有利于我们进一步

研究编码器和译码器的结构，以便硬件实现。

表3—4 DVB—S2中码长为64800的LDPC码在不同码率下的Tanner图参数

表3．5 DVB—S2中码长为16200的LDPC码在不同码率下的Tanner图参数
●

Rate j fj f3 a+2 m k

1／4 12 1440 1800 4 12960 3240

1／3 12 1800 3600 5 10800 5400

2／5 12 21 60 4320 6 9720 6480

1／2 8 1 800 5400 6 9000 7200

3／5 12 3240 6480 11 6480 9720

2／3 1 3 1 080 9720 1 O 5400 10800

3／4 12 360 11520 1 1 4320 11 880

4}S O 0 12600 1 3 3600 12600

5／6 1 3 360 12960 1 7 2880 13320

8／9 4 1 800 12600 27 1 800 14400



表3-6 DVB—S2中LDPC码的度分布
●

16200Rate J 64800

入j 入3 a 入j 入3 a

1／4 12 2／3 1／3 2 16／21 5／21 2

1／3 12 2／3 1／3 3 2／3 1／3 3

2／5 12 2／3 1／3 4 2／3 1／3 4

1／2 8 16／25 9／25 5 8／17 9／17 4

3／5 12 2／3 1／3 9 2／3 1／3 9

2／3 1 3 13／40 27／40 8 13／40 27／40 8

3／4 12 1／3 2／3 12 1／9 8／9 9

4|s 11 11／32 21／32 16 0 1 11

S|6 1 3 13／40 27／40 20 13／121 108／121 16

8／9 4 4／25 21／25 25 4／25 21／25 25

9／10 4 1／7 6|1 28

3．3编码器设计及实现

LDPC码的编码通常非常复杂，其复杂度与码长的平方成正比，尤其是对于系统

LDPC码，因为稀疏的奇偶校验矩阵对应着一个密集的生成矩阵G。但DVB．S2标准

采用的u)PC码为IRA码，编码复杂度较低，我们采用不通过生成矩阵，直接用校验

矩阵来编码，这样的方案的优点是具有线性编码复杂度，而且适合高码率。

3．3．1编码器设计总体思想
设计编码器时，根据处理中不同的作用可以把他们分成两个功能模块：校验位生

成模块和码字输出模块。编码器框图如图3．6所示

图3．6 LDPC码编码器结构

编码器具体算法框图如图3．7所示：



图3．7编码器具体结构

编码器的具体编码过程分为两步：

1．产生校验比特值：根据信息码地址产生器输出的地址m从信息码存储器中读取

相应的信息比特乙，同时校验码地址产生器根据m得到校验比特地址_|『，从校验码存

储器中取出相应校验比特P，，和f。进行模二和运算后再存入同一校验比特地址。重复

上述过程，直到得到所有校验比特。

2．产生奇偶比特值：由控制器控制数据选择器和数据分配器转换数据流向。根据奇

偶码地址产生器输出的奇偶比特地址．，从校验码存储器中取出相应校验比特P；，送入

累加器中进行重复累加，运算结果再存入同一奇偶比特地址，直到产生所有的奇偶比

特，和信息码存储器中的信息比特一起组成系统码字，完成一帧数据的编码。

3．3．2 DVB．S2中LDPC码编译码器的FPGA设计140J
编码器具体结构【3l】【32】如图3．8所示，校验位生成模块组主要由一个输入FIFO处理

模块、一个存储计算校验位地址的RAM模块和一个存储校验位数值的RAM模块构成，

主要完成编码器校验位生成、存储和输出的任务。

输入FIFO模块的作用是使输入信息比特流无差错地运用于编码处理中，主要由一

个异步的FIFO构成。由DVB．S2中LDPC码的编码规则分析可知，H矩阵中烈节点

有两种不同的度数j和3(j依据LDPC码的码率而互不相同)，导致每个信息位参与校

验位生成的次数不同。由于比特流输入的连续性，为了防止处理时钟不同而导致输入

信息丢失，同时为了保持输入和输出两个时钟域的同步性，需要在输入部分与处理部

分之间加入一个异步的时钟FIFO进行处理。此模块输出产生的信号fifo one data根据

乒乓操作的要求，在不同的时钟处理周期分别传送给不同的存储校验位数值的RAM模



块。

同时向存储校验位数值的RAM输入的是由计算校验位地址的RAM模块输出的地

址值。设计中用一个单独的只读RAM存储DVB．S2标准附录B和C提供的相应码率

的地址列表的行数据。根据编码规贝JJ(3．17)，每次需要信息位的贡献地址时，取出对应

地址的行数据用于校验位的地址计算即可，达到了校验矩阵有效存储的目的。

存储校验位数值的RAM模块由两块双口RAM构成，主要用于校验位生成的计算。

因为在DVB．S2中校验位的生成分为两步。

1"all 1；WO

图3．8基于FPGA的编码器原理图

首先是通过相应信息位的模2累加(工作原理如图3．8所示)，当校验RAM第一

个时钟接收到地址addr，将读出口对应地址的数值tam data读出，送入寄存器REG；

第二时刻接收到的fifo one．data与寄存器的数值相加从写入口写入到第一时刻addr对

应的地址，即完成一次信息位的累加。

第二步主要是实现编码规则中的Pi—Pi o仍一。。原理和信息位的累加一样，主要是

运用双口RAM的两个端口同时读取前后两个地址的校验位值，然后用模2累加器累加

生成。

码字输出模块设计是根据乒乓操作的思路，运用两块异步的FIFO和一个二选一的

MUX(选择器)配合使用，目的是将流入编码器的信息位和编码生成器生成的校验位连

续输出，同时保证处理时钟域和输出时钟域的同步性。

我们采用的通用器件是altera公司Cyclone ii的FPGA芯片，并在ISE下使用VHDL

语言编写源程序，最后得出综合结果。

3．3．3仿真结果分析

图3．9和图3．10给出了用FPGA实现的该编码器的Modelsim仿真波形。图中clk

是控制输入和编码器数据处理的时钟，每个输入数据对应4个clk时钟周期。in是输入

的待编码数据。clk—two是控制数据输出的时钟，每个输出数据对应一个clk two时钟



周期。out是输出的编码后的数据。为了适应数据处理的要求，elk与clk two的周期为

3：8。rst为系统复位使能信号。该编码器实现的是DVB-s2中码长为16200的IRA码

编码功能，码长较长，由于数据处理的需要，要在输入16200个数据后才会有编码结

果输出。图3．9是编码器NⅡ开始工作的一段数据，此时还没有编码结果，故out信号持

续低电平。图3．10是开始有编码输出时的一段数据。由于DVB—S2中的LDPC码为系

统码，编码结果由信息位和奇偶校验位组成，信息位即为输入的待编码数据。比较两

图，可以看出．图3．9中的输入数据in与图310中的输出数据out完全傲，而且通
过程序验证。编码后的奇偶校验位也是正确的，编码器工作正常。

图3．9起始仿真波形

图310编码后仿真波形



第四章LDPC改进译码算法研究

4．1硬判决译码算法改进

4．1．1加权比特反转(wBn译码算法
Kou Yu等人提出了一种适合各种信道的加权比特反转(wBF)算法，在每轮迭中，

对每个变量节点按某种方法计算其可靠性，可靠性最小的节点发生反转。WBF算法在

性能指标上优于标准比特反转译码算法，但引入可靠性计算导致译码复杂度增加。WBF

算法如下：

(1)对坍IL2⋯M，令Iyf曲．t，剑mi㈤n I以l

(2)计算伴随式s a仅，s：，⋯％)一z·日r

(3)对n 1，2，⋯N，计算勘一∑、(2‰一1)I叫nin叫删妒J
(4)如果疗一argmaxE则反转比特Zn

k^‘Ⅳ

(5)重复上述步骤知道s=0或达到最大迭代次数。

由于WBF算法在计算变量节点的可靠性时只考虑了校验节点的信息，ZhangJunt锄

等人提出了改进的加权比特反转(IWBF)算法，在计算变量节点可靠性时加入了变量节

点的信息，提高了译码性能。Guo Feng等人注意到WBF和IWBF算法中只考虑了校验节

点的特定信息，其提出的RR．WBF算法考虑了检验节点的全部信息，进一步提高了性

能，而没有增加复杂度。

4．1．2 Shuffled比特反转(SBF)译码算法
标准BF算法通常学要很多次的迭代译码过程才能收敛。为了加快译码器的收敛，

可以考虑对编码比特串行处理，即在每个时间单元上只处理一个比特。假设在迭代译

码过程的第珂个时间里第忍个比特被处理，如果比特的反转条件满足的话，那么这个比

特被反转。通常，乙反转后新得到的值比其旧值正确的概率要大，从而基于z。反转后

的新值计算得到的伴随式S比基于z。的旧值计算得到的伴随式s要可靠些。在SBF迭代

译码过程中，一旦一个比特发生反转，那么这个比特参与的所有校验对应的伴随式的

值也将反转，其余比特依据新得到的伴随式进行处理。因为在SBF算法中，可靠的比特

值被尽可能早的利用，因而SBF算法比标准的BF算法具有更快的收敛速度。SBF算法描

述如下：

(1)计算伴随式S a(墨，s：，⋯％)一z·Hr

(2)对，l—L2，⋯N，如果Fn>6，则反转比特Z。，且反转{％：mEM(n)}
(3)重复步骤1和2直到s=0或达到最大迭代次数。
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从译码性能的角度来说，一个完全串行实现的SBF算法是我们期待的，但是在硬件

实现中却是不现实的，特别是当码字的长度很大时更是如此。为了便于硬件实现，可

以将比特进行分组，组与组间串行处理，此译码方案称为GSBF方案。在GSBF方案中，

比特分组顺序依次处理。显然，在一次迭代完成后，最后处理的那组比特是最可靠的，

因为他们利用了前面所有被更新过了的比特信息。

在上述的GSBF方案中，对同一种比特分组方案，如果采用两个译码器对比特分组

方案按不同的顺序进行处理，那么将得到同一比特分组方案的不同的可靠性排序。为

了利用这一特点，文献提出了一种RGSB功案，即使用两个或多个译码器，对同一比特
分组方案按不同的分组次序进行译码，并在迭代译码过程中互相交换比特译码信息。

RGSBF译码快但代价是使用了多个译码器。

4．1．3其他比特反转译码算法
在LDPC码的硬判决译码方法中，除了上述几类方法外，还有一些基于其他思想的

译码算法。为了避免二部图中环形问题而引入的基于Taboo的译码算法，为解决Taboo

译码算法中的Taboo参数问题引入的基于令牌的译码算法等。在这些算法中，所有问题

的本质在于如何找到合适的反转比特的顺序以使LDPC码的性能达到最优以及降低译

码复杂度。

4．2软判决译码算法改进

在概率域上的BP算法例中，计算觑(d)以及更新0、锄‘时，需要大量的乘法、
除法及对数运算，这不仅增加了复杂度，而且会使得算法的数值稳定性变差，限$1JBP

算法的实际应用。如同BCJR算法】_。样，我们考虑在对数域上实现BP算法，连乘的运

算被转换为复杂度更低、稳定性更好的加法运算。在对数域的BP算法中，我们定义以

下变量代替式(2．23)，式(2．24)，式(2．26)，式(2．27)qa l拘各个软信息：

叱一。g(瑞)叱小崦(丽qji(O))啦冲。g(端)

地H。g(描卜(蹦卜矿 ㈨，

下面我们对对数域的BP算法进行详细的推导。

因tanh(工)一{至；詈萎妻亨三{x；乏1-n(鲁)，‰+n；1
tanhH制。等羔糍一篇 @2，
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再根据式(3．7)和式(3．8)，我们可以得到L(％)和￡(q乒)的关系式：

t柚h(三L(。))。；觋v(吼(。)嘞小))l，驭(三￡(叫 (4．3)

￡(。)-2tanh-1(，觋v鼬(扎训 (4．4)

式(4．4)中仍然存在着大量的乘法运算，为了使得计算更加简单，我们定义

工(呸．，)一q．J·屈r其中q．j—s枷(L(gi．』))屈．，一IL(q,．川将式(4．4)改写为：

叱)2呱％)．2ta心1109～闻州log(anh阻))㈨，
2(；ar)H驯训

一

m)--log(tallll(圳乩g筹式(3．16)中需式(3．15)中的连乘被加法代替。
在对数域的BP算法中，￡(劬)的计算公式变为：

￡(嘞)=三(只)+磊，如) (4·6)

综上所述，我们得到对数域上的BP算法的具体步骤：

(1)初始化：L(q。o)一￡(B)；2y，／a2，迭代次数k=l。

(2)由式(3．16)(4．5)计算得到校验节点传递给变量节点的软信息己(厂‘声)。

(3)由式(4．6)计算得到变量节点传递给校验节点的软信息￡(g‘盯)。

(4)计算z；的后验概率L(Q‘z)一工(pf)+．≥、L(r‘Ⅳ)

(5)对L(Q‘；)进行硬判，产生译码结果

乏；1 L(Q：]!I<o将得到的译码结果序列2t左乘校验矩阵，获得各个校
1 0 L(o‘f)苫0

验式的校验结果：S‘一(0，s：k，⋯％‘)。
6．重复2到5，直到S‘=0或到达最大的迭代次数。

无论是概率域的BP算法还是对数域的BP算法，它们所需的存储量基本相等，因为

校验矩阵的稀疏性，两者在实现时所要的存储量与码长成线性关系。但是对数域上的

BP算法避免了大量的乘法运算，大大减少了运算复杂度，更有利于硬件实现。

4．2．2最小和(Min-Sum)译码算法
Min-Sum算法13411351和BP算法比较较相似．在对数域BP算法中．定义了



北)|l。g筹。该函数满蹦沁h㈤，因此(4．5)中叫；磊v眠))通过某种近
似简化计算。图4．1是函数妒(x)的曲线，从中可以看出当㈦趋向于。的充分小的区间里，

≯(z)上升的非常快，所以；磊v≯(屈·肌乎完蛐屈·，中数值最，J、的一个值决定。

妒(；嚣慨)一m叫(训 ㈣

(4．8)

酏1函数妒(工)|log篙
在计算L(口。可)L(p。i)的时候，因为后面的计算只需要对这些数据做求最小值的计

算，所以，所以对于高斯白噪声信道的方差仃2也可以省略掉。

L(po)．L(qo，)=)，。 (4．9)

另外￡(，．‘乒)和L(qkij)这两个变量的更新算法，和对数域BP算法基本相同。
综上所述，我们得至UMin．Sum算法的具体步骤：

(1)初始化：L(qo{『)ffi L(p，)=Y；，迭代次数k=l。

(2)由式(4．8)计算得到校验节点传递给变量节点的软信息L(，．‘『1)。

(3)由式(4．6)计算得到变量节点传递给校验节点的软信息L(g‘玎)。

(4)计算乙的后验概率￡(Q‘t)=￡(见)+，墨、工(，．‘乒)
(5)对己(Q‘，)进行硬判，产生译码结果



乏。j1 三呼I：!<o将得到的译码结果序列乞t左乘校验矩阵，获得各个校
I o 工(a‘f)乏0

验式的校验结果：s‘；(寸，s：‘，⋯％‘)。

(6)重复2到5，直到S。；0或到达最大的迭代次数。

Min．Sum算法迭代的基本结构和BP算法相似，只是在迭代译码的过程中只有加法

和比较大小的运算，运算量和存储量都要比BP算法小得多，和适合硬件实现。

4．2．3 Min．Sum译码算法的改进

Min．Sum算法的(4．8)要比BP算法的(4．5)所得值偏大，为了提高Min．Sum译码算法

的性能，将(4．8)除以一个参数，7(i"／>1)，我们称之为修正最小和算法，或者加上一个修

正值，称为截短最小和算法，使之减小与(4．5)的差距，

第一种修正Min．Sum只需对式(4．8)进行修正，得到公式：
‘

／ 、

￡(。)2【，玎v％H础叩 ㈣
式(4．10)中屈．，的最小值除以了一个归一化因子叩，其中，7为一个大于1的正数，通常由

三种方法确定rl的值：

1．分别定义由对数域BP算法求得的￡(o)和Min-sum算法求得的￡(％)为厶和如，

则，7：掣
E【t J

2．通过一种称为“密度演变”(density evolution)的算法来近似估计不同归一化因

子下归一化算法的噪声门限，选出其最大噪声门限对应的r／。

3．采用计算机仿真的方法确定不同LDPC码的最优归一化因子。

第二种修正Min．Sum只需对式(3．19)进行修正，得到公式：

三(。)2(。觋v％J一(min㈨以o) (4．11)

相对于规贝JJLDPC码而言，不规则的LDPC码由于校验节点的度并不一致，这给，7值

的寻找带来了不少麻烦。如果不同度的校验节点在计算时使用相同的r／值显然不会的

到最佳的性能提高，但是如何为具有不同度的校验节点找到合适的，7值缺非常困难。Jun

Heo用方法3对一个码长为10000、码率为1／2的规则(3，6)LDPC码做了分析，找到适合该

码的最优叩值为O．8。改进最小和算法较最小和算法将该码字的性能提高了0．65dB。可

以看到改进最小和算法的解码步骤和置信传播算法的相同，它的运算复杂度和最小和

算法几乎一致。如果我们能够找到合适的r／值，那么该算法的解码性能将非常逼近置

信传播算法。优越的性能和极低的复杂度，使得改进最小和算法非常适合实际应用。

同Min．Sum算法一样，改进的Min．Sum译码步骤与对数域BP算法的相同。它的运



算复杂度和Min．Sum算法几乎一样，但如果选取恰当的修正因子，它的译码性能非常

逼近BP算法，这使得它成为硬件实现的首选。

4．2．4 LDPC码其他译码方法

在上面各个章节中，LDPC码的译码算法都是基于消息传递的译码算法。在LDPC

码的译码算法中，除了上述基于消息传递的译码算法，还有一类非常重要的基于数学

优化的算法，其中有J．Feldman提出的基于线性优化的译码算法及yuhcng H提出的基

于协作优化的译码算法
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5．1蒙特卡罗思想

第五章性能仿真与结果分析

大部分LDPC码的译码都采用软判决。软判决译码算法主要是置信传播(BP，Belief

Propagation)算法，它的译码性能最好。BP算法的译码思想是在Tanner图中的变量节

点和校验节点不断的传递概率似然值，最终实现译码。第一步是更新所有的变量节点

的信息；第二步更新所有校验节点的信息。节点的信息更新都是独立的，因此可以实现

并行译码。在对数域的BP译码算法的实现可以大大简化译码计算过程，并且在此基础

上的改进算法可以在性能和算法的复杂度间实现性能的平衡。迭代完成一次，就进行

一次判决，用校验方程来验证该码字是不是正确的码字，如果是，则译码完成得到正

确码字，如果不满足校验方程，则表明译码算法还未能译出正确码字，继续信息更新，

直到满足校验方程。如果达到预先设定的最大迭代次数，还不满足校验方程，说明译

码失败。必须放弃此次译码算法。译码算法详细介绍见第三章。

在一个数字通信系统中，要确定误码率，最基本的仿真方法是给系统输入大量的

数字符号，并计算接收机输出端的差错的符号数目，这种方法叫蒙特卡罗方法【321。对

一个要估算误码率的系统，按照蒙特卡罗方法在系统的输入端输入Ⅳ个符号，在系统

输出端记录到札个差错，则差错概率的蒙特卡罗估计是

丸。等 (5．1)
N

、 。

这个估计叫基于Ⅳ个符号的误码率132】，给出了符号差错概率的一个估计。使用概

率的相对频率定义，符号差错概率【32】可定义为

丸。。l，im
Are

(5．2)
Ⅳ一*N

、 7

根据蒙特卡罗思想，系统仿真的原理框图如图5．1【32l：



误

图5．1仿真系统框图

针对图5．1所示的仿真系统，要想确定和画出在不同信噪比下误码率的变化规律，只

需要保持输入信号的功率的恒定，人为的控制噪声功率的变化幅度和变化范围，使信

噪比的变化以一定的间距幅度上升。

5．2性能仿真分析

在前面的几章中我们从理论上对LDPC码的性能进行了，下面我们通过Matlab程

序仿真来验证。我们以DVB．S2标准中，码字长度为16200、编码码率为1／4的u)PC码

进行仿真。仿真条件是译码采用对数域BP译码算法，迭代次数我们设置它的最大次数

为50，对误码率，误帧率进行了探讨。从图5．2的仿真结果来看，码长16200，码率1／4

的LDPC码的纠错能力极其的好，信噪比在0．41：L特时，误码率为10一，随着信噪比的加

大，误码率变得越来越小，并且误码率下降的速度也越快，当信噪比为2dB时，误码

率已达到10～；当它与其他编码相结合时，尤其是和BCH码级联时，其性能将更好。
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1；{}
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褂
留
喽

图5．2和积算法下的误码率和误帧率

对数域的BP译码算法虽然其性能很好，也改善了标准BP算法中乘法运算较多的缺

点，但是我们从第四章也能看出。对数域BP算法即和积算法还是存在较多的和算法，

为此提出了最小和算法。图5．3给出了在误码率为10。1时，和积算法和最小和算法在不

同信噪比条件下的平均迭代次数。

籁
《
g
剃

0．4 0．6 0．8 1 1．2 1．4 1．6 1．8 2

信噪比(dB)

图5．3平均迭代次数

从图5．3我们可以看出在误码率要求相同的情况下，和积算法和最小和算法的平



均迭代次数都是随着信噪比的增加，迭代次数越来越小。但是和积算法下降的速度更

快。

我们采用和积算法和最小和算法对码长为16200、码率为1／4的LDPC码进行译

码仿真，最大迭代次数依然设为50次。结果如图5．4所示。

槲
留
嗤

信噪I比[dB】

图5．4 BP算法和最小和算法性能比较

从图5．4可看出和积算法和最小和算法译码性能都是随着信噪比的加大，误码率快速减

小的，但和积算法曲线误码率下降更快。在误码率为10-6时，最小和算法比和积算法

在性能上降低了大约0．4dB。

由图5．3，5．4可以看出，最小和算法虽然在算法的复杂度上大为减小，但是在性能

上的损失也是非常大的。为此我们采用在第三章的译码算法介绍中提到的改进

rain．sum译码算法来达到既减小算法复杂度，又能使性能不会受到大的损失。

5．3修正因子和偏移因子的选择

在这里我们设定对数域算法的校验-下-44"点输出为厶，i11iJmin．sum算法输出则为￡：，那

么从第四章的证明可以得出以下的结论：厶与如有相同的符号；L：的幅值大于厶的

幅值即I己：l>l厶f。从第四章对可以看出，对和积算法的修正当中，用≯@)取代∑≯(x)
时，明显存在修正过当，这意味着，要对修正过当进行纠正，于是出现了归一化修正

和偏移化休整，要提高最小和译码算法的精确度，必须要减少校验节点输出的信息幅
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度，一股归一化修正考虑的思路是除以一个大于1的正整数，偏一化休整一般是减去

一个正数。同时，为了防止纠正过当，一般都要乘上一个小于1的正系数。下面就是

一种为了减小校验节点的输出幅值而提出的纠正方法。

按照上文推道，要达到减少I乞l的幅值的目的，必然要将校验节点的输出信息l￡：I
除以一个大于1的正整数因子，7，使过当修正的最小和算法的输出信息接近和积算法的

输出信息即l厶I--IL：I／,7其中，7【36l是归一化因子。

⋯ax(0．85×黜，1) ∞，

式(5．5)是求归一化因子的一种表达式。不同结构，不同码率的LDPC的归一化因子的

构造是不一样的，用Matlab进行仿真可以得到归一化因子和信噪比的关系图。公式中

E(ILll)E(IL：I)分别为和积算法输出信息幅值l厶I，最小和算法输出信息幅值I乞I的均

值。两算法中输出信息比值E(￡：)／E(厶)的值一般在1．5N5之N。为了防止过纠错，乘

以--q-d、于1的系数o．85‘391。E(IL，I)，E(k1)的计算方法为

E(I厶I)=E(2．t槲l：It锄h㈡) (5．6)

E(L：I)=E(minlxi[) (5．7)

和归一化修正的目的一样。为了达到减少最小和算法中输出信息I￡：l的幅值的目

的，我们可以考虑减去一个正数∥，使l￡：I接近f厶l，即

kl*-"sgn(L2)max(IL：I一∥，0) (5．8)

和归一化因子的求法一样，∥的取值也要考虑纠正过当的问题，为此我们在确定

∥值的时候，也要乘以一个小于1的偏移系数。卢[391的取值方法为

卢=0．95x(E(L2)-E(1a)) (5．9)

E(L11)，E(|￡：1)的计算同样由式5．6和式5．7计算得出。
图5．5为由公式5．5确定的码率R=1／4，码长为16200的LDPC码的归一化因子和信噪比

关系。从图5．5可以看出，归一化因子随着信噪比的加大，是逐渐下降的，而且归一化

因子的取值在l至lJl．5之间。并且随着信噪比的进一步加大。归一化因子的值逐渐接近

常数。图5．6为码率R=1／4，码长为16200的LDPC码的偏移量∥值与信噪比变化的关系

图。由图5．6可以看出，偏移化因子随着信噪比的增加而逐渐下降，当信噪比进一步加

大时。偏移化因子可以看出一个常数，它的值在0．3至lJ0．1之间。在仿真时，我们一般都

把归一化因子，7和偏移因子卢取固定值。这样使仿真更加的容易实现。
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图5．7采用改进的min—sum算法性能仿真图

从图5．7可以看出采用修正了的min．sum算法，性能有了很大的改进，当修正参数，7选取恰

当值(，7—1．175)[FJ"，与标准BP算法相差0．1dB以内，选取参数，7；1．25IH"，这时产生

了误码平台。采用修正的min．SUm算法能带来简单的硬件实现。



第六章结论与展望

本文以DVB．S2标准中LDPC码的应用为研究背景，主要完成了以下几项工作：

(1)针对一般线性分组码的译码复杂度和码的长度成指数关系，而LDPC码由于是

有特殊的稀疏校验矩阵，所以它的译码复杂度和码长成线性关系。所以首先重点研究

了LDPC码的快速编码方法。我们可以利用校验矩阵中信息比特和校验比特的约束关

系进行编码，而不必将校验矩阵转化为生成矩阵。根据DVB—S2标准中给出的LDPC

码编码方法，通过仿真得到的非规则校验矩阵，此矩阵可以看成由一个稀疏矩阵和一

个双对角线矩阵组成，符合利用校验矩阵直接进行编码的条件，并且编码复杂度为线

性。对编码器的给出了初步设计方案，并用Quartus II 5．1进行了仿真。

(2)针对LDPC码采用对数域置信传播算法译码时，其校验节点更新运算中包含双

曲正切运算，难于实际应用的问题，将几种减小复杂度的译码算法应用于译码中，将

复杂函数的运算简化为比较运算，降低了计算复杂度。通过仿真证明，简化译码算法

在运算复杂度大幅下降的情况下，其性能与标准译码算法相近。

(3)利用蒙特卡罗仿真【32】，利用归一化最小和算法【3纠，取得了比以往方法更好的

效果。经仿真验证，归一化算法在设定适合的修正因子的条件下都取得了接近标准置

信传播算法的性能。

论文基本达到了预期的研究目标，获得了一定的成果，但是同样存在着很多不足：

(1)对DVB．S2标准中LDPC码的译码仅仅作了理论的研究，没有设计出相应的

硬件译码器；

(2)本论文只涉及到了短帧的研究而且只研究了码率为1／4的编码，长帧和其他码
率的研究将是接下来的研究工作。
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