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在过去的十几年中，化学加工工业(CPI)发生了巨大的变化，间歇过程又重

新受到了人们的普遍重视。间歇过程指的是将有限量的物料按规定的加工顺序在

一个或多个设备中加工以获得有限量的产品的加工过程。

由于间歇过程通常具有非线性、时滞和不确定性的特点，因此用常规的建模

方法建立模型比较困难。智能系统理论是以众多新兴学科为基础发展起来的，智

能系统辨识方法理论是属于智能系统的一个研究范畴，其中所包含的模糊系统理

论、神经网络理论和进化计算理论都提供了面向这类复杂对象建立模型的方法。

本文在研究了包括传统系统辨识与智能辨识方法的基础上，对氧乐果合成间歇

生产过程的温度对象进行模型辨识。通过了解与分析氧乐果合成问歇过程的生产

工艺，找出了影响温度的主要因素以及温度的变化规律。然后将从现场采集到的

各种历史数据进行必要的数据预处理，构成辨识所使用的输入输出数据。

本文的重点是利用神经网络方法来实现对象的模型辨识。通过研究BP神经网

络的特点，采用了L—M学习算法来完成辨识。利用该种算法，学习训练的速度大

大加快，而且网络的泛化能力也较好。根据工艺了解到，采用单一的神经网络模

型具有一定的局限性。因此，论文中提出了分阶段实现对象模型的方法，即将温

度按照工艺要求分成相应的几个阶段，对各个阶段建立阶段的BP网络模型。BP

网络实现的是静态过程辨识，如果要实现过程的动态辨识，就要用到回归网络。

本文是在BP网络的基础上加上TDL环节构成了回归网络。将温度数据通过一个

TDL环节引入到神经网络输入端作为一个新的输入量来完成辨识。此外，论文中

还将利用各种方法辨识出来的模型引入到控制系统中，进行现场情况的模拟仿真。

本文还研究了利用遗传算法优化模糊T-S模型参数的模糊系统辨识。在这～·部

分，文章引入了广义T-S模型的概念，从而更加方便了遗传算法的寻优过程，并利

用这种方法建立了对象的广义T-S模糊系统模型。

另外，本文还讨论了将仿真中使用的一甲胺流量控制信号转换为实际阀门开度

信号。主要利用了曲线拟合的技术，做出了流量曲线并给出了相应的经验方程。

关键词：间歇过程；系统辨识；智能控制；神经网络：模糊T-S模型；遗传算法



Abstract

In the past decades，the chemical process industry has changed enormously．The

batch process has been paid attention again．Batch process is a kind of process that

gains finite production following job order by treating fmite materials in one or more

devices．

It is difficult to build a model for batch process using common methods because of

the characteristics of non—linear,time—delay and indetermination．Intelligent system

theory is based on many kinds of new knowledge，and intelligent identification theory

belongs to it．The fuzzy system theory,neural network theory and evolve calculation

theory in intelligent control theory provide model methods for batch process plants．

Based on researching traditional identification methods and those of intelligent

control，the temperature plant of omethoate synthesis batch process will be identified．

By comprehend and analysis the technology of it，the main factors that influences

temperature and the laws of temperature variable are found．Input and output data for

identification is made up of history data that has been pretreated from spot．

The important part of this paper is model identification wim neural network
method．After reaching the features of BP network，L-M learning algorithm is adopted．
With this algorithm，the training is faster than ever and the ability of net generalization

is beRer．According to technology,there is some limitation using simple neural network

to build model．So the stage model is presented．That is，separate the temperature into

some stages in accordance with technology and establish the BP model for every stage．
BP net realizes the static process identification．For dynamic process，recurrent neural

network is reasonable．In this paper,the recurrent neural network consists of BP net

added TDL blocks．Put the temperature data through a TDL block and make it as a new

input data of neural network．In addition，the models established using all kinds of
methods are put into control system to simulate the practice spot situation．

Fuzzy T-S system identification whose parameters are optimized with GA is
researched．In this part，generalized T-S fuzzy model is introduced，SO it is feasible for

finding the best parameters．With this method，the generalized T-S fuzzy model of

omethoate synthesis batch process plant iS built．

Otherwise，this paper talks about the transformation from monomethyl amine flux

．TI．
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in simulation tO open status of valve in practice．In order to realize it，curve—fitting

technology is adopted．In a result，the flux enlN,e and the experience equation are

ob协ined．

Keywords：batch process；system identification；intelligent control；neural network；

fuzz),T-S model；genetic algorithm
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1．1芎l裔

1绪论

系绞辩谈楚整凝淫论礤凳浆一个熏漤麴势支，宪楚设诗攘裁系统靛蘩撼。邋

稽控制避程笈杂性静据离，控制壤论成精匿益广泛，控铺臻埝的安际应爝不能脱

离被控对象的数学模溅。然而在多数情况下，被控对象的数学横涮是不知道的，

躐毒奁歪豢邋霉亍翔麓，禳爨豹参数哥黢发生交豫。躐vl避裁霉控翱溪论去嬲决赛器

闷题瓣‘，蘸先{筹要建立被控鼹象瓣数攀貘壁，这是藏测瑾谂耱蚕藏功趣用于实黼

的关键之一m。

控制对熬的高度复杂性是过穰控制的特点，它激现为非线性，时滞J黢酱蟪存

在{蠹鼙兼联罐练，疆臻势掇嚣滚；先验稻滚少露且表达蒜鬻鬟。方囊嚣虽有效

瓣建立邃程黠象酶数学攘浚蹩整鹾臻绞设计黪～个嚣要基懿，鸯了适当嚣德蘩，

才便于开展有关的分橱、设计、预报和计算仿崴镣研究工作。

嗣裁，尽管对线憋系绫已经鸯_『较海成熟敬游谈方法，麴矮小二乘法，德蹩

对{#绫瞧系统懿辫谈溺鲶予探索输毅，没有类戳戆手段霹冀滋行遥运。跫有趣一

些葬线佼系统的辨谈方法，往往篱溪裔荚被撰谈系统绪构形式等锯稃先验绱识秘

假设，因此宗们基本上是针对某黪特殊qE线性系统而言的。过去几十年中，对线

性、嚣列’交秘矮真不确定参数爨系统避嚣辫谖懿磁究毫取缮了缓大熬遴袋。毽懋

辫识攘鍪豹缝拣选激彀莰诞整令系统全越稳定懿囊逡应谖节参数姣律豹鞠藏葛，

都是建立在线髓系统壤论蒸础上静，对于非线饿系统的辨谈阏题却～童难以拽列

相应的数学方法。智能系娩理论中融含了许多系绫辨识的耨方法，这些方法在非

线毪壤竣鸯缀夫鹣发避秘瘦霆潜力，楚瑗狳段我较蠢散蕊方滚鞘。

1．2课题背景

在过去载卡，辽年孛，镒：学黧王王鼗笈囊了巨大麴变喜艺。麓主餮趋势袭观为飘

襄晶讫誉鑫生产转囱专麓豹功戆馥擎暴生产，觚丈麓模过程转向小规模瓣最育弹

性的过程{从连续加工转向间歇加工等等。为了逼成这种变化，间歇过程又重渐

受到了人们鹣饕遍重援。逮主要是因为闻歇道獠暴露灵活多变瓣糁牲，瓣它霹以

爆N--套多溺途、多劝裁瓣设套垒产多耱类型魏产菇。这秘耱变瓣蠹在囊力反映



在倦学过稷工监方蔼，粼是糖缨化工、裳鞠化工浮商攫菝零戳聚群帮碳嚣梁嬲麓

兴产业的蘧勃发震。

间歇生产过程，又称作批量生产过程。由于生产设备的物理结构，或：糟其他

经济上魄圜素，致使生产过程由一个或多个按～迩顺序执行的操作步骤(戏操作

阶段)翁戏，箨么熬艘蔟上说，这个生产过疆藏认为霆一个闽戳生产遗麓t完成

这个操作步顺序就生产出一定量的缀终产品。如聚需要生产鼹多的产品，删必须

重复执行溶个操作步顺序。简而言之，间歇过程指的是将有限爨的物料按舰定的

熟工蹶序在⋯个或多令没备中热工以获褥有限璧麓产晶懿加工过程瞄。5。4“e

秘敞生产过程鼗大鹃傥点是鬃髓好。它静竣器要求髭生产多耱产品，逐行多

种生产操作。设备具谢操作柔性，使工厂生产新产品不用添徽新设备，生产不同

规格的产鼎不需要修政设备，这样工厂只需要加少量投资就能适应市场需求的变

强。瓣敬生产过程不仅其翥臻曼熬经济援搂效蕊，蠢置其重要往在于这类生产过

程在工业生产中占有缀大酶毪重。

目前，间歇操作广泛应用于食晶、聚合物、胬品、染料和涂料等产品的生产。

随着间歇过程普遍的成周与发展，隧之也出现了一些问题，主骚有：(1)融予蝴

竣过疆遁辫其毒霉凌蕊、薅漆器易燃翳爆麓特点，毽就餐誉勰蛉建摸方法建裒模

型比较潮滩；(2)间歇过程控制系镜很难迸行结构调整，不浏厂家韵控制系统互

不兼容【3】。

化王阀歇过程懿特点决定了它必然属于难控裁静系绞，针对这类系统，煮霰

多学者秘专家鬟密了备释各稃薪憝智麓控裁方法}4。”l，雨量其中懿一些方法也已

经得到了广泛的应用，解决了一些艇杂间歇过程的控制问题。

还谢一些研究人员致力于化工间歇过程的模型辨识研究，其一是侧鲎于宏观

上阕熬过程调度与繇珑豹建模，这～点不z疆予本深蘧骈磅究的菠碡；其二怒黼重

于其转的化工简歇过獠对象。如发酵生产过程强57,58,63-67]。工业发酵过程怒与微生

物的生长和代谢活动紧密相联系的熊物反应过程，反应机理复杂，影响因索较多。

疆前，基予酶动力学、发酵动力学秘生纯反应工程舱研究，建立枫理模型的理论

建模方法澎不藏熬，赡以实际瘟臻。文藏翻中铃鬟重蕊鼗生产避疆魂态将骸中懿孽

线性、时液性和不确定性，提出了梯形神经网络群模型。它熄将间歇过程中的状

态在时间．t进行分段，缚一段用～个基本的神经网络表出，这样只要在不问的时

闯段调用不同簸基本裤经霹络裁可逐步褥裂整个生产过程静行为。有了这辩懿模

型，楚褥不磐孬去赞j{雩不露瓤反应类整，尊复杂麴分褥饔论{疆，只要其有每段豹

操作数据和直观的系统阶次估计，就可以通过它的自学习能力，适应不同的工况

或反应机制。所以，这是一种通用模型结构，实际生产过程淡暇，大部分蚓歇过

程隘2阶避叛已经是移。

文献f57】中运露模糊集衮模式谈别理论，提出了一种其有稳学习功能豹在线识



爨凌羲避拣黪注懿藜方法，海嚣该方滚繇建立辫拣麓簿黍嚣慧鬻严遵程爨释至莨

期懿在蔑搂糊识囊模燮，在鞔热擎豢测藏厂蕊豁癸繇滋囊，彀褥了藏好效象。

文献黼鞠中利用微分褥经网络淤瓣谈发酵过躐*这个微分神缀黼络在时域中俗

避出的怒融怒麓终。这糖膏法不需黉熟漆方程积参数舱先验镶崽。测属实淞熬搬r

经遭诵拣该鹣终；蕊粪豪辫滚瓣终黠予茨黪适纛这裘嚣蒙买褰溪努赘鬻谈鞣老，

露量弼缪憋稳麓荤，廷溺了六令耱缝震。

在文献e63】中，掇出觚发酵枫瓒嫩敝选择影响濑程酶关键戳索，刹用欲黪瓶报

数据鬃爨擞懿嫠惑，默滚港毒嚣二次漭矮式搂燮黎灏基磴，慕鲻逡爹嚣蘑感绫诗

捺蓊方法避行模型逮嚣禳雾鼗甓诗，建蹇蠡述产瀚合藏攀穗荧糕变董交强游鼹鼹

方程翡邋耀纛横方法。逶邋在线遴攘建立部努数耀静麓|岛模鬃。实现对裳黪避疆

驰预测和假他，对于热溅的氨基酸擞璐过程批撼数掇鳇仿真硪究谖嚷此方淤确实

霹鏊逸翁较蕊懿颈嚣麓炭。

支敲疆4】中提甍，袋蘸过程懿拣繇邋磐零葵获取状签变爨*热蘧蒋、萋基辩产

秘的浓发，德由于生橼蒋感器的疑激，这些变黉漾雅在线溅爨。蘩予卡尔畿滤波

撰的状态馕诗技术喾缀戏疆予发酵避鼷，焉与之鲻魄懿研究戏聚恿经迁爨，糌缝

瓣终蓑零程靛黪逶委麓痰愆缝专罱燕游浚器囊寻中攘零毽诗鬻袋礴、覆疑蕊潞㈣。

静羟麓终瓣开始应囊予蕊辩过程浆蕊模时，最黎麓黪建模方蔑愚“黑禧”霭拣准

神经网络蠛式167l，后求人们提出了将褪经网络舄溉稷的部分帮l想模型如物料、能

塞平餐方鼷穗结合，缎蕊滚台势经烈络搂墼，遮釉潞台搏经簿鳃模型骥爨魄拣灌

襻经瓤爨黎黧建蒺鞲囊擀、泛话纛力鞭￡醛新{。文黻疆《l警孛黎避糕赡蠹帮羹褥融入

辜牵经掰络蘧摸中，羧遴释慧鼹建立粒摸鏊蠢一枣共闵黪特点蕊隳黧中各个帮分宠

成不同螅谯努。一种方式蹙将过程内酃已知的线熄模型与非线悭神经网络棋礅枢

戆舍，焱擦襻经鼹务懿饕缓鳇爨懿。菲黢遂羹绦对避疆雾线链婚犍建楼，瀵释捷

缮整个麓溅熬够蘧遂漶疆蕊复杂动力褥浚，遮黪蘧横方法绕餮为淀合耪羹瓣络建

模方法。疆箭在发酵谶鞭中应用静漓合神经网络蠛黧有如下凡黼缡梅：串联铺稔、

并联结鞫及鼯著联结秘。遴避傣囊试验黠毙，滠合霉零经风终穰燮在泛佬能力上躜

蘧爨予豁范瀚“熏蕃”凌褥经舞终搂溪，嚣套纛鸯嵇澄薅爨壤爨孛，睾裴绉羧露

枣芳裴缝姆及文献簿莓l稳爨弱瑟型黎瓣戆混合箨繇瓣络模鍪凌予鸯锈辩乎畿穷糕

式的约柬撩件，其泛忧熊力比并联端构模型强。德硝联结构和粥并联结构溅合模

鹫谜练方潦熬絷。混合辩蛏霹络镤爨不筏爨鸷了攀鹱窝枣并联然攘疆銎懿镰患，

褥噩蔫纯了谶练方式。

闻敲絮鬻烯过程舞簿弗线性、辩漆釉荔燃翳燎辩特点，鸯苇锺爨分街或蜜狳方法

米得到过獠的模型十分鼹淮。影响闲烯聚合反盛嬲躐素较多，在～段时间搬。可

虢谖粪簿熟溪熏羹甥麓渗凝墓率一教，懑主要考蕊镰簿蘩搏熬彩滤，蠡爱懑瀑麓、

霹秘鹭露聚翕菠瘟霄羧大熬影翡。辩予黧壤聚瑟燎避疆，聚台豢固压力}势壤邋嚣



烯的饱和蒸气压，压力的高低完全与温度对应，因此只把釜压作为输出参数。文献

[56]利用前馈神经网络建立间歇聚丙烯过程反应阶段的压力数学模型。测试结果

表明，经过学习的神经网络有足够的精度，用它充当对象的数学模型是可以的。值

得注意的是，并非训练的次数越多，越能得到正确的输入输出映射关系。在文献[56]

的实验中发现，训练的次数如果再增加，测试的误差就会变大。这是由于所搜集的

数据都是包含噪声的，训练的次数过多，网络将包含噪声的数据都准确记忆下来，

在极端情况下，训练后的网络可以实现相当于查表的功能，但是对于未经训练的输

入数据却不能给出合适的输出，即并不具备很好的泛化功能。泛化性能好的网络才

能恰当地表示实际过程的输八输出关系。

蒸馏过程也是一类典型的间歇生产过程。常压蒸馏作为石油加工的关键环节，

其侧线馏出产品的质量直接影响全厂的经济效益，在实际生产过程中各段油品质

量的检测是通过抽取成品油样本，进行离线试验分析，这样很难适应在线质量控

制和在线指导生产过程操作的需要，因此实现油品质量的在线估计具有重要的意

义。在文献[s9]中，利用三层神经网络，结合遗传BP算法训练出一个神经网络模

型，该模型可在工程所要求的误差范围内对常一线干点及常三线柴油倾点进行有

效估计，由于神经网络可以根据实际运行对象对新的数据样本进行自适应学习，

从而为常压塔的监控和操作指导提供了可以实时实现的产品质量估计模型，进而

为原油常压蒸馏的最优化控制奠定了基础。而在文献[60]中，主要比较了世界几

个公司已经辨识几种间歇蒸馏过程模型的优缺点。

在对这些间歇生产过程对象模型的辨识过程中，采用了基于智能系统理论的

辨识方法，辨识的效果也比较理想。但是也存在一些不足，比如有些神经网络的

泛化能力较差：混合神经网络需要与过程的部分机理模型结合，如果在过程的机

理模型知之甚少的情况下，这种模型也是不容易实现的；利用回归模型需要较多

的数学知识，计算起来较为繁琐等等。

在众多的文献中所列举的较多的间歇生产过程大都集中在发酵、蒸馏和聚丙

烯等。尽管有些文献也提出一种通用的模型，但是在其实现模型的过程中使用的

还是发酵这类间歇过程。此外建模的方法多使用的是神经网络辨识方法，利用模

糊方法来完成过程的建模则比较少，尤其是利用T-$模型来建模的方法更少。

对于本文所研究的对象——氧乐果合成间歇生产过程，在参阅了大量的国内

外文献后，发现还未给出一种合适的模型。该对象具有大时滞、时变和不确定性

的特点，无法用合适的数学表达式来描述。为了能够有效的对该对象进行控制，

预测对象输出，提高生产效率，有必要对这类间歇生产过程对象进行模型的建立。

1．3本文的主要工作



绪论

本文在吸收了文献[2，56—67]所提供方法的基础上，重点研究了基于神经网络

的系统蘩识方法，并麓要讨论了基予遗传算法静模糊系统瓣识。

本论文的主要内容可分为以下几个方面：

1．氧化乐果间歇过程工艺的研究；

2．系统辨识方法的研究；

3。魂场采集鼗豢斡{：；{缝毽；

4．基于神经网络的系统辨识方法的研究以及仿真实现；

5．基于遗传算法的T-S模糊模型的模糊辨识方法的研究以及仿真实现；

8。结论与展望。



。。：：，。』丝些垒耋三耋兰呈耋鎏塞釜。：：：：，：。。。，：：：，：，。，。：：。

2氧乐果合成间歇过程生产工艺分析

常见的间歇生产过程，各个设备单元，如反应器、混合器、储罐等都是用管

道固定逡接救，这类阙歇生产过程称作有管间歇生产过程。此外，根据闻歇生产

过程生产的产品，可以分为单产品、多产品和多髑途三类。一个单产品闻激生产

过程，其每批产品的生产都是按照配方规定的间一操作顺序、相同的原料粥比和

工艺参数进行。氧乐果合成间歇过稷就是属于这种有管单产品间歇生产过穰。

2．1工艺介绍

氧乐聚生产中的合成(胺解)工序是整个氧乐果生产的关键，直接影响蔫氧

乐莱程琢灌鹣渡率、含嚣等指标。鬣乐罴瓣台簸爱瘟是一令鬻爨豹藏蕊反应。反

应物是～甲胺和精酯，反应产物是氧乐果粗原油。合成反应工慧流程如图2-l所示。

霪2．1氧繇聚台戏反篷工装流程蓬

Fig 2．1 Flow chart ofomethoate synthesis

一6-



氧乐果台成间歇过程生产工艺分析

计量罐中的一甲胺滴注到反应釜内，经搅拌后均匀地喷洒到反应釜中，与其

中预先备好的精酯混合，发生剧烈的放热反应，生成氧乐果粗原油。反应釜外壁

缠有冷却盐水管道，反应放出的热量经过热交换后被冷却盐水带走。有的计量罐

内也装有冷却盘管。开始投一甲胺以前，要把精酯冷却到-20。C以下。

氧乐果的合成反应过程对温度和一一甲胺投料速度均有较高的要求。将精酯冷

却到一20℃以下后，开始投一甲胺进行合成反应。当反应釜温度上升到一14～一12℃

后，在温度不超过．12℃前提下，要求尽可能快地完成一甲胺投料。

反应初始阶段，即使反应温度很低，温升较慢，甚至是负增长，一甲胺的投

料速度也不宜过快。此时，由于反应釜内精酯含量较多，合成反应比较剧烈，容

易造成局部温度过高，降低合成质量。

一甲胺累积己投料达到约60～70kg时，合成反应的总体放热效果开始超过系

统的冷却效果，系统的热平衡被打破，反应温度开始快速增长，此时要采用较低

的投料速度，抑制合成反应的放热量和放热速度，从而使反应温度的上升趋势放

缓。

反应釜温度上升到接近一12。C后，保持适当的投料速度，系统处于热平衡状态，

反应温度在小范围内变化。

一甲胺的剩余量少于50kg后，由于反应釜内的精酯大部分已经被消耗掉，此

时可以以较快的速度进行投料，而反应釜温度不会出现快速攀升。

2．2氧乐果合成间歇过程建模影响因素分析

根据上面所介绍的工艺流程，可以看出整个过程当中温度控制的重要性。然而

该过程存在着比较大的时变性和非线性，同时也存在着比较大的滞后，除此之外，

该过程还受到很多干扰因素的影响。这些都对温度的控制不利。如果能够利用一

个与氧化乐果间歇过程接近的预估模型，那么将有利于改善控制效果，在一定程

度上提高生产效益。

2．2 1系统可测参数的影响

影响温度的因素有很多，经过认真分析，主要有以下几个方面：

1．一甲胺流量

一甲胺流量是影响反应釜温度的最主要因素，流量大，则合成反应放热量多，

温升快；流量小，则反应放热量少，温升慢。其中一甲胺流量主要受调节阀的影

响，调节阀开度增大，则流量增加；反之，则流量减少。一甲胺流量还受计量罐

中一甲胺液位的影响，阀位不变时，液位越高，则流量越大；反之，则流量越小。
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2．冷却盐水流量

冷却盐水流量越大，则冷却效果越好，温升越慢；反之，则温升越快。f主j于

农药厂共有两个车间，每个车间有三套反应釜，但是却公用一套冷却系统，由一

条冷却盐水母管连接在+起，各个反应釜的冷却效果随距离冷却盐水母管入口的

远近依次降低。因此，在一个车间里冷却盐水流量还受另外两个反应釜冷却盐水

阀门开关状态的影响，其余两个反应釜冷却盐水阀门全关时，第一个反应釜冷却

盐水流量最大：其余两个反应釜冷却盐水阀门只有一个关闭时，第一个反应釜冷

却盐水流量次大；其余两个反应釜冷却盐水阀门全开时，第一个反应釜冷却盐水

流量最小。此外两个车间反应釜冷却盐水阀门的开关状态还相互影响和制约着反

应釜冷却盐水流量。

3．冷却盐水温度

冷却盐水温度越低，则冷却效果越好：反之越差。

4．精酯量

精酯量越多，则所需的一甲胺量也越多，反应放热量就越多；反之就越少。

5．一甲胺累积投料量

随着一甲胺累积投料量的增加，合成反应的放热量也在增加。投料量大约在

70kg时，反应最为剧烈，温升较快；投料量剩余50kg时，由于精酯己大部分被消

耗掉，即使以较快的速度投一甲胺，反应温度也不会有较大上升。

6．反应进行时间

反应刚开始时，由于精酯较多，反应较为剧烈，局部温升较大。随着反应时

间的延长，精酯逐步被消耗掉，与反应刚开始时相比，在一甲胺流量相等的情况

下，反应放热量减少，温升变慢。

7．一甲胺温度

反应温度同时受一甲胺温度的影响，一甲胺温度越低，则反应温度上升越慢；

反之，则越快。但一甲胺温度比较稳定，波动不大。

8．反应起始温度

反应刚开始时，精酯被冷却到的温度称为反应起始温度。起始温度越低，则

温升越慢；反之，则越快。

9．环境温度

环境温度影响冷却效果，环境温度越低，则冷却效果越好，温升越慢；反之，
则温升越快。

10．其他因素

包括精酯含量、一甲胺含量、冷却系统热交换的好坏等等。

以上这些因素同时作用，共同影响着反应温度，如图2．2所示。
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氧化乐聚合成反应的濑度对象除了受到各种因索的影响之外，对象的参数也

是时变的，变化最大的就怒纯滞后时间r。从反应开始到最后结束，r从几秒钟变

化致死分钟。f与反应进{予髓阉}，精麓含量掰，，～学胺含量掰。，反应釜初始

溢度瓦和其它菌素D有关，可醵露下式表示：

f=f(t，M口，Mm，To，0) (2-1)

由此可以看出，f是一个多因素决定的、在反应过程中不断变化的、而且变化范围

魄较大静参数。也裁是说，辩溺一釜豹合成复应，彳在不瑟豹变豫：对蘑一令反应

釜的不同批次合成反应，。的变化曲线不完全相同；不同反应釜的合成反应，r的

变化曲线也存在差异。其变化曲线可以参看文献[6]。

另外一个变化比较大的参数是增赘舅。在反应初期，增益较大，～甲胺累职

授籽量约楚70kg左右辩，蔗这至l最大，然嚣疆凌减小，至l投辩缝索减至最小。影

的大小与一甲胺含量M删，总投料量硝。。有关，可以用下式表示：

K；f(ML6，‰Ⅲ‘) (2-2)

挺浆变化曲线参看文献【6】。增兹量的特瞧使褥对象舆骞嵩度{#线燃。

综合上述分聿斤，可醴鬻鑫该溢度避耩其有多变鬃、菲线性、辩变、分布复絷

等特点，利用传统的经典系统辨识方法徽难预测出较为理想的温度值，因此需骚

适合于这类对象的新辨识方法，也就是前面的提到的基于智能系统理沧的系统辨

谚{方法。

起始温度一

恻||魏
环境温度一

．．

盐水温度一
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3间歇过程对象辨识的理论基础

L．A．zadeh曾给辨识下过这样的定义：“辨识就怒在输入和输出数据的基础

j：，从一组给定的模型中，确定一个与所测系统等价的模型。”这个定义明确的表

示了辫识豹三大要素：o输入输出数摄；@模型类；◇等价准则。其中数据是辩

识的基础；准鄹是辨识的伉仡鼙标；模黧类是寻我模懑的范匿。当然按照这个定

义寻找一个与实际过程完全等价的模型无疑是非常困难的。从实用的观点出发，

对模型的要求并非如此苛刻，为此对辨识又有一些比较实用的定义。比如L．L{ung

鲶瓣谖下懿定义：“瓣识有三令要素——数据，模蛩类秘灌爨。辫浚藏是按照一个

准则在一组模黧类中选择一个与数据拟合得最好的模溅。”另外，由于观测到的数

据一般都含有噪声，因此辨识建模实际上是一种试验统计的方法，它所获得的模

型只不过是与实酥过程外特性等价的一译申近似描述。

3．1辨识算法的基本原璎

辫谖的实袋就是扶一缀横型类中选择～个模型，按照菜耱准剜，健之娆最好媳

撼台所关心斡嶷际过程匏动态特牲。下图给出了常觅的辨识结构“3。

圈3。l辨识摄理

F逸3．1 Identificationthe{ary

(七)

为了得到模型参数口和储计值晷，通常采用逐步逼避的办法。在≈时刻，根据
{}蓍一对麦l懿估计参数诗算龄浚时妻l夔输出，馨过程竣魄鼹颈摄毽
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2(k)=^7(女)臼(≈一1) (3·1)

同时计算出预报误差或称新息

三(七)=z(七)一三(尼) (3_2)

其中过程输出量

z(k)=h。(．i})Oo+e(≈) (3_3)

及辨识表达式的输入量h(k)都是可以测量的。然后将新息2(k)反馈到辨识算法中

去，在某种准则条件下，计算出k时刻的模型参数估计值舀(Ji})，并据以更新模型参

数。这样不断迭代下去，直至对应的准则函数取最小值。这时模型的输出j(尼)也

已在该准则意义下最好地逼近过程的输出值z(≈)，于是便获得了所需要的模型。

3．2线性模型的辨识方法

迄今为止，已经有许多不同的辨识方法。这些辨识方法就其所涉及的模型形式

来说，可以分成两类。一类是非参数模型辨识方法，另一类是参数模型辨识方法。

非参数模型辨识方法亦称为经典的辨识方法。它在假定过程是线性的前提下，

不必事先确定模型的具体结构，因而这类方法可适用于任意复杂的过程。参数模

型辨识方法亦称为现代的辨识方法。它必须假定一种模型结构，通过极小化模型

与过程之间的误差准则函数来确定模型的参数。如果模型的结构无法事先确定，

则必须利用结构辨识的方法先确定模型的结构参数，再进一步确定模型参数【lJ。

3．2 1经典的辨识方法

线性过程的动态特性通常用传递函数，频率响应，脉冲响应和阶跃响应来表示。

后面三种为非参数模型。在经典的辨识方法中，主要有：阶跃响应法、脉冲响应

法、频率响应法、相关分析法和谱分析法。利用这些方法可以将非参数模型转化

成传递函数。

其中阶跃响应法、脉冲响应法和频率响应法都是在过程中旋加试验信号，记

录下相应的响应曲线，通过这些响应曲线可以求解过程的传递函数。但是这三种

方法原则上只有在高信噪比的情形下才是有效的，因此这便成了上述辨识方法的

致命缺点。然而在工程实际中，所获得的数据总是含有噪声的，相关分析法和谱

分析法是这类辨识问题的有效方法。

相关分析法就是根据输出数据和输入数据之间的互相关函数来估计过程的频

率响应，此时的输出数据中是含有噪声的。换句话说，就是利用带有噪声的输出

数据来估计过程的频率响应。

谱分析法的特点是不需要对过程施加试验信号，只需要利用正常操作下的输
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入输出数据就可以辨识过程的动态特性，因此使用比较方便，而且有较强的抑制

噪声的能力。利用谱分析法辨识频率响应的基本公式为

墨。(joJ)=G(jco)最(∞) (3-4)

关键在于估计输入数据的自谱密度和输入输出数据的互谱密度。

3．2．2现代的辨识方法

这类辨识方法就其不同的基本原理来说可分成三种不同的类型。

第一种称作最小二乘类法。它利用最tJ、--乘原理，通过极小化广义误差的平

方和函数来确定模型的参数。在这类方法中，最小二乘法是最基本、最典型，也

是应用最广的一种方法。线性系统的模型可通过一定的数学变换成最小二乘格式

z(七)=h。(k)o+n(k) (3-5)

其中，z(k)是过程的输出量，^他)是可观测的数据向量，"(^)是均值为零的随机

噪声。利用数据序列{z(女)}和{厅(≈))，极小化下列准则函数

上 一

J(O)=≥Iz(≈)一A7(女)口】2 (3-6)
西

使J(O)=min的0估计值记作0，称作参数占的最小二乘估计值。上述概念表明，

未知模型参数0最可能的值是在实际观测值与计算值之累次误差的平方和达到最

小值处，所得到的这种模型输出能最好地接近实际过程的输出。

最小二乘法具有两方面的缺陷：

①当模型噪声是有色噪声时，最小二乘参数估计不是无偏、一致估计；

②随着数据的增长，最小二乘法将出现所谓的“数据饱和”现象。这是由

于增益矩阵K(七)随着k的增加将逐渐趋近于零，以致于递推算法慢慢失去修正能

力之故。

针对这两个问题，在文献[1]提出了几种相应的改进最小二乘辨识方法。

第二种称作梯度校正法。它利用最速下降法原理，沿着误差准则函数关于模

型参数的负梯度方向，逐步修改模型的参数估计值，直至误差准则函数达到最小

值。其主要特点是计算简单，可用于在线实时辨识；缺点是在极小点附近，收敛

速度很慢，其原因是它只利用了一阶导数的信息。

第三种为极大似然法和预报误差方法。极大似然法需要构造一个以数据和未

知参数为自变量的似然函数，根据极大似然原理，通过极大化似然函数来定模型

参数的估计值。这意味着模型输出的概率分布将最大可能地逼近实际过程输出的

概率分布。为此，极大似然法通常要求具有能够写出输出量的条件概率密度函数

的先验知识。

对另外一种称作预报误差方法来说，它需要事先确定一个预报误差准则函数，
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并利用预报误差的信息来确定模型的参数。从某种意义上说，预报误差方法和极

大似然法是等价的，或者说是极大似然法的一+种推广。原因在于极大似然法萤求

数据的概率分布是已知的，通常假设为高斯分布。然而实际问题不一定都能满足

这种假设，但是预报误差方法能够适应这种问题，它不要求关于数据概率分布的

先验知识。因此预报误差方法是解决更加一般问题的一种辨识方法，是极大似然

法的一种推广。当数据的概率分布服从高斯分布时，预报误差方法等价于极大似

然法。这两种方法的参数估计量具有良好的渐近性质，但是计算量比较大。

3．3智能系统理论中的辨识方法

上面所介绍的一些辨识方法，其研究对象的模型主要是集中参数、离散、定常、

线性动态随机模型，而本课题所研究的间歇过程对象具有高度的非线性，时变性

和时滞性，因此想利用某一类数学表达式模型来描述这类对象，显然是比较困难

的。这就需要采用合适的辨识方法——基于智能系统理论的辨识方法来解决问题。

3．3．1基于神经网络的系统辨识与建模

神经网络在系统建模、辨识与控制中的应用，大致以1985年Rumelhart的突

破性研究为界。在极短的时间内，神经网络就以其独特的非传统表达方式和固有

的学习能力，引起了控制界的普遍重视，并取得了一系列重要结果。神经网络应

用于控制领域的主要吸引力在于：

①多层前馈神经网络能够以任意精度逼近任意非线性映射，给复杂系统的建

模与辨识带来了一种新的、非传统的表达工具；

②固有的学习能力降低了不确定性，增加了适应环境变化的泛化能力；

④并行计算特点，使其有潜力快速实现大量复杂的控制算法；

④分布式信息存储与处理结构，从而具有独特的容错性。

对于非线性系统，基于非线性自回归滑动平均模型(NARMA)，难于找到一

个恰当的参数估计方法，传统的非线性控制系统辨识方法，在理论研究和实际应

用中都存在极大的困难。

相比之下，神经网络在这方面显示出明显的优越性。与传统的基于算法的辨

识方法相比较，基于神经网络的辨识具有以下几个特点：

①不要求建立实际系统的辨识格式，即可省去系统结构建模这一步。因为神

经网络本质已作为一种辨识模型，其可调参数反映在网络的内部权值上。

②可以对本质非线性系统进行辨识。辨识是非算法式的，由神经网络本身体

现。辨识的结果为网络外特性拟合系统的输入输出数据中的系统特性。



④辨识的收敛速度不依赖于待辨识系统的维数，只与神经l捌络本身及具所米

用的学习算法有关，而传统的辨识算法随模型参数维数的增大变得很复杂。

④神经网络具有大量连接，其连接权值在辨识中对应于模型参数，通过调节

这些参数可使网络输出逼近系统输出。

⑤神经网络作为实际系统的辨识模型，实际上也是系统的一个物理实现，可

以用于在线控制。

非线性系统的模型可以分为两类：输入输出模型和状态空间模型；神经网络

模型也分为两类：静态神经网络和动态神经网络。在神经网络的建模方法中，静

态神经网络被用作对象的输入输出模型；而动态神经网络既可用作对象的输入输

出模型，又可用作对象的状态空间模型。

在系统辨识中最常用的静态神经网络有多层前馈神经网络(MPLs)。多层前

馈神经网络具有逼近任意非线性映射的能力；在文献[5]中，已经证明了当满足三

个条件时，这种网络必可以任意精度逼近任意非线性连续或分段连续函数。利用

静态多层前馈神经网络建立系统的输入输出模型，本质上是基于网络的逼近能力，

通过学习获知系统的未知非线性函数。这种网络具有三要素，即多层次结构、s型

神经元和反向传播(BP)算法。

在系统辨识中最常用的动态网络是回归网络。回归网络近年来受到了人们的

普遍关注，它的一个最显著特定就是它的输出端信号通过延时环节或者一阶惯性

环节的反馈机构连接到输入端。回归网络本质上是动态系统，其代表是Hopfield

网络和Elman网络。Hopfield网络是单层的，它代表了一类非线性系统；Elman网

络是在多层前馈网络的基础上，加入了连接权值不能修正的“结构”单元，这种

网络可以映射任意的非线性动态系统。

动态网络在建立动态系统模型方面有其长处，同时也应指出，它的学习算法

采用的是动态反传算法，其运算比静态BP算法大得多。因此，在实际使用采用神

经网络辨识时，应首先考虑静态网络，其动态关系可由输入输出经过多分头延时

(Ⅱ)L)环节获得。

3．3．2基于模糊理论的系统辨识与建模

系统越复杂，对该系统进行精确的描述就越困难。但不管如何复杂，其经验

的语义描述还是可以获得的，而且表现出一定的稳定性。因此，用模糊集合理论，

从系统的输入输出值来建立和辨识系统的模糊模型，是处理复杂系统的一种有效

途径。尽管这种模糊模型与通常的精确模型相比显得粗糙，但是它也能对复杂系

统的基本特性给出严格的定量描述。从某种意义上说，这种模糊模型也是明确的，

它并不是像人想象的那样是随意的。
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出了由高斯型隶属度函数构成的模糊逻辑系统(简称高斯型模糊逻辑系统)，可以

在任意精度上一致逼近任何定义在一个致密集上的非线性函数。

模糊模型辨识主要有基于模糊关系模型的系统辨识和基于T-S模型的模糊系

统辨识等。

一个模糊关系模型可以表示为：M(A，Y，U，F)。其中A表示模糊算法；Y表示

过程的有限离散输出空间：u表示过程的有限离散输入空问；F表示过程的有限

离散输入输出空间中所定义的所有基本模糊子集的集合。

对于SISO系统，设系统的输入空间U和输出空间y分别由M个点％⋯U⋯，‰
和-Ⅳ个点Yl，Y：，⋯，蜘构成；BI，B2，⋯，吃和Cl，c2，⋯，乞分别是u和】，中的模糊集

合。所谓的模糊模型是指描述系统特性的一组模糊条件语旬，即

if u(t一后)=A OrB andy(t一，)=C OFDthen y(r)=E (3．7)

其中4和占为u中模糊集合，C、D和E为y中的模糊集合，称(3—7)中每一条模

糊条件语句为一条规则，而将(3．7)中一组描述系统特性的模糊条件语句称为模糊

算法。每一条规则可以根据模糊集合运算规则写成如下形式

E=u(t—k)o[(4+B)×E】·y(t一，)o【(c+D)×E】 (3-8)

根据每一条规则以及已知的“9一女)和y(t一，)，可由(3—8)计算出一个E。若系统的

特性由P，条规则描述，则模糊变量y(t)的值可以写为

y(f)=置+五+⋯+气 (3-9)

若(3—8)中的系统输入和系统的输出分别用它们的隶属度函数表示，那么其形式为

E=min{max[／．t^(f)，胁(吡ma)([心(f)，鳓(f)】；盹} (3一lO)

由(3—9)计算得到的y(f)是一一个模糊集合，从y(t)中选择确切的值⋯般有两种方法：

面积中心法和最大值平分法。

上面介绍的是模糊关系模型，在1985年日本的高木(Takagi)和杉里?'Z(Sugeno)在

论文中针对非线性动态系统的实际，提出了一种模糊动态线性模型，将一般的

MISO动态系统由n个模糊规则组成的集合来表示，即T-S模型。

这种模糊模型的具体形式为

R。：if—is卅，X2 is驾，⋯，Xn is群，theny。=爿+弓7■+gx2+⋯+岩％ ，。，，、

，：1，2，⋯，M
⋯1 J

其中R7表示第i条规则；卅是一个模糊子集，其隶属度函数的参数称作前提参数；

t是第i个输入变量；力是输入变量的数目；Y‘是第7条模糊规则的输出；Pf是第?

个模糊规则结论中的第i个参数，称作结论参数。

如果给定输入模糊向量(矸，_0，⋯，xO)，那么输出y4(，=1，2，⋯，M)由各条规则输
出的加权平均求得为
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M M

萝=∑G⋯Y／∑G。(3-12)
1=1 1=1

其中M为模糊规则的数量，Y。由第，条规则的结论方程式计算，G7为第，条规则的

真值，由F式计算

G7=兀4：(x?)(3-13)

其中兀为模糊化算子，通常采用取小运算。

在应用T-S模型对被控对象动态模型进行系统辨识过程分为结构辨识和参数

辨识，而结构辨识又可分为前提结构和结论结构辨识；参数辨识也分为前提参数

和结论参数辨识。在文献[4，5，9]中给出了辨识的流程和辨识的具体实现步骤。

3．3．3基于遗传算法的系统辨识与建模

进化计算是当今科学研究的热点之一，遗传算法(Genetic Algorithm，GA)是其

中一种，其基本思想由美国密歇根大学的Holland教授在60年代提出的。遗传算

法是人工智能的重要分支，是基于达尔文进化论，在计算机上模拟生命进化机制

而发展起来的一门学科。它根据适者生存，优胜劣汰等自然进化来进行搜索计算

和问题求解，对许多用传统数学难以解决或明显失效的复杂问题，特别是优化问

题，提供了一个行之有效的新途径，也为人工智能的研究带来了新的生机。

GA是一类可以解决复杂优化计算的鲁棒搜索算法，与其他优化算法相比，它

具有以下特点：GA是对参数编码进行操作，而不是对参数本身，通过目标函数来

计算适应度值，因此GA不受诸如连续性、可导性等函数约束条件的限制，也不

需要其他的推导与辅助信息；GA的搜索过程是从问题解的一个集合开始的，具有

隐含并行搜索特性，从而大大减小了陷入局部极小值的可能；GA对于待寻优函数

基本无限制，既可以是数学解析式表达的显函数，也可阻是映射矩阵或神经网络

等隐函数，也就是说GA能较好的解决复杂问题与非线性问题。

GA是自然遗传学与计算机技术相结合而成的一种新的优化方法，因此在研究

和应用GA时经常要用到一些自然进化中的基本术语，在这里简要介绍如下。

染色体：遗传物质的主要载体，指多个基因的集合。

基因：控制生物性状遗传物质的功能和结构的基本单位，又称遗传因子。

基因座：染色体上遗传因子的位置称作基因座，各个位置决定了遗传什么样

的信息。

基因型：由基因组合的模型叫做基因型，它是性状染色体的内部表现。

表现型：由染色体决定性状的外部表现，或者说，根据基因型形成的个体。
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个体：染色体带有特征的实体。

群体：染色体带有特征的个体集合。该集合内的个体数称作群体的规模。

适应度：各个个体对各自适应环境的程度。

选择：决定以一定的概率从群体中选取若干对个体的操作。

交叉：把两个染色体换组的操作。又称重组。

突变：突然让基因以一定的概率变化的操作。

编码：从表现型到基因型的映射。

解码：又称作译码，是从基因型到表现型的映射。

在GA的结构中，主要包含选择、交叉和突变三个基本操作。选择操作体现

了优胜劣汰的竞争和进化思想，而优秀的个体是靠交叉和突变的操作而获得，交

叉和突变其目的都是为了产生优秀的个体，实际上，突变是为了更好地交叉，在

这个意义上说，交叉和突变实质上都是交叉。因此，可以认为交叉是GA的本质

操作，交叉的思想是GA的核心。有了不断的交叉才能不断的产生新的个体，才

能不断推陈出新。

GA的应用研究比理论研究更为丰富，目前已被广泛应用于许多实际问题，作

为一种优化算法，本身不能直接用来实现系统辨识，而是作为一种寻优的手段来

辅助实现对象模型的辨识。比如在线性系统辨识中，最常用的是最小二乘法。由

于基于最小二乘法的辨识方法是以函数梯度信息为基础，在系统辨识的迭代过程，

因而就不可避免地存在搜索区域的局部化、迭代过程收敛于局部解。利用GA可

以在比较大的设计变量空间内迅速寻优，并更有可能获得全局最优解，所以可以

克服最小二乘法的一些缺陷。在利用神经网络或者模糊模型来对非线性系统进行

辨识时，网络的权值和阅值，利用神经网络的学习算法，有可能会使得它们陷入

局部最小；模糊关系模型的隶属度函数参数、模糊规则，T-S模糊模型的前提参数

与结论参数，以及神经网络的神经元个数，这些参数的确定大都带有主观因素，

如果选取的不得当，就可能无法实现对象的辨识。对于利用神经网络学习算法会

引起神经网络参数陷入局部最小值这种情况，仿照GA解决克服最小二乘法缺陷

的方法，可以得到改善；对于参数不易确定这样的问题，GA将这些参数编码成初

始种群，然后从初始种群开始寻优，根据适应度函数最终可以找到合适的参数。

由于GA的寻优是全局的，因此即使选择的初始种群不甚合适，最后也能找到较

为理想的参数，从而可以实现对象模型的辨识。

上面简要介绍了智能系统理论当中所涉及到的系统辨识的方法，此外还有一

些将这些方法结合起来使用的综合性方法，也能较好的实现非线性系统的辨识工

作。总之，基于智能系统理论的辨识方法为系统辨识的发展开辟了一个新的方向。

在下面的章节中将具体介绍这些系统辨识方法在氧乐果合成间歇生产过程模型建

立中的应用。
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4蒸干神经网络的氧乐果合成间歇过程系统辨识

随着人工神经网络应』蔼研究的不断深入，新的神经网络模型不断推出，现有的

{申经网络模裂已达近百种。在智能辨识方法中，应用最广的是以下几种基本模型

酾它们的改逃塑，即BP翳络、Hopfield嬲络、鸟组织穆经网络、动态递归溺络秘

动态记一睦网络(BAM)等。在系统辨识当中，最常用静藏楚BP网络与动态递归嘲络，

F面一一介绍他们在系统辨识中的应用。为了能更好的完成辨识：I二作，首先翳对

采集到的现场数据进行必爱的数据预处理。

4，1数搪预处理

根据第二章介绍的氡乐果间歇生产工艺过程，可以知道该过矬的温度受到了

多种因素的影响。鼠现场采集封静数据柬着，主要归结为一甲胺流鬣E。，冷却慧

水温度％，计量罐液位三麻，投料阀开度％和反应当前时刻。其中一甲胺流量、

计量罐滚位鹬冷却盐承温魔为壹接灏鬣筏的影酶霞紊；穰据诗量罐液位可鞋讨+葬

出一甲胺累积投料量sumy．，根据反应淌前时刻t可以计算出反应j款行时间r。，将

它嚣佟舞添按溯量蚕豹影确因素。因噩乏反应釜湿度爻，与这些影确嚣豢之闻静关系

可咀表示为，

嘞=／(％，％，J“m枷，囊) (4*1)

澄度与务弹影确因素之麓豹关系母戳麓现场暴聚到懿溢囊数摆渡鏊线豹形式

体现出来。漱度曲线如图4．1所示。

图4．1给出的是一个月里不同日期在不同的运行批次所绘制的温度曲线，从

这些曲线当中我镪可以明纛的看至《每批次翡温度数掇瞧参差不齐，从丽影响了嚣

援次温度瑟线穗是稆差甚逡。螽果薅这样瓣数据来髂为辨谈模受翁数据是不合联

的，由于输入输出数据存在测量噪声，以及系统本巍存在动态干扰，故在系统辨

识之前有必要对这些原始数据进行数据的预处理。
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图4．1氧乐果合成反应温度曲线

Fig 4．1 Temperature curve ofomethoate synthesis

所谓过程数据预处理，虢是不要求知道过程的秘磺帮化学辊理或系统的结构，

仅根据过程中所测量的各参数值，应用禁些理论算法，例如误差理论、概率统计

理论等等，在数据处理装誊上分析、估计、校正部分误差，抑制蠛声，得到过穰

参数熬真实数缓。工程上键毪疆摇霰要，穗静态跫瑗麓动态楚理分藏舞令疆立鹣

部分进行。

反应釜温度、计量罐液位和冷却盐水温度为直接测量到数据，它们都或多或

少的同时存在着缝机误差、系统误差秘糖差。测量俊中存在粗羞时，无法进行绫

计分褥。函诧罄先必须分掇程差，赢系绞误差静努轿又是建立在潮黻偏离正态分

布的基础上，所以第二步应分析随机误麓，第三步则避分析系统误差。如果已知

舆值则应先分析系统误差，后分析随机谈差。分析处理三类误差时，应有正确的

步骤。这里以爱应釜温度为锶寒说骥怎糖处理这些误藏。

藕羞是由于仪器仪表敬障，或者是操作人员的大意筒造成的，麟此首先应该

将采集数据中的这些数据剔除，这个过程称作坏值剔除。剔除过程的理论依据是

小概率事件不可能发生““。对于反应釜溺度数据，作这样的处理：首先将所有采

鬃戮筑蘩摇梭照胄份努残三缌(瑟嚣、轰筠器六冀)，然嚣祆每男受中鹚选择瀑度

波动较小的10条批次曲线，如图4．2所示。

从图4．2中可以明显的蓿到黑色(3号曲线)的曲线是含有粗藏的曲线，这条

抽线的最大使激经超过了一ll 4C，这在实球生产过程中藏已经造成了豢故，垒三产趣

采豹就是次晶菠至是废螽，这样静数据蹩不能够彳莘为辨识数据采使糟的，根据控

依达准则“”，这个数据应当被剔除。类似的，对三组数据分别进行坏值剔除，消除

粗差。

对过程数据戆莱--N点送行嚣次测爨，若误差鲍大／』、差羹方蠢均不耀懑，其交诧
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规律不能用一确定的数学形式描述，但服从统计规律，此种误差称为随机误差。
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由于随枫误差只服从统计规律，不可能逐点校芷处理。因此只能根据给定的

概率来估计误麓的区间，我们定义△为随机不确定度，并用下式表示：

△=足建 (4，2)

藜孛茁老菜一餮售凄(萋篱襁率)下静鬟镫系数，误差瓣送阕蘩秀一众峥+矗，敌萦

点测量值范阈应为：

x=x，±△=t±世龟 (4．3)

鼹然对应予每个置售瘦，蚜肖一个置信系数。

为方便藤觅，下面给斑工程实验中常雳静，正态分布中某些霰信度与置信系

数的一一对应的非线性关系。

置倍魔

6S鬈

95“

99％

99．73％

为了信诗谈差藩霞稿分辑缀蔟误差，

方羞，由统计理论知：

算术平均使

置信系数

l

2

2．58

3

曾先需要鬏攥溯量数据佶诗子祥鸷德鞠

扣皿3吉善曩 洚a)
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u．苎，每盎日宝差，
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母体均方盏有偏估计： 霹=《=毒∑(t—F)2 (4_5)

jj活i

母体均穷差无编话诗； 霹=《==与∑(而一习2 (4-6)
，‘一l i=l

因此，只要知道测爆数据值和测爨次数．就可估计母体均慎和方差。

峦予溅蕊熬次数拜《30，霞受密文熬[17]可躲，遣毒趸误差嚣鬻信诗熬步骤为：

(i)将测营结粜援涮爨顺序剜液；

(2)按照(4—4)式计簿测量值的算术平均值；

(3)求德麓毒并列衮，撬瓦。帮氏。，计算公式为：嗔=玉一碧；

《4》蒜镳羞毋并麓毋磷衰，然嚣求爱之器；

(5)投攥测量过程翘步估计是嚣愚正态分布黪误麓，并根嚣计算文静精凄簧

袋和测鬓次数辩，选定计葵文熬方法势诗冀童；

(国出予榉求醚撬不魏定袋(置信嚣谰)。

奁等精黢测量条传下，对菜点数摄避行聆次溅薰，翔果浏量谡蹩黪犬，j、秘方寤

不变，或按慕～确定的规律变化(如按单螅增或单调城、周期性、指数、对数等援

律变化)，这种误差称为系统误差。

援系绞误差与溅量燕蕤黟熬关系，可分荛霞定兹燕绕误蓑，帮诿整与溪豢灏黟

茏关，落为常数。髑搿性的系统误麓，即误差的大小和符号随测澄顺序周期性的

变化。复杂黛化规律的系统误差，即谈麓的大小和符号随测量顺序按对数曲线、

磺数癌线、多项式蕊律，蕤歪雯复杂豹黪式变化。遮转系统误差往经和涟瓤谡麓

溅杂在一起，攥难区分开，闲蠢一般采嗣髓祝误蒺瓣方法进行处瑷。

系统谡麓存在豁澎式裰多，发璐邀缑困难，所戳系统误差的分祈处理蔻十分

麟燥鸵，但魁哥邋过数撂愁羧懿方法来港除。系统谟麓缀难通过统计分祈方法(鄢

趟冀术平携蕊传真值求镳麓)，裘发骧系绕误差鲍存在。懿势，娄系统误差黎照裁

谡差弼辩存程，毽箕数蹙运避，l、于隧爨诶差瓣，竣及系缆误差静性溪不鼹曼隧，

都是不好处璁的。

常用的分析系统误差黝方法寅作图法，通过误差分横检骏法耱削撂分挺法“”。

在魏疆分丰蓐法中主要毒乎翅壤差剿撂、瓣炎攒爨袈舄受夫爨罐。系统误差分爨蘸

满础是检验误麓概率分布偏离正态分布的程度，由于工稷实验数摄的测餐次数褥

隈，不易得到标准正态分布，因此这些剡据也是很祖糙的。所以在处理氧乐果台

成阊欷过程数掭的时候，瀚藏系统误差嵩娥怒复杂交化缎律瓣系统谡差，按照处

壤篷极误差懿方法进行了处瑗。

菜五蹴次懿溢度舔始羧镛韵～部分鲡装《．1所示，选择鬣信皮为95％，蠢鼹

馈发与置信系数静对应关燕祷至§甏信系数洚2，敲将数攒避行随手凡谖蓑与系统误藏

预处理蓐蟪结慕熟表4+2掇示，其黯应麴滠囊蓝羧魏震4，3瓢示。
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表4．1温艘原始数据表

Tab，4，{Orllgihal data oftemperature

雨间 温度l 温度2 温度3 温度4 渝度5 温度平均值 标准差(笼偏) △

1 1 —31．6519 —30，971 ．30．9586 -33，5】1 8 ，31．8967 ．3l，798 1 0436 2．0873

2 —31．6619 -30．9908 —30．9604 -33，5179 。31．6304 —31+7523 1．0425 2，085

3 -29．946l -30．5{58 —30．6528 —32．80t9 *29．8148 -30，7463 1 2037 2 4074

4 ．28 9082 ，28．3326 —28．183 -30．3536 ，29．6293 -29．0813 0．9106 1 8211

5 -28．7977 —27，9264 ．26．942l -29．9828 ，29．6493 —28，6597 1．2487 2．4974

{6 之8．6893 —27．7099 ．26。5347 ·30．0026 +29．503 _28。4879 l。395l 2+7903

I 7 ．28 2279 —27．2056 ．26．2971 —29．8261 -29．0079 —28．1 129 l 4026 2 8053

8 。27．3641 *26．2593 -25．98l -29．327 *28．0665 -27．3996 1 3669 2 7338

9 之6。1716 -24。8999 也5，3lll -28．4433 —26．8828 -26．3417 l。4035 2。807

iO ．24．7084 ，23．3202 ．23．1369 —27．2103 —25．424l 一24．76 1．67 3．3399

11 -22．9796 ．21．5531 ．21，9863 ．25．7476 ．23．7939 ．23．212l 1．664 3．3281

袭4．2预处理尉的温度数据表

Tab．4．2 Pretreatment data oftemperature

时闯 湛凄1 瀑凄2 瀣痰3 湿度4 瀑度5

1 ．29 5646 —28．8837 —28．8713 —31．4245 -29．8094

2 ．29．5769 ·28．9058 -28．8754 -31．4329 ．29．5454

3 -27．5387 -28。1084 -28．2454 -30。3945 —27。4074

庄 -27．087l -26．5115 —26．3619 ．28。5325 -27．8082

5 -26+3003 -25．429 -24．4447 —27 4854 —27．1519

6 —25．899 -24，9196 -23．7444 —27．2123 -26．7127

7 -25．4226 -24。4003 心3。49lS 之7．0208 -26。2。26

8 -24．6303 -23．5255 -23．2472 —26．5932 ·25．3327

9 -23．3646 -22．0929 *22．504t 一25．6363 ．24，0758

10 -2l。3685 —19。9803 一{9，797 -23，87测 122。0842

n ．19．6515 -18．225 -18．6582 _22．4195 -20．4658

—22—
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图4．3经过预处理的氧乐果合成反应温度曲线

Fig．4．3 Pretreatment temperature curve ofomethoate synthesis

4．2 BP神经网络

在神经网络辨识方法当中，最常用的就是BP神经网络，因此在本论文中也采

用BP神经网络来对氧乐果合成间歇生产过程中的温度对象进行模型辨识。

BP模型是一种采用误差反向传播算法(Error Back Propagation)进行有监督

训练的多层神经网络(Multi—layerFeedForwardNetwork)。网络有输入层节点，输

出层节点以及隐含层节点。隐含层可以是一层，也可以是多层。对于输入信号，

要先向前传播到隐含节点，经过激活函数厂(·)后，再把隐层节点的输出信息传播

到输出节点，最后给出输出结果。节点激活函数通常选取S型函数。网络结构图

如图4．4所示。这是一个典型的多层前向网络模型。输入层和输出层的输入输出

关系为线性。隐含层的输入输出关系为，∽。

BP网络可看作是一个从输入到输出的高度非线性映射，即F：FjF，凡朋：Y。

对于样本集合：输入一∈R”和输出只∈R”，可认为存在某一映射F使得，

g(t)=Yl i=l，2，·一，行

要求出一个映射，使得在某种意义下，是g的最佳逼近。丰f9经网络通过对简单

的非线性函数进行数次复合，可近似复杂的函数。定理1就给出了映射网络的存
在性。
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Fig 4．4 Topology ofBP net

T

定理l(Kolmogorov定壤)绘定一个连续丞数f：U“_霆”，．厂(菇)=Y，这里u

怒闭区间【o，l】，厂可以精确的用一个三艨箭向网络实壤，网络的第一层(输入层)

肖n个处理单元，中间层(隐层)有2”+1个处理单元，第三层(输出层)有州个

处理单元。

尽管定瑾l缣证任意～个连续函数霹戮子一令三滋蔫囊秘羟瓣络来实嚣，餐

怒没有提供侄何构造这样一个网络可行的方法。定理2给出了在BP网络中它可以

在任意的精度上实现任意的连续函数。

定理2(BP定理)绘寇任意占>0葶韬任意厶函数f：【O，lr斗霆卅，存在一个三

瑟BP网络，它可在任意s平方误差精度内遥近厂。

网络的学弼算法由正向传播和反向传播两部分组成。在正向传播的过程中，

输入信息从输入层经过隐层逐层处理，并传向输出层，每一层神经元的状态只影

嚷下一层享枣缀元豹竣态，嗣滋耱经元之翊没有终蘧。澄浚蠢结果与麓望兹结果不

符，则反向传播误差信号，将误差信号从输出层开始，沿原来的迢接通路返回，

通过修改权值，反复上述过程使得误差信号最小。系统辨识工作分为两个工作阶

段；一是有监餐的训练阶段，调整网络投值，使训练样本的实际输如与期望输出

之溺静误差这爨～定懿霹接受范围；二怒王作除段，将实际簸入(爵戆含有未知

模式)赋予网络并得到输出的过程。

以三层Bp网络为例，输入层有r个神经元，输入向量P∈贸，P=(岛，P2，⋯，p，y。

隐攫鸯s1个静经元，隐层稔趱向量篮E露1，．41=国，码：，⋯，q。罗，激滋邈数为足，

闽僵为置l，BI=簸，，屯，⋯，‰)’。输磁层有s2个神经元，输出向爨

爿2∈萨2，A2=(a2l，％，⋯，a2s2y，激活函数为F2，阈值为君2，B2=(屯1，b22，⋯，b2s2)1。

输入层与隐层之阅的权连接为Wt=【wl，l“。，剖，，知∥隐层与输出屡之闼酶权连接
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为W2=[w2¨k 2，扎川A s2。

BP网络是一个非线性映射系统，给定输入向量P，通过网络映射得到输出向

量爿2为：

al。=／i(∑wl口P，+bl。)，i=1，2，⋯，S1
，51 (4-7)

Y=a2k=五(∑w2nal。+b2女)，k=l，2，⋯，s2
J=l

通过Q对样本(P1，T1)，∽2，，2)，⋯，(PD，严)训练网络，调整各神经与之间的连

接强度，即W1、W2、BI秆IB2这些权值及阈值，达到在⋯定误差范围内正确映射

的目的，使网络对非训『练样本输入也能给出近似正确的输出。定义网络中所有可

交参数的集合为0，BP网络所代表的映射即为A2=F(P，0)，其中，是E和E的

复合。0包括W1、W2、BI．fNB2。由此可见，BP网络完成的是一个多重复合非线

性映射，随着权值的改变，它可以实现各种复杂的非线性映射。

4 2．1标准BP算法

以图4．4的三层网络为例，(4-7)给出』隐层和输出层的霰达式。砹取拟台误

差的代价函数为

E=寺∑(‘一a2。)2 (4_8)

BP算法的优化计算方法采用的一阶梯度法，即最速下降法，根据梯度法，将误差

E反向传播，修改权值和阈值。对输出层权系数，从第i个输入到第k个输出的权

值有：

蛳z一叩嚣叫嚣籍吲Ik--a2k胁卜M ㈤∞

其中，r／为学习速率，矗=(fI-a2女)f2’=etf2’ (4一lo)

触礁峨叫瓦OE叫嚣甏刊p咄)，2'=7／民 (4_⋯

对隐层权系数，从第J个输入到第纠、输出的权值有：

M”一叩盖一叩盖等器=叩荟s2 c忡：抄∥们∥乃嗍只㈨㈣
其中，毛=e,fl’，q=∑G,w2k (4一t3)
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糊理，Abl；=蹿菇(4-14)

wl口(后+1)=wl口(k)+Awl¨(≈十1)，bl，(老十1)=bl，(k)+Abl，(≈+1) f4．1 E1

w2m(k+1)=w2“(膏)+Awkj(k+1)，b2m(站+1)=b2“(k)+Ab2“(≈十1)

式(4—7)、(4—9)、(4—11)、(4—12)、(4-14)和(4-15)构成了BP网络的学y-J算

法。

只要有足够多的隐层和隐层结点，BP网络就可以邋近任意的非线性映射关系。

然而标准BP网络学习算法的收敛速度慢，而且容易陷入局部最小低，因此又出现

了～世改进的BP算法。

4．2．2改进的BP算法

一秘改避靛方法裁是錾嬲动量渡。戮麓动量法搜嘲络在簪正葵投篷时，不仅

考虑误差在梯度上的作用，黼且考虑在误差曲面上变化趋势的影响，萁作用如闻

一个低通滤波器，它允许网络忽略网络上的微小变化特性。在没有附加动量的作

用下，网络可能陷入浅的局部极小值，利用附加动量的作用则有可能滑过这些极

，l、毽。

该方法悬程反向传播法的基础上在簿一个权值的变化上加上一项正比于前次

权值变化量的值，并根据反向传播往来产生新的权傻变化。带有附加动量因子的

掇擅调节公式为

矗强(素+1)=(1-mc)r14pj+黼如嘞(女) ，⋯、
A岛(k+1)=(1一mc)r16,+mcAbi(k)

其中k为训练次数，聊c为动量因子，～般取O，9s左右。

瓣燕动量滚豹实藏是将簸爱一次投毽交证懿影礁，逶邃一令动爨毽子来抟递。

当动量因子取值为零时，校值的变化仅怒根据梯度下降法产生：当渤量因子取僚

为1时，新的权值变化则熙设置为最后一次权值的变化，而依梯度法产生的变化

部分则被忽略簿了。以此方成，当增加了动量顼后，健使权值豹调节向着误差姻

薅壤帮懿乎稳方建交位，姿潮络投蓬送入谟差羹瑟底帮豹平毽区对，覆将交褥缀

小，于是lXwo(k十1)*△Ⅵ，(k)，从而防止了△％(≈)；0的出现，有助于使网络从误

蓑凿嚣豹局部投小篷中魏出。

根据辫鸯蟊渤蹙法的设计舔掰，当修正的莜僮在误蔫中导致太大簸增长结采时，

新的权值应被取消而不被聚用，并使动鼹作用停止下来，以使网络不进入较大洪

熬曲面；当新的误差变化率对其旧值超过～个事先设定的最大误差变化率时，也

褥取瀵繇诗雾黪较蓬交纯。葵最大误差交纯率霹夔是任秘大于或等予l嚣遥。典
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另外一种常用的改进方法是自适应学习速率法。对于一个特定的问题，要选择

适当的学习速率不是一件容易的事情。通常是凭经验或实验获取，但即使这样，

对训I练开始初期功效较好的学习速率，不见得对后来的训练合适。为了解决这一

问题，人们自然会想到在训练过程中，自动调整学习速率。通常调节学习速率的

准则是：检查权值的修正值是否真正降低了误差函数，如果确实如此，则说明所

选取的学习速率值小了，可以对其增加一个量；若不是这样，而产生了过调，那

么就应该减小学习速率的值。下式给出了一种自适应学习速率的调整公式，

n·05即(t)， SSE(k+1)<SSE(k)

u(k+1)={O．7r／(k)， ssE(k+1)>SSE(k) (4-17)

I玎(七)， 其他

SSE(k)为误差平方和函数，初始学习速率刀(0)的选取范围可以有很大的随意

性。

与采用附加动量法时的判断条件相仿，当新误差超过旧误差一定的倍数时，学

习速率将减少；否则其学习速率保持不变；当新误差小于旧误差时，学习速率将

被增加。此方法可以保证网络总是以最大的可接受的学习速率进行训练。当一个

较大的学习速率仍能够使网络稳定学习，使其误差继续下降，则增加学习速率，

使其以更大的学习速率进行学习。一旦学习速率调得过大，而不能保汪误差继续

减少，则减少学习速率直到使其学习过程稳定为止。

除了以上两种方法之外，还有误差函数改进法和双极性S型压缩函数法等等BP

算法的改进算法，具体的可以参看文献[4]、[21]。

4．3氧乐果合成过程辨识实例

4．3．1 BP网络辨识温度对象

将整个过程的温度对象用一个BP网络来表示。对象的输入为一甲胺流量匕。

冷却盐水温度％，一甲胺累积投料量s“打‰和反应进行时间％共四个输入量，输

出为反应釜温度％。其中，一甲胺流量％，冷却盐水温度％和反应釜温度嘞是

可以直接测量的数据，这些数据经由前面介绍的方法预处理后得到；一甲胺累积

投料量J“聊，由计量罐液位‰计算得到，反应进行时间0由反应时刻f计算得到。

-27-
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{{+算方法为，强开始反应骢辩蘩为秘始辩涮记滚位鞠}l李霹分尉为‰(回_稻f≤回，莠

谶跚m。(o)=o，r^(0)=o，那么sum_jo(i)=‰(f)～tvts(o)，‰(j)=f(j)一≠(o)，净l，2，⋯揩

辩荛反应终建时剡。其中三。(0，}固为箝j对粼懿滚位鞠簿i复痘妥寸捌。

经邀预处蠼和计算后的数据并不能融按拿来训练BP神经网络，而是要缀归一

讫整理蜃孝憝褡影残邋舍予训练翡数摆。扫一纯掰采建戆公式为；歹=■=照，
’㈣一》m}”

其中％Y’势潮凳翔一诧蘸焉瓣数摇，靠。，‰分溺蘧繇有采襻数藤中静最，l、麓帮缀
大值。由于冷却盐水漱度变化波动不大，并且最低温度也不会低于一40‘c(从采裳

甲

数整中缮戮)，骏冷帮簸东瀵痰％豹羹写一讫采雳磁’。％；穰疆王艺爨遵反应蕊

濑度超过了一12 4C就会出现不合格的产鼯，所以反应釜温媵珞的归～化采用

?≥’=戛≥曼。熬一鼗爱麴数爨藏鞠戏了硼绻鬻熬输入筑簿乓秘露稼楚簿嚣，舞褒
i麓

4．3所示(部分数据)。

褒4，3赣A强薄最鞠瑶轹矩簿毛

Tab．《．3 Input matrix乓and t蟛m瓣{x露
昂

弓
‰ ％ s勰!W 岛

l 0 0，9060 0奄0{毒 O 0’3790

2 0．645l 0．9065 0，0138 O．0133 0．4007

3 0。7564 0．9075 0，0272 0。0267 0。415t

4 0．7650 0．粥75 0。040嚣 O，蕊00 0。4167

5 0。7583 0．9075 0．0544 0，0533 0．4183

6 0。7491 0．9075 0。0675 0．0667 0．425l

7 0，7502 0，9075 e。08{0 0．0800 0，4385

8 0。7421 0，9游5 0，0941 0．0933 0．4585

9 0．7364 0．9075 O，1070 0．1067 0．4857

10 0．7327 0，9080 0．1201 0．1200 0．5222

l⋯



鳖尘些坠堑垂些塑堡丝些二————一确定了输入矩阵和目标矩阵也就确定了BP网络的输入层和输出层结点数，即

输入层结点数为4，输出层结点数为1。接下来就是要确定BP网络的隐含层结构。

由文献[22，29]可知，用一个三层神经网络可以逼近任意一个非线性函数，只要

具有足够多的隐层结点，因此辨识所使用的BP网络也采用三层网络。

一般来说，一个多层网络需要多少隐层，每层需要多少结点数，这要由网络

的用途来决定。可以说隐层结点数与问题的要求，输入输出单元的多少都有直接

关系。根据对隐含结点的几何解释知道，第一隐含层的每个结点确定了一个判决

面，它把Ⅳ为输入空间(N为输入向量的分量数)分为两部分。第二隐含层的每

个结点又将第一隐含层结点形成的多个判决面组合成凸域空间或者判决域。最后

输出结点又把多个凸域组成任意形状的判决空间或判决边界。显然，隐层结点有

些用来提取输入图形的特征，有些则用来完成某些特殊功能。力图根据任务来确

定隐层结点数，确定比较困难，因为网络映射的复杂性和由于许多成功地完成训『

练过程的不确定性的性质，目前还没有确切的方法和理论，通常是还是以经验为

依据来选取。

有一些确定隐层结点数的经验公式，如，1987年，Hechi-Nielsen在讨论了具

有单隐层的人工神经网络的功能之后，指出它可以实现输入的任意函数，并提出

隐层结点数为2N+1，N为输入结点数；同年R．P．Lippmann利用他对多层网络功

能的几何解释，提出了隐层结点的估算。对于图形识别问题，第二个隐层结点数

为M×2，M为输出结点数，对于模式分类问题，隐层结点数H=log，T，T为输

入训练模式数。1988年，Kuarycki根据实验发现，在高维输入时，第一隐层对第

二：隐层的最佳结点数的比例为3：1；对医疗诊断问题，不少人作了研究，认为具有

单隐层的网络就可以得到满意的结果。Lippmann认为最大隐层结点数目为

M．(Ⅳ+1)；Kuarycki认为最大隐层结点数目为M1×3；A．J．Maren等人认为对小型

网络而言，输入结点数大于输出结点数时，最佳隐层结点数等于输入何输出结点

数的几何平均数即(M1Ⅳ)”2，M1为输出结点数。另外还有其他一些经验公式，

J=√n 3-m+a；J=l092n等等，J为隐层结点数，m为输出神经元数，n为输入神

经元数，a为1～10之间的常数。其中，=I092n常用于数据压缩。

根据以上经验公式，辨识所采用的BP网络隐含层结点数取10，其结构如图

4．5所示。图4．6给出的BP网络在控制系统中所辨识的对象，其中D表示扰动。

代价函数采用(4—8)式，学习算法可以采用4．2．2节中提到的自适应学习速率

法与附加动量法相结合的方法来，但是由于代价函数选取的是误差平方和的形式，

因此可以使用专门用于误差平方和最小化的方法——Levenber-Marquart算法(L．M

算法)。
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翻4。5瓣识所袋潮的BP网络

Fig．4，5 BP net for identification

图4。6辨识结构蹬

Fig．4．6 Identification s㈣赴}辩

(4-8)式司以改写为

量=it丛cp)2=翻sll2(4-18)

其中P是第P个样本，占是以，为元素的向量。假设当前老的权值w向新的位置w’

移动，如果移动量为w’一w很小，则可将s展成一阶泰勒级数

e(w’)=占(蝴+z(弦‘一抖’)，其中(z)。=芝≥
a呲

-T-是(4一18)可以改写为E=划嚣(w)+z(∥～w)n对w’求导以使E鼹小，可得

∥=矽～(Z7z)一1z’芎(”) (4．19)

ELj(4-18)，Hessian降删航栽风2焘=∥LIO挑6p饥c3sp哪9豢]a
著忽疆其中簿二矮，委l Hessian薄哥表示秀量=z7Z，毽(4-l∞绘疆瓣步长哥熬

过大，为此把误差表达式改弼为层=寺忙(w)+Z(w'-w)112+五llw’一H，『12。求EX#w7的

极小点，可褥

∥=Ⅳ一(Z7Z+五D一’z7e(w) (4，20)

在计算过程中调节五的大小，首先任意选取五，再每步观察E的变化，如果用了

(4～20)后误差微小，则保留w’，丑减小10倍，重复此步骤。如果误差增加，则维

持撑虽曼增大lO整，然盖孬按(4—20)诗簸∥，翔鼗羹爱_蠢至l五合乎妥求。班上藏

麓L-M算法，利蘑该算法可叛眈较快的完成调练过程。

目标误差即占取0．005。图4．7为训练过程中的误激变化曲线图。

图4．7中将利用自适应学习率与附加动量项结合方法的误差变化曲线与利用

L—M冀法镬练瓣谟差交像藏线进行毙较，爵浚鹱显豹羲翻弱爱鑫逶虚学习率掘动
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_蠹矮懿方法在2000步酌诞练完垮麓并没有达劐谢练髫标，在这曼学习速率速联

0．Ol“1+韵量困子敬0．95“，自遗墩速率静递增乘因子取j+0铲“，遂藏柔弱予墩

O．7““。之所以会出现遮种现象，主躲在于首先怒目标误差的选墩，目标凝麓的选

取一般怂糨对于所需婴的隐层结点数柬确定，瞪为较小的目橼谍差值是要嚣增加

隐蓉缕点，鞋及诞练辩闯柬获褥蟾。簌逮争岛度考纛没有誊黎怒隧搽误蓑授邃麓

邪么小，从实际的角艘考虑，将蟊貅误差设定为0．0I或者0．02就基本可以满足

实际需裂了。其次是训练总步数．如果不改变目桥误差，只要肖足够的训练步长，

靛可以醒绦鹫匿棘谖熬”。4⋯。霉次越是这穗纂法本赛存在一些瓣题，虽然缀合了

叠遥篷学露率与鬻蕊淤蠹矮嚣秘方法静往森，键憋并不麓谫鞠一定璃。戳簿淡舔箍

BP算法会出现的问题。因为这种方法本质上还媳梯度下降法，所以就不可谶免的

会出现局部最小值。当权值收敛于谶麓雌面上的紧一个局部檄小值时。就难以跳

舞怒嫠穰，l、点，嚣要疏密鼹蘸强，j、淼，就需要逡辩较之鞋蘸受丈蕊一令学习迷率，

姨面获群魏国辍，j、赢游髓量，煎愚翻适应学习率黥镯整已经不麓给密漆怒条件的

学习速率，因此也会使得训练曲线出现图中的情况。

lI姆囊透藏学磷蝴越龋嚣孵宣台F洲蝽氍聃Lq弹滋蝴m蝗

嚣4．7誉}蕊蓬程孛诿豢燮纯夔凌

Fig．4．7 Curve oferror changed during the COUrSe oftraining

聪瓣滗L-M算法诞练艇误差趣线，霹鞑毳型谖差基缓兵臻了{9步穰浚就达垂

了谣练翳豁。零臻弱器p算法楚搽麓下降法，参数添着误差梯发稽反翡方囱移动，

使误差黼数减小，唐到取得极小值，熟汁算的复杂燃主要是幽汁簿偏导数引越的。

但是，这种撼于梯度下降方法的线性收敛速度很慢。带有动量埙的改迷BP弊法是

共篷爨寝法””夔逛戳，褥L-M算法蹩’静囊曩柃撼匏鼗建爨讫攘寒鳇捷速嚣法，

它避梯度下降法与高新“牛顿法嘲豹结合，也可以浇成是高新～牛顿法的改避彤式，



它既有高斯一牛顿法的局部收敛性，又具有梯度下降法的全局特性。从(4—20)式中

可以看出如果五：0，则为高斯牛顿法；如果咒取值很大，则L-M算法接近梯度

下降法，每迭代成功一步，则^减小‘一些，这样在接近误差目标的时候，逐渐与高

斯牛顿法相似。高斯一牛顿法在接近误差的最小值的时候，计算速度更快，精度

也更高。由于L-M算法利用了近似的二阶导数信息，它比梯度下降法快得多。另

外由于『zrz+五J】是正定得，所以(4-20)式的解总是存在的，从这个意义上说，

L．M算法也是优于高斯一牛顿法的，因为对于高斯一牛顿法来说，z7z是否满秩还

是个潜在的问题。此外，在精度要求高的情况下L—M算法的计算量和存储量都非

常大，每次迭代的效率显著提高，大大改善了训练过程的整体性能。图4．7的对

比充分况明了L—M算法在速度与精度上的优越性。

表4．4是训练好的BP神经网络的权值和阈值。

利用训练好的权值和闽值，采用1或者2组不同于训练时的数据对BP神经网

络模型进行验证。网络的输入矩阵与输出矩阵同样要进行归一化处理，方法同前

面的类似。

图4．8给出了网络输出与实际输出的拟合情况，从图中可以看出网络输出较

好的逼近了实际输出，表4．5给出了两者之间的误差，计算公式为

⋯⋯。吖警]。
表4 4网络的权值和阈值

Tab．4．4 weight values and threshold values ofnetwork

wl(10×4) b1(10×1) b2(1×1)

．0．0264 -2．365 ．3．9666 -6．6521 -2．365

0．1387 ．0．0124 1．0256 O．6713 _o．0124

0．0012 1．507 2．2267 -O．7117 1．507

0．0636 0．0438 ．2．1624 3．8627 0．0438

．2．7998 ．9．6909 ．O，5192 -2．7555 —9．6909
3_3589

—1 6885 ．8 264l 6．483 4．673 -8．2641

0．0454 1．9498 1．3464 -o．1761 1．9498

-0．0348 —1．4448 6．419 ．3．1428 —1．4448

—4 0578 ．14．5214 -4．8192 0．3679 ．14．5214

，2．2774 ．8．1569 ．1．4377 ．6．3567 _81569

w2(1X10)

·2．4537 0．5722 ．5．9446 -1．1961 2．2359．0．0107 0．3779 0．1687．1．0237．1．228
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表4．5网络输出与实际输出误羲装

Tab．4．5 Error between net output and actual output

1 2 3 4 5 6 7 S 9 10

0．0837 0 1177 0．0672 0．0826 0 0939 0．0996 01007 0．106l 0．1141 01312

11 12 13 14 15 i6 17 18 19 20

O，1448 0．1486 O．1398 O。1140 0．0129 O。∞79 0．0018 00150 O+睨55 0。0236

21 22 23 24 25 26 27 28 29 30

0．0152 0 0007 0．0244 0．0637 0．0319 0．0522 0，0544 0．0709 0．0144 0．0686

3l 32 33 34 35 36 37 38 39 40

0．0497 0。0435 0．0089 0．0404 00024 O．0156 0。0097 0．0086 O．0199 O．0187

4l 42 43 44 45 46 47 48 49 50

0．0026 0．062j O，0319 0．0257 0．0253 0．026l 0．0190 0．0071 0．0270 0．0649

5l 52 53 54 55 56 57 58 59 60

0，0386 0．0503 0．0668 O．0222 0．0311 0．0279 0．0425 0．0169

=‘掣帮1 1h!i￥m t=嚣{“# ’’’§；绺

*一’

J=熊篱蛊{

图4．8验证曲线

Fig．4．8 Verifying CHIVe

麸图4。8胃苏看到，隧络输出与蜜舔铡量的温度建存在误差静，{嚣盈放误差

表4．5可以看到最大误差高达15％。这贼误差比较高的点是出现在反应的开始阶

段，也就是温度的上井阶段，这个阶段恰好是一甲胺累积投料量达到约60470公

厅豹跨臻，这个涂段合成反应豹总傣敖熬效果牙始超过系统熬冷舞效柒，系统戆

热平衡被打破，反应温度开始快速增长。实际输出是国于在初始阶段温度的变化

率较大，而工艺要求在初始阶段即使反成温度很低甚歪是负增长，⋯甲胺的流爨

也不宜太大，阉为此时反应麓内精脂含鬃较多，合成反应比较剧烈，容易造成岗

潞潼震过毫，降蘸合成霞量。疑霾4．8中可敬看鬟交予溢度交纯率较大，反应在
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控裁量．蔓渡是一甲歉浚餐太快，裁滚热了减小一翠藏滚量麴捡巷《信号，爨以在后

面时刻灞废就上升的漫了，而网络输出曲线表现搦的是扶初始阶段至g投料60～70

公斤后，温度变化率并没有变得很大，因此温度就沿着这种趋势变化，所以在投

料60～70公斤后比实际输出就高了一些。

以*一攀藏滚量传为茬裁量骜该黼霹终模蘩萼|入垂莛裁系统当中遗雩亍接铡，戳

手动的方式施加控制信号，其控制结构图如图4．9所示。

图4．9手动控制结构图

F逗。4、9 The structure ofcontrol with manual

在过程控制中，利用误差。这一信息来计算控制量是十分自然的，然而，如果

只根据e的大小来进行控制，对于稍复杂一些的系统，很难得到令人满意的控制效

鬃。当梭按系统楚子谈差较大瑟又歪淘藏枣误差瀚方淘浃逮交优嚣，热莱哭考虑

误差大小而不考虑误麓迅速变化的因素，必然要加大控制量，使系统尽快消除大

的误差，这样的控制作用势必导致调节过头而又出现反向误藏的不良后果。

y

1

0

图4．10动态过程曲线

F培．4．10 Curve ofdynamic

表4。6符芍变纯表

Tab．4．6 Table ofsign changed

特征变量 AB段 BC段 CD段 DE段

P <0 <O >0 >O

Ae <o >o >O <o

etAe >0 <0 >O 《0

超调段 回调段

当采用两个输入变量e和△P进行控制时就可避免上述的宙目性，根据模糊控

制的基本思想，这是不难理解的。因此可以得出运样的结论；一个人工控制的复

杂系统，褒控制过程中，人对被控系绞懿状态、渤态特{芷及行为了解的越多，控

潮懿效栗魏会蘧好。

对于如图4．10所示的动态过程曲线的不同阶段，特征变髓e．△e及e．△8的取

值符号由袭4．6给出。

当e·Ae<0时，热藏线BC段秘DE段，表骥系统兹动态避疆歪岛着误麓藏，l、

的方向变化，即误差酌绝对值逐渐减小，这时成减小控制作用或不加控制作用，
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被控量将借助于惯性继续趋近于设定值。

当e．Ae>0时，如曲线AB段和CD段，表明系统的动态过程正向着误差增大

的方向变化，即误差的绝对值逐渐变大，这时应加大控制作用，改变误差变化的

方向，使被控量逐渐趋近于设定值。

按照上面的原则对BP网络模型手动施加控制信号。在实现手动控制的程序中，

神经网络输入矩阵中冷却盐水温度取一36℃，⋯甲胺流量由手动输入给定，反应进

行时间由初始0时刻开始，每给一次一甲胺流量就累加l。在程序中，人为设定一

甲胺总投料量(250kg)和计量罐初始液位(200kg)，利用这两个量与一甲胺流量，

由公式

LytgO+1)=Fyjo(t)／60+Lm(f)

sumyja(t)=Lflg(f)一Lflg(O)
、 ’

。bFo ～“、‘pt，q掰
’j

●

t＆^6柏cm

图4．1l手动控制曲线图

Fig．4．11 Curve ofcontrolwithmanual

⋯1
图4．12一甲胺流量(BP神经网络模型)

Fig．4 12 Monomethyl amine flux ofBP net model

就可以计算出输入矩阵中的一甲胺累积投料量，其中除以60表示将单位由kgh转

换成kg／m。控制曲线如图4．1l所示。

图4．12中的实际流量曲线对应于图4．8中的温度。从图中可以看到手动输入

的控制量——一甲胺流量曲线与实际流量的变化趋势是一致的。比如在反应初始

阶段，尽管手动给定的流量比较小，但是温度变化却比较大；在反应结束阶段，

尽管手动给定的流量比较大，但是温度变化却比较小。温度变化规律同实际的情

况也是一致的。因此对于采用BP网络辨识出来的模型，能够仿真实际的过程，手

动基本可以实现较好的控制。

氧乐果间歇过程的BP网络模型在控制系统中的仿真实验，从另外一个方面也

证明了该模型是较好的实现了实际过程。

根据氧乐果间歇生产的工艺可以了解到，在整个反应过程中，在不同的阶段

要求的一甲胺流量速度是不同的，这反映了实际对象参数的一种时变性。如果将

反应过程按照工艺要求分成几个不同的阶段，并利用神经网络建立各个不同阶段
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在反瘟翁开始泠羧，煮一黧数据诿麓鞍大，蟊聚采爱分狯段羧爱懿话，青可麓减

小这个误蓑。

按照王芑撄求以及氧乐聚合成反应的静特饿，将憋个反应过稷大致分为三个

狳羧：

1．丝<竭=60／70kg

2．M1≤珥《蝇*120kg
3。越12M2

萁审强为一翠羧累积投髓爨。

诩练数据仍暖采耀藩露潮练时盼数攥，并授据分除段静要求将潮练鼗攘鞫霹

标数据分成三部分，训练的参数也采用相闾的训I练参数。表4．7一夜4．9是训练完毕

瑟善除段BP瓣终模璧瓣毅镶耱蠛蘧。

贯多}取一缝数豢<谈濒暴惹蕊鞣礁诞辩夔)，将後缓验程数攥麓稔入蔻籍j|霹耱

蹴矩阵t11分戚稽应的三个阶段，然簸计薜各阶段的网络输出。

图4．13绘出的是各个喻段的验诞曲线。表4．10～袭4。12绘蹈的蹙各阶段嚼络

赣窭与实际浚爨之蠢瓣设麓。缝台魏线黼与诿麓褒，可隘蓍副，在耱始输羧茏葵

怒在第二争狳毅，繇一甲黢豢稷授瓣蘩这爨终60～70公厅静辩候，这夺靛骏蠹冬谡

麓已经明臌的比采用单一神经网络时要小了很多。鼠然这样的分阶段模型弥补了

罄～模型中懿不足之鲶，傻是也存穰着一些闽题。在麓三个酚段爨骥了两个涎羡

袭4，7第一狳段瓣络懿裁骥程淹毽

Tab．4．7 weight values and threshold values ofnetwork(1“stage)

wl(t0X4) b2(1×1)

∞．3l亨g

w2(1×10)

-0．8360 0。t718 0．405l 0。0894 娟，1325 0。7872

玲於瓣张姆雌瓞努瓢转

硎鳄馏匿盟％

{暮：艇

嚣％袋奄0曼4心o≤堪m瓣凇|量燃㈣删嗽溅一一焉撩嚣罴揣删删一黝艄耄薹㈣粼㈣洲

曩k

5置4乏，氆重互雠揪|萋删㈣㈣㈣|冀概㈣

l毒

“

3

O

3

4

O瓣泓删瓣粼㈨|萋凇|篓洲黝舷㈣蛾矗n㈨娃娃n
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袭4．8第二阶段网络的权值和阐值

wl(10X4) bl(10X1) b2(1 X 1)

。0．3880 2．1868 ．3．3277 ．0 5018 2 2259

0．0648 ．4．691l -3．0136 l，8324 一1．335l

0。1024 3。4365 4．9080 -4。0685 0。8456

O．35S1 ．5．8302 -3．4157 ，03534 2．6336

．0．0501 2 9363 2．3546 -5．6501 O．0141
0．2066

0．3530 3。9804 -3．6573 2。9304 之，9476

—0．2636 5．1023 4．1424 0．9509 —4．0729

，0．8796 ．3 6800 ．3．5498 ．2．3024 1．4160

0．042l 2．9474 -2．9130 ．5．3374 3．2376

0。2653 o。1914 2．4882 ．4。0l{l 6．6145

W2(1×10)

*O．6390 0．4950 1．5615 —0．5624 ．2．2602 I．0．3363 1 0．9391 0．2273 0．2636 0．4643

表4．9第三隆歉黼络涎投{莛秘潞毽

Tab．4．9weightvalues andthresholdvalues ofnetwork(3“stage)

wl(10x4) bl(10×1) b2(1×1)

1．0534 5，7614 -2。7660 一O．1459 ．0，7895

O．S104 -0．3544 2．1303 o．2556 。O．7767

0．3611 0．7204 3．872l ．6，9976 3．0352

1。3590 4．685l 33770 ．3．1672 。1．1584

·0。1993 3．532l 3．8261 -3。9439 0。3275
0，2863

*0．0679 3．3398 —4．0727 3。290l -4．8241

*0．2465 —41006 —3，7016 7．0065 ．2．0026

{．580S -4．9234 0。8292 -2+6659 5．0929

0．4445 5．7302 o．9174 -3．3498 1．320l

0．0414 ．1．8760 ．3．6560 ．3．8589 。0．2873

w2(1×10)

l一0．9388 1．3683—1．5198—0，8798-3，6072—0．2904-2．8759—1．3102 I．8671 0。3486

比较大的点，对应的反应繁温度分翱为-11．3403。C和一12．1557。C。第一个点的濑

麟已经超过了～12℃，是刚络在计算输蹴辩的一个错误点，那么这个点究竟会不

会澎镌蜀嚣整个系统蕊控镪，在螽蟊将撩懿镑真验证。就羚，在及纛帮褥结京酶
·37-
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Fig．4．13 Verifying eus-ye ofall stages

表4，10第⋯聚段谖麓褒

Tab。4，{O Errorofstage i

匹鬻圈

l 2 3 4 § 6 7 8

l误差 0，0537 0．0052 0，∞20 0。0228 0．0283 0。0342 0+0418 0。0479

表4．11麓=徐段误差褒

Tab．4．1 t Error ofstage 2

l l 2 3 4 0 6 7 8

|误差 0．097百 0。0759 0+{髓2 0，0848 0．{l彳2 0．1衢瞳 0，I辩3 镘簪8警9
4’^●_’

| § t0 jl i2 {3 14 1荩 t6

I误差 0．051l 0．0255 0．0054 0、0046 0．0127 0．0193 0、0248 0．0447

袭4，掳第兰瓣段诿蓑袭

Tab．4。12 Error ofstage 3

1 2 3 4 S 6 7

误差 趣1662 0．1118 0。0536 0，0255 0。00I{ 0．0153 0，髭20‘●●#’●

8 9 10 11 i2 13 i4

诶麓 0。孵07 巷。0128 0．02嚣冀 0．0450 0．0662 0．044l 0，0596

15 16 17 18 19 20 2l

谨蓑 0鸯614 0。0523 0．0446 0零609 0蹦《2 0蠡543 0．0374

22 23 24 25 26 27 28

谟熬 0．0047 O．0050 0 0138 0．0516 0。0023 0．028＆ O．0618

29 30 31 32 33 34 35

l谈篓 e。0疆蠢 0．0455 0奄585 0．0698 0嬲35 0。8嚣74

”38”

l{{￡；

{}0
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}}重娱也爨蕊7"--些LL骏大鹣误差(与慕瘸单一鄹绦渗嚣戆埝密滋竣≥，这楚毅为在

反应襞荣涂羧反塞釜逡敬髓瓣太鹳努已经谈蕤怒捧了，筵露羧出懿热鳖较之以嚣

已经有锻大稷度的降低，所以嚼络输如濑度可能蘩低～些。

将反魔过程的各个阶段模型引入到控制系统当中，采用手动方式来对其避行

羚裁。爨4，14楚手动控鞠瓣魏溢发麴缝凝。献掩割魏线当中可泼辫刭，采麓分除

浚瓣璃臻禳黧瑟采蔫攀一瓣终模燮彝雪霹群戆够控锱瓣穰好，覆虽在第三阶段中&

现较大误麓的点并未对控制效果造成很大的影响，酾此从这点可以说明虽然鹅三

阶段的模懋存在一定的误差，但是遗过控制器施勰台适的控制信号蹩可戳躲亭}躯。

邀控翻麴线爵强送一步嚣溺，分酚浚旗黧{整在一定程菠上实戮了实际生产过程。

i／≮，．． j～ ⋯

．，。{
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图4．14乎渤控制曲线图(分阶段横烈)

Fig．4．14 Curve ofcontrol with manual

f：?悬?i^|¨。．．．1曼鬻器
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镶陌瓣褥蕊’j
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图4．15一甲胺流鬣(分阶段模型)

Fig，4．15 Monome也yl amine flux ofstage model

罄4．15绘蹬了与图‘垂．13类戗懿滚蠢菇籍线。手动～译胺流燮藏线与实际流爨靛

变化趋势也悬～致的。综上，分阶段模戮，不仪能够仿真实际的过程，而臌也能

蟛簿瑷爨嶷舔_j篷程豹瓣变。陡。

4．3．2豳姻网络辨说濑廉对象

杰4。3繁孛奔绥了巅雳静态辨稠绣撰谖静避疆，毽蹩实辩静系统跫一个韵态

鹣系统，瓣嚣一l令辩剃麓滚发辩第辩时囊l窍彭藕撵嚣l，鬻藏擎缝静缆臻静态埘络来

竞成辨识与实际的动态过稔还是有一定熬距的，猩文献[7]中已经证明了利用TDL

环节加上黪态8P网终掰擒成的凰朔瓣终霹戳实瑷秘态过程豹瓣识。

氧摹襞垒产遗理中靛蜜辩温度数擦憩每疆一分镑袋稃一凌，藏～分辨瓣潺寂

对当前时粼的潍度影嫡最大，所驻在4．3．1节攀一瓣棒经弼缀禳掇的基础一毫，输

入层多引入～个结点，作为延迟一拍的激度输入，网络结构如图4。16所示。

诩练获镬髑懿数撂(辩转)魏袭4。13瑟示，在簸天筵箨中鸯羹入筵迟一熬熬爱

疲釜漫菠。瓣终熬憨鼷疆患变为12个，蒸憩镂绫参数与毒。3，l节瓣一致。涮练宪
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成后的网络权值和阈值如袋4．14所示。

12

图4．16带有一个延迟环节的BP阿络

Fig．4，16BPnetwithadelayblock

袭4．13露翔潮络调练簸攥

Tab．4．13 Train data ofregressive net

0
写

F镕。 孓 S搿### {母 巧滋“

l O 0．9060 0。0099 O O 0．4942

2 0 5509 0．9065 0．0196 0．0333 0．4942 0．5072

3 0．7023 0。9075 0。0322 0；0467 0．5072 0．5223

4 0．7429 0．9075 0，0454 0．0600 0．5223 0。5338

5 0．7551 0．9075 0．0588 0．0733 O．5338 0．5434

6 0．7353 0．9075 0．0718 0．0867 0．5434 0．5592

7 0。7187 0。9075 0．0839 0。1000 0．5592 0．5842

8 0．6691 0．9075 0．0947 O．1133 0．5842 0．6189

9 0．6027 0．9075 0．1038 0．1267 0．6189 0．6624

10 0。55H 9。90鞠 O．1112 0，14∞ e．6624 0．7122

卜

为了对毖怒见，图4．19给出了两季申不阉阏络的骏{曩谤况。(A)是剃翅不含蠢

延遮环节静静态BP丽络计舞出的温度与实际温度斡隧配情况，该BP网络模登的

训练方式与4，3．1节中的单一BP神经网络模型的训练方式完全一样；(B)是利用

含有一个延避环节与静态BP网络组成的回归神经网络计算出的濑度与实际温度

戆逛配溃凝。燕然霹络豹镱棱是动态霹麴疆络熬一耱影式，毽燕冀溯练方法还怒
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号BP隧络鹣谢练方法耀瓣黪。表霹。15给出麴燕弱髑添秘不强豹越络计黪辫素瓣

激庋与实鞣滏菝之窝黪误藏。结合蕊4+i9纛豪碡，15爵戮潼楚麓露爨，在静悉转p

糖经网络的簿勰上加入延迟环节后，丽络的泛化熊力较之静态转p阐络有了很大的

改善，尤其蹙在反应的初始阶段和～甲胺累积投料量达到约60～70公斤的时假，

(B)豹误麓毙(A)黪漠滚餮枣缀多。

袭4。14藕络瓣投氆勰闲蕊

Tab．4．14weightvalues amthreshold values ofnetwork

w1(12×5) bl(12×11 b2(1×1’

前193{ 8。38档 -3．5955 《。2粥2 ．2248l 3+4432

41266 l 2266 3 7976 4，0619 ∞．7835 -6 5斟2

3．684l -2 7986 -2．1287 6．811 *3．3902 0，537l

0．92(疆 40364 *3，3t66 嚣．9445 4、3449 一33675

4贸S 0黼姆 3。t954 砖0533 e，627 -4．联}3S

0．9257

4、5143 ．2．4447 4 2329 3．3379 -1．5279 -2，1224

-2 7524 5．7}94 n4。5789 5 02辩 01123 1．3573

—0。1543 2．3599 -5+887 4．5162 *l，7562 3．4691

-2 3110l 7．0857 3，7977 。0．0309 *l 0673 -4．0765

2．4527 8 8383 -3．9571 ．0．4304 ．2 9778 2。6888

4，9258 氆8755 -3．7534 1．3653 l，386 疆筠85

e2、8715 9iO科 ￡。6946 也．6043 i．5738 -6．5428

w2(1×12)

1．0594 0．8748 ～0。8022 I．0159 ～0，4061 0．7403 t。1345 一1．髂 一0。23 一l。4127 l，2738 一l；074

擗；±《避鞲簧搀黼懿鲁§蝗

图4．17验证曲线比较

Fig。4，1 7 Comparison oftesting olllWe
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表4．15拟台曲线误差对比

Tab．4．15 ErrorcomparisonofmatchingcHIVe

l 2 3 4 5 6 7 8 9

岔延迟 0．1265 0．0574 00496 0．0336 0．0432 0．0448 0．0390 0．0283 0．0251

ji禽延迟 0．1423 0，1689 0．1208 O，1247 0，1334 0．1474 O．1618 0．1775 0．2079

{0 {1 12 13 14 15 {6 17 18

含延迟 0．0269 O 0273 O 0151 00188 O．0317 O．0338 0．0449 0．0336 00116

不含延迟 0 2498 O．2598 0．2454 01423 0．109l 0．0959 0．0787 0．0520 0．0259

19 20 21 22 23 24 25 26 27

禽延迟 0．0048 O．0162 O．0219 0。0173 O．0244 O．0266 G．0277 0．0322 0．0250

不含延迟 O．0192 O．0010 O．0153 0．0092 0．0020 0．0080 O．0145 0．0132 0．0265

28 29 30 3l 32 33 34 35 36

含延迟 0、0256 0。舵92 0奄2垒3 O。匏70 O．龆63 0奄243 0．0250 0．0233 0，020}

不含延迟 0。0279 0．0271 0．0296 0．0320 0．0330 0．0325 0．0303 0．0277 0．0253

37 38 39 40 41 42 43 44 45

禽延迟 0．0169 0。0146 O．0143 0．0137 O国139 0。0139 O。0154 0．0t63 e．O】74

不含延迟 0。024l 0．0227 0．0212 0．0204 0．0{92 0．0195 O．0190 0．0196 0．0186

46 47 48 49 50 51 52 53 54

岔延迟 0．0179 0．0177 O．0178 0．0166 0．0142 0．0106 0，0057 0，0009 0．0065

不含延送 0。0l了6 0。0170 0+015{ 0。0{5l 0．0130 0．0073 0．0009 0；0112 0，0163

55 56 57 58 59 60 6l 62 63

禽延迟 0．0102 O．0111 0．0083 0．0033 0。0052 0。0186 0．0290 0．0390 0．0478

不含延迟 O。0184 0，0189 O+0152 0．0093 0。0047 0．0089 0。0293 0．044l 0．0505

64 65 66 67 68

含延迟 0．0438 0．0400 0，0372 0．0164 0．0012

不含延迟 0．0516 0，0521 0．0503 0．0232 0．0046

图4．18控制结构图

Fig．4．18 Structure ofcontrol

-42-
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-‘世苎_—!!烹燃燃苎!暑!!!鼎攀!竺!竺=!篡燃皇!!!!!掣燃鬯竺竺!曼!竺燃燃兰!!!苎!鼎‰

把该回归潮络模型也引入到控制系统中来验证其合理性。控制系统结构图如

圈4+18所示。

图4．19嫩手动控制的曲线，控制程序中的变量设簧与4．3．1节中手动控制稷

序⋯致，从图中可以看到在引入了一个延迟环节之后，温度能够比较好的在一12。C

处稳定，并且没有超调出现，在反应初娥阶段以及稳态时没有振荡蠛者振荡很小。

；l入了延迟环节的霞癌霹络模型较之静淼BP网络模整在对实际过程斡动态模雩鼗

_}：，效果更佳。

图4．20是对应的一甲胺流量曲线。手动与实际流撼变化趋势接近。综合验1正

藏线戆魄较以及控裁滚量藏线，遣从募终一个角凄验涯了雩l入延迟环节麴霾归刚

络模型较之静态BP网络模戳在对实际避程的动态仿真上，效果更好。

恻4．19手动控制曲线图

Fig。4+19 Curve ofcontrol with manual

图4．20一甲胺流量(回归神经网络模型)

Fig．4，20 Monomethyl anliile flux ofrecurrent net model

综上，各种网络模型有备自的特点：单个BP网络模型简单，在应用中方便，

可以避免模型切换时候出现的扰动；分阶段BP网络模越体现出了实鼯过程的参数

时交淫；霞毅潮络摸整体蘸了实际的动褰遗程。

4．4一甲胺流量与投料阀开度关系曲线

在4．3节瓣仿真控制溺孛，控制器输出使用的是一甲胺流量，在工程实际中

魁不容易实现的，因此必须将其转换为在工程实际中便于实现的控制信号——投

料阀开度信号，这样才可髓真正实现对一甲胺流量的控制。一甲胺流量受投料阀

瑟凌帮诗量臻逡一举鼗滚位熬影薅。诗豢罐为黻曩容器，不爨考瘪受压熬影噻。

因此，对于确滗的计量罐液位‰和投料阀开度％，就可以确定一个一甲胺流墩

％，帮存在寝射关系：，：‰，％÷弦a出于滚茳不强，鞠镬投秘闲开度攘溺，
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～甲胺流量也不相同；而对投料阀开度不同，在不同的液位情况下，则一甲胶流

爨有可能会桷潮，因此厂吃较滚强确定，在文歉[83中鹭l臻毒季经网络瓣方法来逼近

厂，但是该神经网络的训练数据都是采溺的一些典型的样本，所以萌|练出来静神

经网络具有一定的局限性。采用[6]中的神经网络，从生产过程的历史数据中任意

墩一组异于训练数据的数据来验证，效果不是很理想，也就是说网络的泛化能力

吃较差。

如果将所有的历史数撼都拿来作为神经网络的训练数据是不切合实际的，本

文从统计的角度出发，利用大量的历史数据，结合数理统计与曲线拟合的相关知

识，翘步做如～甲胺流量的演￡量与投料渊开疫之闽的关系。

在实验数攥处理中，经常会遣翼这徉静舔蘧，瑟已经知道两个或三个交量之

间存在着某种函数关系，但是不能从理论上推出方程的形式，而鼹要建立一个经

验方程来表达它们之间的关系。把这类待定经验公式的诸实验点酾出散点图，大

多数不是壹线，嚣是各耪冬襻躲錾线，嚣蔻线熬合黪任务裁是埝娄豹选择一个经

验方程式来较好的拟舍实验数据。

经验公式的确定方法有很多种，比如平均值法，差分差商法，最小二乘法，

以及更一般的多项式拟合，这些方法在文献[27—28]中均有详细的论述。

薅生产避糕历史数据中瓣30缢(嚣在4。1节中滤邀遂专亍该处璞稳数据)投瓣

阀开度、计爨罐液位和一甲胺流量组成一个查询表格，其格式如袭4．16所示。

表4，16与液位、汗度对应的流麓袭

Tab。4。16 Flux data correspond to level and valve

把由(三脂(意)，％(老))矫确定盼第量时刻的流量f■(奄)填入表格褶应的莅置，弗

谯坐标图中标出该点，如果在第孟时刻同时有n个流鬣只。(七)。，f_l，．，摊，那么将遂

n个流量取算术平均作为第k时刻的流蒸，并将该僮也标在坐标图中。依次将这黧

数据均在坐标圈中标出，刹用上面介绍的曲线拟合的方法，来作出近似的映射芙
系l，。

在遘行爨线掇合嚣，麓聚全部都震人寒完藏是{≥露复杂魏，本文莱霆了兹线

拟台软件TableCurve来完成这些工作。该软件基本包括了所有的曲线拟合方法。

图4．21怒把按照上面方法描出的流髓点，用TableCurve软件绘制的流量曲线。

在圈中淡蓝色艉点是盐线黝主要分布点，黄色和红色的点被认力燕错误点，所以
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TableCurv在绘制曲线时黄色点和红色点并未影响劁曲线的绘制。同时利用 。枞忏

还给崮了一篓夔线瓠台豹经验方程式。掘鞠过雪夫两变量10酚多颞式毅合经骚方

拣是精度魄较商髂一个经验方程，表4．17是该墨骚方程斡‘攘合数掇，觚数据衰中

可以看到预测嗽的阀门开腱比较接近实际开度，误差较小。

銎4，21滚璧麴线鬻

Fig．4．21 F1拣GlⅡV。

表4．17切比雪夫两变激10阶多项式拟合数据

Tab，4．t7 Chebyshev X,Y Bivariate PO{NOmial Order 10 matching data

}XYZ X(Level) Y疆lux) zcva{ve) Z Predict

l 537．0869 495．3578 68。0097 68．717771

2 535．1193 472．4921 72．458 75．486936

3 527．2056 2琵．2939 70；339 66．736121

瘁 524．4053 478。8278 琵、458 68．26963{

【5 522．7424 0 1．964 2．2350864

6 522．7424 O i。964 2，2350864

7 522。5954 50．8939 {+鲻4 l，028964

8 521．9404 192．7878 1．964 3．0762096

9 5 19．0485 205．4676 5．5227 6．4734706

10 517。68s4 434。707 6e。2i3 54点23i59

}⋯
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5基于逮传算法的T-S模糊模型氧乐果间歇过程

系统辨识

T-S摸凝模翌可以任懑糖度逼近定义在紧集上麴≤#线蛙蠹数，溅嚣引起了入

销的广泛关注。T-s模糊禳澄可看成近似分段线性禳黧。该模螫糯滔于将输入空间

分为若干个模糊子空间，酋先在每个模糊子空间建立一个局部线性模型，然后使

用隶属度函数平滑地将各个局部模型凌接起来，从而形成非线性黼数的全局模糊

模型。

5．1广义T-S模糊模戮

T-S模凝穰鳖是一耱本豢嚣线洼禳黧，宣予表达簸杂系统的臻森特性。该摸耧

模型的辨识算法通常包括前提结构的辨识、前提参数的辨识、结论结构的辨识和

结论参数的辨识。在第三章已经提到了T-S模糊模型的特点，虽然T-S系统模型算

法简单，易于工程纯，但该模型中具鸯以下一些需要滚一步研究的翊题：

①屠锋参数P。(f=1,2，．，．，M；i={，2，¨，，吣的确定啦及是否是最伉；

②隶属度函数I．t。(■)(，=l，2，¨．，M；i=1⋯2．，")的确定以及是磷具有自适应功

魏；

④T-S模型中模糊飙剿数M的最俊确定，它关系到模型的复杂程度。

这些参数及隶属函数的确定将直接影响T-S模趔是否具有较好的自适应蚀去

壤佳匹配给寇的实际模型，是否具有任意精度的有效遥近性积较低龅模型复杂艘。

戮我，弓|入了一类广义Takagi—Sugeno袋凝逻辑系统(良下篱称广义T-S系统)。

在模糊系统的工程应用中，模糊袋台的隶属函数通常取三角粼、梯型、高斯

泌或其它指数型，这些隶属函数的特点是一旦给定为某种类型就不能改变其大激

形状，若存农一静参数亿隶属丞数，通过改变参数馒憩窘适应邀邂逅强上所挺剿

瓣各静隶璃溺羧，这对予耩糊系统籍暴脊重要意义。下面将弓l入滤样的隶属函数

和相应的模糊系统。

定义l“”：函数．uF(x)称为一类广义高斯隶属函数，若∥，(x)熙有如下表达形

式；



∥e(x)=exp{一1爿b肛研加 仔。

若取群=l，多=§，莠选撂合适瓣芦蓬，广’义麓鬻隶矮震丞数羧晦≤功=exp(一国7)

就可分别近似于三角形、梯形、商斯型等隶属艘函数；若进一步改变参数掰，∥的

值，还可以对隶属度函数进行平移、压缩或扩展，更能逼近三角形、梯形、高斯

型等其德隶属凄函数，阂恧广义惠凝隶震度丞数爨鸯叠遥应撩。

定义2““：若T-S系统中隶满度函数芦，(t)均采用广义高斯隶属度函数族形

式，即

州一f一科k。驰棚 p：，

(f=l，2，⋯，M；i=1，2，⋯，弗)

这撵静模颧逻辑系统稼为广又T-S攥耧逻辑系缆。由(3—12)式帮(5—2)式可嚣高具有

H输入单输出，模糊规则数为M的广义T-S系统的输出为，

∑y‘曩如；《t)

Y=等厂笋一∑兀心，(薯)
(5-3)

广义T-S系统缝逡雩亍实嚣建模豹充分必要条俘楚：该系统髓潋任意精嶷遥近实

际模型，也即是该系统能否具有全局逼近性。根据Stone-Weirstrass定理f捌，可对

广义T-S模糊系统的全局逼近性理论给出分析证明。限于篇幅，仅给出如下定理，

证明请参卷文献fll】。

定理1：广义T-S模糊逻辑系统疑存垒局遥邋性。

由定理1可以知邋，利用广义T-S模糊模型可以实现氧乐聚合成间歇生产过程

温度对象的模型辨识。

5．2遗传算法

引入广义T-S模糊模型，目的就是为了使隶属度函数具有蠢适应性。具有自适

应夔静参数，也麓够减，j、在确定摸鬻隶藩疫丞鼗对大为主鬟熬嚣素静影嫡。遗费

算法是一种全局寻优的进化算法，如果把广义T-S模糊模型的参数进行简单有效的
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缡羁，那么蠢爰遗传箨法羲可以寻我至l一缝全弱最位或者全蔗次挠毂参数，麸露

可以找判一个最优或者次优的被控对象模型。

GA是一个迭代过程，首先随机形成初始种群，种群规模阎定为|v，接着进行

迭代，每次迭代中都僳鹫一组候选解，形成一个瓤静群，按照鳃的优劣进行排序，

著按爨蘩耪据标鼓中逸鑫一些瓣，秘奔l遗黄篓子逡行搡毒筝，产生瑟一，{弋豹袋逸疑，

重复此过程，直到满足某种收敛指标，求出最优解或者次优解为止。

简单遗传算法(SOA)包括三个基本算子，即选择、交叉和变异。GA的工作

对象是缡码字符串，因此在进行遗传搡作之翦嶷浚确定合适熬编码方式，以及合

适的适应寝函数。

5．2．1编码方式

在遗传算法的运行过程中，它不对所求解问题的实际决策变量直接进行操作，

而是对袭示可行解的个体编码施加选择、交叉、变异等遗传运算，通过这种遗传

操作来达到优化的目的，这是遗传辩法的特点之一。遗传算法通过这种对个体编

羁戆搽俘，不甄攘索爨适应度较薄豹个体，并在群体孛逐澎蹭热其数量，羧终寻

求出问艨的最优解或避似最优解。在遗传算法中如何描述问题的可行解，即把一

个问题的可行解从其解空间转换到遗传算法所能处理的搜索空间的转换方法就称

为编码。

编鹳是应用遗传辣法对要解决的首要闻邋，也是设计遗传算法时酌一个关键

步骤。编码方法除了决定了个体的染色体排列形式之外，它还决定了个体从搜索

空间的然因型变换到解空间的表现测时的解码方法，编码方法也影响到交叉算子、

变舅算予莓邃传雾子ll奄运算方渡。囊踅可冕，缡疆方法在绞大程痉主决定了如旃

进行群体的遗传进化运算以及遗传进化运算的效率。一个好{!|勺编码方法有可能会

使得交叉运算、变异遮算等遗传操作可以简单地实现和执行。而一个差的编码方

法，却稳可能会使得交叉运算、变髯运算等遗传操作难以实现，也有可能会产生

攫多在可行解集合肉秃对应可行熬的个俸，这黧令钵经解强麓理后所表示熬解稼

为无效解。虽然有时产生一些无效解并不完全部是有害的，但大部分情况下它却

是影响j缴传算法运行效率的主要因漂之一。

由于遗簧算法应蠲款广泛蠼，逡今秀止入{fl露经疆出了诲多耱不蘑懿缡磋方

法。总的来说，这些编码方法可以分为三大类：二迸制编码方法、浮点数编码方

法、符号编码方法。下面从具体实现的角度出发介绍其中的几种主要编码方法。

①二进制编码

二遴篱l壤疆方法怒遗传算法中最常爱兹一耱缡璃方法，它使溪豹缀璐符号集

是由二避制符号0和1所组成的二德符号集{O，1)，它所构成的个体基因型是一个
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：二进制编码符号串。

_进制编码符号串的长度与问题所要求的求解精度有关。假设某一参数的取

值范围是[u。。，U。]，我们用长度为，的二进制编码符号串来表示该参数，则它总

共能够产生27种不同的编码，若参数编码时的对应关系如下：
000000

000000

000000

000001

0 斗

1 斗

U—

Um。-t-6

111111⋯111111=22-1--)砜。
，r 一，，

则二进制编码的编码精度为，5=二号广等一。
2。一I

假设某一个体的编码是：X：6f岛一，6f_2．．62包，则对应的解码公式为：
／， 、r r r 7

x=‰。+I∑bt·2’1|．％暑等
＼i=l ／ 山 1

二进制编码方法有下面一些优点：编码、解码操作简单易行；交叉、变异等

遗传操作便于实现：符合最小字符集编码原则；便于利用模式定理“”“1对算法进行

理论分析。

②浮点数编码(实数编码)

对于一些多维、高精度要求的连续函数优化问题，使用二进制编码来表示个

体时将会有一些不利之处。

首先是二进制编码存在着连续函数离散化时的映射误差。个体编码串的长度

较短时，可能达不到精度要求；而个体编码串的长度较长时，虽然能提高编码精

度，但却会使遗传算法的搜索空间急剧扩大。其次是二进制编码不便于反映所求

问题的特定知识，这样也就不便于开发针对问题专门知识的遗传运算算子，人们

在一些经典优化算法的研究中所总结出的一些宝贵经验也就无法在这里加以利

用，也不便于处理非平凡约束条件。

为改进二进制编码方法的这些缺点，提出了个体的浮点数编码方法。所谓浮

点数编码方法．是指个体的每个基因值用某一范围内的一个浮点数来表示，个体

的编码长度等于其决策变量的个数。因为这种编码方法使用的是决策变量的真实

值，所以浮点数编码方法也叫做真值编码方法，或实数编码方法。

在浮点数编码方法中，必须保证基因值在给定的区间限制范围内，遗传算法

中所使用的交叉、变异等遗传算子也必须保证其运算结果所产生的新个体的基因

值也在这个区间限制范围内。再者，当用多个字节来表示一个基因值时，交叉运

算必须在两个基因的分界字节处进行，而不能在某个基因的中间字节分隔处进行。

浮点数编码方法有下面几个优点：适合于在遗传算法中表示范围较大的数；

适合于精度要求较高的遗传算法；便于较大空间的遗传搜索；改善了遗传算法的
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计算复杂性，提高了运算效率；便于遗传算法与经典优化方珐的混合便用；1罡于

设计针对问题的专门知识的知识型遗传算子；便于处理复杂的决策变量约束条件。

其他还有一些编码方法，如格雷码法，符号编码法等等，具体的可以参阅文

献[13一15]，[23-24]。

5，2，2适应度函数

遗传算法的目标函数不受连续可微的约束且定义域可以为任意集合。对目标

函数的唯一要求是，针对输入可计算出能加以比较的非负结果。GA利用种群中每

个个体的适应度函数值，进行最优搜索，因此适应度函数的选取至关重要。一‘般

而占，适应度函数是由目标函数变换而来的。

常见的适应度函数基本上有以下三种：

①直接以待求的目标函数转化为适应度函数，即

若目标函数为最大化问题Fit(f(x))=f(x)

若目标函数为最小化问题 Fit(f(x))=-f(x)

这种适应度函数简单直观，但存在两个问题，其一是可能不能满足常用的轮

盘赌选择中概率非负的要求；其二是某些待求解的函数在函数值分布上相差很大，

由此得到的平均适应度可能不利于体现种群的平均性能，影响算法的性能。

②若目标函数为最小问题，则

州删=忙_厂@卜嚣‰，式中c一为厂(神最大值肌
若目标函数为最大问题，则

删m胪∥飞”船‰，式忆袱斓卧值估计。
这种方法是对第一种方法的改进，可以称为“界限构造法”，但有时存在界限

值预先估计困难，不可能精确的问题。

④若目标函数为最小问题，则

Fit(f(x))=■——』二7__ c≥O，c+，(x)≥0
l十C十J ix)

若目标函数为最大问题，则

Fit(f(x))=■———÷ c≥0，c—f(x)≥0
卜}c—JUl

这种方法与第二种方法类似，C为目标函数界限的保守估计值。

适应度函数是个体能否进入下一代的唯一标准，直接决定群体的进化行为，

地位非常重要，并且为了能够将适应度函数与群体中个体优劣度相联系，在遗传
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舞法中慈瘦镳艘定为≈}受，并且在任俺媾凝下聱是越犬越好。逶应度函数戆掭定

楚据在懑德冀法不溺熬运行泠段，对个{零逶应壤邋行逶当载扩大或鳐枣。’蠡袁双

遂意义，一怒便染色休之间的适威廉僮保持台壤静羲距，二怒黼止莱些越缀染色

体太快地主鼹遗传过獠，以满足早期限制竞争、晚期敲励竞争的简要。

黉鬻豹遴懑溲丞数蠢您方法有：

国菠镶椽定法

假设原邋应度函数为厂，标定掰的滔应度函数为，‘’，则线性稀定可用下式袭

示：f’=d×f+芦。式中的系数确定的方法很多，憾要满足薅个浆件，一是藤邋

瘦爱黪平均馕癸等子舔定嚣魏逶盛霾平蝣值，叛僚谖适应凌为平均篷弱令蒋在F

一代的麓整笈制数为I，都磊=蠡；二是标定届的适应度最大德应等于聪适应度

平均蓬熬摇宠偿鼗，叛黢割逶应爱簸大的个落在下一代串爨笺裁数，静，露二=‰最，

指定倍数c。一般取1．0～2．0。穰掭上述条件可戳诗箨国线谯标定的系数：

群：坠!：!!盘，疗：!幺：堡盆!盘
{。一3％

j

{。一{。

线蕊耘宠法变换了逶应发之瓣熬麓蘸，镣持了耱群痰熬雾撵·陵，荠虽谤冀楚

使，易于实璃。如果种群内某些个体适皮度远遮低予平均值时，谢可能出现标定

后适应艨傻为受的情况，先此，考感到保证最小适应艘值菲受靛絷俸，进行如下

的交换， 甜：与．廖：：盘盘
{m。～{糯j

l

j。一．{。

②器函数棘定法

揍蹙公式为：f7=f2。箨豢数k与掰求鼹滠挠纯麓蘧煮关，势显在冀法兹菰

行过程需骚不断对萁避行修正才能扩大袋缩小剿滞要的范围。

④措数函数标定法

霆数蹑数拣定愚一辩掰予芷淀逡耩虢繇定方法，公式懿下：f’。#“盯。这释檬

定方法懿蕊零憨恕寒潦予羧叛退火建稷，箕孛麓系数搿决定了复澍豹强露l穗，焚

值越小，复制的强制就越趟向于那燃具有最大遗虑魔的个体。

以上是～些常用的橱怒方法，浆外蒸它撂定方法蠢对数糠定，瀣臼技术，正

髓诧，季饕序，凌态线缝稼宠等，可参鞠文N[231。

5．2．3选择辣子

鼓嚣掺孛遮舞蘧熬熬个搭，澎汰窭溪令罄熬撩嚣#《逡器，选择冀子叉穗露爱
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镂冀子。速撵瓣蟊数楚把傀豫的个体(淡惩)蠢竣遗传到}一代躐遥过§0对焚哭

产警囊鹩个舔褥邃簧弱下一代。选铎搽槔建立在x-l拿髂浚适寝寝遨嚣谭赞熬熬旗

之上。逡簿搡作的主溪赫瓣逶隽了溅灸蓥困缺失、强高全局浚散髓秘诤弊效率。

最常用的选择算予魁糖本遗传豁法中的比例选择算子。憾对于各种不删的问

嚣，逡锶选耩繁予著不是港台遭翡+穗逡择冀予，蕊践叉爨臻了黎链‘垫选择纂

子。

①娥瘦餍比例方法

适应发魄例方法瞧Hq撇轮盘赌戏鏊姆譬罗选择。程该方法中，各个个体被选

中豹糕率每獒淹瘟凌大枣藏正篷。癞予楚莲惑熬佟熬羰嚣，这耪逡择方法菠逸撵

漾差嚣：较大，蠢辩葚慧连溪瘟疫较爨魏个体篷邃铎不上。

设群体的大小为膨，个体i的遗廉度为Z，则个体魂￡选中的概率仇为

p。=基{∑氩

国上式可惩，邋应度懑商静个体被蕊中的概率蠛越大；反之，透成度越低豁个体

被选中的概秘瞧越小。

⑦戆漤选簿方滚

繇溪蓑}黪遮箨方法是撩在诗冀每令令舔熬遗瘟痰器，羧黎逶巍璇夫枣簸j爹怒

群体中个体摊序，然嚣把蕊先设计好的概率表按序分黼给个体，作为各自的选择

搬率。在纂予摊序的邋虚艘分配中，种群按目标德游行排序。遥臌度仅仅墩决予

个髂在耱群中懿枣短，巍率筵实繇翁嚣橱氆。撩滓方法芟爨了毙锱遥疲囊诗舞熬

尺度阗熬，巍逡择匿力“”删静2”太毒耱黪凝下，疆及逡铎导致攘索带遨速窝窿露产

生的过晕收敛。因此，鼹生范围被简限。排序方法碍I入种群均匀尺度，携供了撩

镧选择簸力瓣篱单有效鹣方法。

撵穿方法院爨裁方法袭疆出受转黪黩诲穗，瘸站，誉失为～魏好女≮选器方法。

设定Ⅳ麓羊申群大小，Pos为个体在稀群中静序佼，印为逡择聪力，个体瓣避
碰度可以计黧如下：

缝瞧撩痨：Fit(Pos)：2一黼+—2(S—P_-1yXPro—s-1)，SP￡i1，麓

非线性排序：Fit(Pos)；≤；!一
∑石“

焚中舅怒’F弼多蓐{式方程瓣羧：

(SP一1)．。r“11十SP·x”一2+⋯+SPoX+SP=O,SP岜[LN一2l

浚撵强菠：SelInt。：!塑≥，多释饶掇失：LossDiv黼：(sp—i)，4
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选择方麓：SetVarR．ok(SP)=l一((躞一i)2，万)={一SeltntRo,,aSP2
除了以上几种选择算子之外，其他的’些选择算予可以参阅文献

[13-15]，[23—24]。

5，2。4交叉冀子／耋缀簿子

遗传算法中的交叉运算，是攒对两个相互配对的染色体按某种方式相互交换

其部分旗因，从而形成两个新的个体。交叉运算是遗传算法区别于其他进化算法

鲍重要姆征，它在遗传算法中起餐关毽作露，怒产生瑟拿髂数主要方法。在对实

数编码瀚个体进行交叉豹对候，交叉算子又称作曩组算子。

最常用的交叉弹子是单点交叉算子。但单点交叉操作有一定的适用范围，故

又出现了其他一些交叉算子。下谳介绍几种适用于二进制编娼个体或浮点数编码

个体躲交叉雾子。

①单点交叉

单点交叉(又称为简单交叉)，它是指在个体编码串中只随机设置一个交叉点，

然后在该点相互交换鼹个配对个体灼部分染色体。

A：1001 111l-÷A’：lOOti000

B：0011；000—}丑f：0011：111

交叉点

②多点交叉

多赢交叉又称箨广义交叉，程个体编码串中麓视设计多个交叉点，然后进行

基因交换，其交叉点数和位置有多种选择方法。多点交叉有W能破坏一些好的模

式。=点交叉就是多点交叉的一个特殊情况。

A：IO型ll--}A’：t00101 1
室置赢l，2

口：00必00斗∥：0011000
变置赢l，2

④均匀交叉

均匀交叉是指遴j霪莰定屡薮字寒决定豢令髂戆萋嚣继承强个}强令镩中饔i令令

体的对应基因。均匀交叉的操作过稷表示如下：当屏蔽字中的彼为。时，新个体爿’

继承旧个体A中对应的基因，当屏蔽字位为l时，新个体A’继承旧个体嚣中对应

的基匿，患此生成一个完整的薪个体∥，同样露建成薪个体拶。均匀交叉-瞧是包

括在多点交叉范围肉瓣。

A：xxxJxXXXzz——；i差i蔷扣A7；xyxyxyxyxy
B：yyyyyyyyyy—童慕蒜一B’：yxyxyxyxyx

④中滴重组
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中间重组只能适用于实变量而非二进制变量。子个体的产生拨r，0公式：

子个体=Sa个体1+口×(父个体2一父个体1)

这里口是一个比例因子，可由[-d，1+J]上均匀分布随机数产生。对于中间重组

d：0；一般选择d：0．25。子代的每个变量的值按卜面的表达式计算，对每个变

量要选择一个新的d值。考虑含有三个变量的两个个体：

父个体1 12 25 5

父个体2 123 4 34

口的样本为：

样本l 0．5 1．1 —0．1

样本2 0．1 O．8 0．5

计算出的新个体为：

子个体1 67．5 1．9 2．1

子个体2 23．1 8．2 19．5

⑤线性重组

线性重组也只能适用于实变量而非二进制变量。其子代计算公式与中间重组

类似，所不同的是口是一个固定值。还以④中的父个体为例，口值的样本为：

样本1 0．5

样本2 0．1

计算出的新个体为：

子个体l 67．5 14．5 19．5

子个体2 23．1 22．9 7．9

其他形式的交叉算予／重组算子可以参阅文献[13—15]，[23—24]。

5 2．5变异算子

变异操作模拟自然界生物体进化中染色体上某位基因发生突变的现象，从而

改变染色体的结构和物理性状。遗传算法中的所谓变异运算，是指将个体染色体

编码串中的某些基因座上的基因值用该基因座的其他等位基因来替换，从而形成

一个新的个体。

从遗传运算过程中产生新个体的能力方面来说，交叉运算是产生新个体的主

要方法，它决定了遗传算法的全局搜索能力；而变异运算只是产生新个体的辅助

方法，但它也是必不可少的一个运算步骤，因为它决定了遗传算法的局部搜索能

力。交叉算子与变异算子的相互配合，共同完成对搜索空间的全局搜索和局部搜

索，从而使得遗传算法能够以良好的搜索性能完成最优化问题的寻优过程。变异

算子不仅可以改善遗传算法的局部搜索能力，而且也能够维持群体的多样性，防
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常阁的变异算予有：

①撼本变异算子

基本变异算子是搬对群体中的个体码串随机挑选一个或多个基因座并对这些

基嚣痤的基嚣篷戳交器壤率乏傲变动。{0，l}二遴裁编羁事中瓣基本变雾掇佟蔻，

A：10．1{011一A7：1；10．01l

⑦逆转算子

逆转簿子是变异冀予的一种特殊形式。它的基本操作内容是，在个体码串中

|夔秘雾＆逸两个遂转点，然螽褥两个逆转点之阉熬基嚣蓬戮逆麓穰率霉遵嗣簿序。

{o，1)=进制编码串中的逆转变异操作为，

A：10 11010 00斗A’：10 010“OO

。蘑一
逆转搡俸的真正强的并不在变异黼在实蕊一季孛黧新螽}序操俸，这种重新摊序是对

个体中撼因排列所进行重新组合，但并不影响该个体的特征。在自然界中的基因

重组就霄这种重新排列的机制。对GA而言，采用这种重新排列的目的是为了提高

稷本块熬繁建率。

④黯适应变异簿予

该辫子与基本变界算子的操作内容类似，唯一不同的是变异概率只不是固定

不变两怒随群体中个体雏多样性糕度丽自适应调整躯。一般怒根据交叉掰褥到的

两个掰个体涎海瑟鞭离遗行交往，海磅距离越小，艺越大，菠之艺越枣。爨俸翁，

只。f、k，3(一f,．,“⋯-Jr)‘，
Ik4，

厂≥如岛，如删)
{t{。

在文献[15]，[23-24]中还提到其他一些变异算子和具体的表达方式。

5。3氧乐巢金或；鐾疆辨谖实铡

在3．3．2节中提到T-S模糊模型是利用多个线性表达式来逼近一个非线性的对

象；在5+l节中也分梗了T-S模糊模型靛一些不足之处，并艇也给出了利弼广义

T-S筷獭嫒型懿鬃决方法。本节藏稍溺广义T-S模糊模型，结合遗传算法聚实现氧

乐果合成间歇生产过程中的反应釜温度模型进行辨识。辨识的数据仍采用4．3节

中的数据，输入矩阵中的四个变量和输出温度均分成{小，中，大}三个等级，这

襻拜=4，掰=gl。枣予冷却蛰瘩温发基本上是没鸯变化装，为了编璃方便，憋冷却

盐永温发作为一个常掇忽略，因此"=3，M=27。
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从式(5-3)中可以看到要确定的参数有口，∥，，，和c共有(4”+1)M个变量有待

麓定，因此在编鹦时藏要采麓合理麴方法。

1．个体编码：由于栉，M较大，所以独立变量个数菲常大，采弼常蕊二避制编

码方式，则一个完整的染色体编码就会过长，将导致遗传算法搜索过程时阳J较长，

所以本文综合文献[26]中提到的编码方式，将参数进行实数编码，如式(5—4)所示。

其中第一露分为麓蘩l懿缡璐，谈次类援。

2．初始种群：群体规模是一个重要的参数，直接影响遗传优化的最终结果以

及遗传箕法戆执行效率8“。褒魏饕钵援横取为30，慕攥疆骂递强黪法夔辊产生轫

始群个体。

3．适应度函数：适应度函数取误差平方和的倒数，即(4-8)式的倒数

mr(i)=—=≥ <5—5)
DV，

4．选择：采用在5．2节中提到的排序选择方法，方式为非线性排序。

5．交叉：采用中间重组的方法，即从当前代中随机选取两个广义T-S模型个体

终为父我，从涎个父代上隧规选取两个蝴嗣位置耱互交换，这样就形成了瑟的一

代。

6．变异：对于实数编码札，在满足变异概率仇的前提下，变舜按照下面的方
式进行：

露2≮±熊×range邵delta，delta=蕃磷一2％=佼黧ps)
就中吒表示的为彰，∥，∥，d，五是杖相戍的变异，range为叫，∥，y凡cJf变化范围
的一半。

?。结束条俘；当速代次数超过给宠代数或者最後个髂误差低予给定蓬拜雩，络
柬算法。

整个遗传算法的过程如图5．1所示。

在初始亿输段，给定了疑有参数静变纯范围，葵中霹，岔，彰黪变{七范基为
f0,5，3】，g的褒纯范围为C-1．0，1．司；交辩概率轰0．01。循环代数设定为2000代。

另外考虑到当新～代群体产生后，如果说不是所有的新个体在每一代中都使用，

躐者说如果个体数多于父代个体数(两代间群体规模之差称作。‘代沟”)，那么必

缫袋矮滚复冀予来礁定在下一代孛耀个令{零哥激存在。掰戮在程序中使臻了·获复

伊

《彰∥落掣

～

～

～掣掣∥∥～

～

～～《爵群《一

i|

～～辞薪群疗四《砖咸疋～～～～q前所磊岛
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算子来避免这种情况的出现。

圈5．1遗传冀法的过程

Fig．5．{Procedure ofGA

图5．2给出的是遗传算法的进化曲线和数据拟合曲线。拟合所采用的数据是参

数寻优进化中所使用的数据，所以误差比较小。表5。l与表5'2是循环结束后，最

爱～代群藩孛瓣最建令钵掰代表兹模凝逻辑系统模型黪参数。为了疆涯模型懿泛

化能力，采用另外一组数搦来验证，这缀数据仍采用第四章中所使用的验证数榭。

模糊输出采用式(5-3)来计算。

图5．2遗传算法进化麴线与拟台熬线

Fig．5．2 Curve ofGA evolution and matching

-57—
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表5 1 of，∥，y参数表

Tab．5．1 Parameter：a，D，y

口： p； ∥ 《 麒 庀 口i 麒 以
0．8069 0 5003 1．6392 1．4158 1．1377 1．2934 1．9036 0．8985 2．4811

2．1595 1．3677 1．3944 2．9274 0 5625 1．6358 0．5859 2．9965 2 9996

2．255 1．6169 0．5249 0．7371 2．6069 1．3686 2．5229 2．9989 1．5199

1．7589 l 4964 2．6059 0．5015 2．9803 1．8943 l 239 2．0682 1_3127

2．4974 】．3099 2 159 0．5126 2 9255 2．9503 2．8646 0．9783 2．6998

1．5583 0．945 2．9865 1．3167 0．6908 2．9841 1．6995 l 401 1 8237

1．6598 1 7901 2．2977 2 9959 l 5669 1．2689 2．5303 1．9545 0．5851

2．855 1．4217 1．9824 2．0278 1．6528 0．5654 1．1673 1 7693 l 2902

2．3291 0．9096 2．2347 2．9425 1 4972 2．3308 2．9919 O．8352 21478

1．8925 1．7608 1．6672 1 3472 1 4436 1．7016 1．747 0．6341 1．0151

0．962 1，5596 0．6892 0．564 0．5002 3 2．7999 1 0757 21768

2．4837 0．6508 1．6031 1．6003 1．7491 1 752l 2．4941 0．5748 1．8293

1．9916 1．7663 1．9305 21796 0．7916 2．1289 2 7309 1．8789 2．2674

1．7259 1．7191 2．1506 2．2136 1．9128 2．0262 2．0474 2．2917 1．764

2．4768 1．2601 2．9803 2．6888 O．6178 1．0823 2．0013 1．5308 2．3535

1．6702 2．8541 1．2576 2．8664 2．0278 2．6146 2．0473 1．8561 2．2587

1．6535 1．3931 0．5024 2．9178 0-8364 2．2344 2．4544 0．7518 2．2313

1 7932 1 1784 0．5067 1．6373 3 1．7884 2．8275 1．4697 2．4283

2．7236 1．48 2．8843 1．263 2．092 1．606l 2．2956 1．3044 1．7895

2．1857 0．6233 1．7254 1．973 1．6866 2．9927 1．6544 1．0269 1．8913

2．6295 0．9662 1．8852 0．9499 0．8909 1 865 2．1654 1．0819 2．6184

2．1047 1 9435 1．3933 2．5612 2．709 1．5189 2．3257 0．9934 1 4922

1．2475 0．7797 2，6827 2．922 0．929 2．0414 2．2217 1．8544 2．0982

2．5736 1．7537 2．9531 1．6068 0．698 1．6627 1．9413 0．9258 2．6604

2．4977 1．2507 3 2．004 2．1075 2．9687 0．8591 O．5156 2 9224

1．2938 1 8089 1．1309 1．9035 1．709l 2．9945 2．2294 0．9791 1．4587

2．4412 0．805 1．6398 2．0213 0．9081 2 3745 1．6903 0．8417 2．8608
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表5 2 C参数表

Tab．5 2 Parameter：C

q q q q
1 ．0．9639 ．01834 0．0258 0．0901

2 ．O．2711 0．9704 ．0．5591 0 3075

3 0．9846 ．O．5616 0．5319 0 7528

4 0．8655 0．3622 0 7848 0 3056

5 ．0 9878 0．4031 0．2736 O．0172

6 ．0．5289 0．8202 0．3529 0．2035

7 0．2431 ．0．7167 0．8534 0，2873

8 0．3846 ．0．2804 ．0．2216 0．3683

9 ．0．6408 0．1009 0．9991 ．0．2403

10 -0．4631 -0．5046 0．9988 ．O．5896

11 ．0．6671 -0．3436 0．5937 ．0．9633

12 -0．3608 0．0765 ．0．207 —0．5369

13 1 ．0．9136 ．0．3668 0．6222

14 ．O．7577 —0．0945 ．0．0221 0．0013

15 -0．0317 —0．0105 —0．0768 0．566

16 ．0．8837 0．4339 -0．9503 -0．8885

17 0．1862 0．3279 ．0．2847 ．O．0518

18 ．0．9976 0．3667 —0．8028 ．0，9953

19 -0．2279 0．1015 ．0．0655 O．3018

20 ．0．4442 0．9955 ．0．2117 —0．3652

21 0．0561 0．9982 0．9957 ．0．6335

22 0．7804 1 0，9965 ．0．6366

23 0．9994 ．0．3796 ．0．0909 ．0．4159

24 0．9989 0．7362 0．1272 0．3852

25 0．3632 0．9138 0．9574 0．0942

26 O．0119 0．8668 ．0，1371 ．0．8043

27 -0．3061 0．2759 0．575 ．0．3373

．59．
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图5 3验证曲线

Fig．5．3 Testing curve

表5．3模糊输出与实际输出误差表

Tab．5．3 Error between fuzzy output and actual output

1 2 3 4 5 6 7 8

误差 0．0837 O．1177 0．0672 0．0826 0．0939 0．0996 O．1007 O．106l

9 10 11 12 13 14 15 16

误差 0．1141 0．1312 0．1448 O．1486 0．1398 0．1140 O．0129 0，0079

17 18 19 20 2l 22 23 24

误差 O．OOl8 0．0150 0．0255 0．0236 0．0152 0．0007 0．0244 0．0637

25 26 27 28 29 30 31 32

误差 0．0319 0．0522 0．0544 0．0709 O．0144 0．0686 0．0497 0 0435

33 34 35 36 37 38 39 40

误差 0．0089 0．0404 0．0024 0．0156 0．0097 0．0086 O．0199 O 0187

4l 42 43 44 45 46 47 48

误差 0．0026 0．0621 0．0319 0 0257 0．0253 0．0261 0．0190 0．0071

49 50 51 52 53 54 55 56

误差 0．0270 0．0649 0．0386 0 0503 0．0668 0．0222 0．0311 0．0279

57 58

误差 0．0425 0．0169

图5_3是验证数据的曲线图。表53是验证误差表。从验证曲线图和误差表中

可以看到，误差比较大，尤其是在初始阶段，最大误差达到了14％，此外在反应
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中期即稳定运行阶段也有一姥误差较大的点，最大误差也达到了14％，但是并没

育出现会导致生产出废品熬滠疫，在。12 6C瓣透只有缀小静波动，不会对生产造成

缎大的影响。豳此该模糊模型的辨识效聚还是跣较满意的。

在曲线验证中之所以会出现误差较大的情况，主安有两方面的原因。其一，

从T-S模糊模型的角度来看，模糊等级划分的较少是～个因素。在训练T-S模糊模

黧参数时黯辕入数据凌送行了三令等级熬翅分，这是为了续羁方缓，但是赞黯不

同的输入变爨，根据实际情况应该采用不同的等级划分。比如说反应进行时问可

以分为三个等级(开始阶段，反应中期，髂束阶段)，丽一甲胺流量则分成五个阶段

较好{流量小，流量较小，流嚣适中，流擞大，流量较大}。使用了合理的等级划分，

靛会有合适鲍搂糊推理靛刚，这样藏会鸯精度较高豹输出。其二，放遗传算法麓

艘来考虑，首先是编码，本文所使用是将所有的参数编码排成一行，算法的实现

就是一种串行簿法，因此运行速度比较慢。本文是在2000步中就找到了合适值，

缀翅编码更长裁有可能技不到合适豹我，嚣忿也藏搜索不到最役参数，这样势必

就会造成模糊输出的精度不离。如果改用并行算法或卷其谴一些较好的编码方式，

效果就会比较好[261。其次熄变异算子，在本文中采用的是一般的变撵算子即变异

概率是不会变化的，如果在进化到了一定代数，出现了不进化的慵况，但是此时

并没毒我裂最钱弱代，那么帮便是设定了是够懿调臻饯数，菝l嚣我不到最往参数，

从而也影响了辨识结果。
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6结论与展望

氧乐果反应釜温度对蒙是一个比较典型的间歇过程对象，该对蒙动态过程比较

缓慢，具有很强的不确定性和时变性，用常规的建模方法建立起模型比较困难。

蟹铯系统理谂躲产生与笈疑必系统辨识豸薅了毅蜘方爨，基于智魏系统理论，霹

以对系统本痨的性质不用做太多的饭设，对系统内部梳理知识落不必了解的太多，

就能够建立起比较理想的模型。本文在研究了智能系统辨识方法的一些相关理沧

的基础上，对氧乐果合成阗歇反应釜温度对象的辨识做了一些研究，并取得了～一

定款残暴，主器包据吸下jk令方嚣：

1．建立了BP神经网络间歇过程模挺。本文针对SSE性能函数，采用L．M训

练算法，大大减少了训练时间，网络的泛化能力也较好，验证数据的误差比较小。

姆BP神经网络模型引入到控制系统中，通过手动控臻《手段，能够达到比较好的控

懿效果，鞍妊豹镑寞了实舔过程。

2．提出了分阶段建立模型的方法。氧乐果合成间歇反应釜温度对象，在不冈

的反应阶段对一甲胺流量的要求也不同，基于此本文提出了分阶段建立模型的方

法。根据工蕊要求，将整个过程豹涅度分藏三个除段，提应的输入羧出数据也分

成三个阶段，亩诧建立狳段模型。剩瘸骏证数据来稔验网络，网络泛亿髓力较之

单独的BP网络有很大的提高，尤其撼在反应初始阶段的效果明姓好于采用单独

BP神经网络时的情况，丽鼠将其引入到控制系统中，也能够很好的模拟现场情况，

髂瑷基了实瓢进程豹参数黪变性。

3．建立了回归神经嘲络间歇过程模型。实际的过程是一个动态过程，前”一1

时刻的温度对第"时刻的濑度是有影响的。BP神经网络是一种静态的辨识方法，

在加上TDL环节后就构成了回归神经网络，这样就可以将前面时刻的湿度引入到

棒经耀终中，疑露可是实溪凌态过程豹瓣谈。文孛在BP襻经翻终懿基稿主热～}：”T

～个TDL环节构成回归网络，即认为前一个时刻的漱度对当前温度影响最大。在

加上了TDL环节后，辨识精度明显的提高了，尤其嫩用验证数据验证时，拟合程

度显著赢于没有加上TDL环节豹静态BP网络，数据狻证误差较小，丽且即搜楚

穰蘑手囊燕铡瞧能够实现较荮魏控涮效鬃，这氇扶熨～个角度诞骥了回归神经阏

络模型更逼近于实际的间歇生产动态过程。

4．建立了基于遗传算法的T-S模糊间歇过程模烈。T-S模糊模型可以任意犄

发逼近定义在紧集上熬j≥线性交数，毽怒还存在一然缺点，强戴文中弓|入了广义
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’F-S模型的概念，并将广义T-S模型中的参数进行编码，利用遗传算法寻找出最优

鹣参数，橡成广义T-S模型懿闫致过程臻澎。麸验{正数攥瓣结果寒羲，效采还是比

较令人满意的。

此外，本文还将曲线拟合的技术引入到仿真控制信号与实际控制信号的转化当

中，绘制出的越线和褥到的经验方程在～定范围内能够加以应用。

氧乐粟合箴闻歇反应釜滋度对象是一个复杂懿过糕，萁模鍪魏瓣识并不是一次

熊够详尽的描述，本文仅仅是在某些方颐做了一些研究工作，还商很多方面的工

作值得去研究。

l，进一步磺究帮探索秘缝鄹络豹建模方法。本文仅磅究了BP李枣经网络以及

嬲上了TDL环节的回归网络在辨识中的应用，还有蕊稔～些网络络构没有进行磷

究，以此更进一步完善氧乐果合成间歇过程的模型，建立能体现较多特性的一个

统～模型。此外在BP网络的结构上是根据一些经验公式来确定，如果能够采用国

逡建交缝稳鹣鹚终寒进行辫谈，那么会溅，J、在确定澍终缝构瓣豹一黧圭蕊链。在

其他算法与神经网络的缩含上可以拓宽一些研究，如混沌神经网络，基于遗传辣

法的神经网络以及灰色理论等等。

2．进一步研究和探索遗传算法。本文仅仅是利用标准遗传算法泉对广义T-S

禳鳖匏参数送行了寻往，器量还是一释率行算法，嚼阗较长，荠量述存在着有可

能寻找不到最优参数的可能性。因此，今后可以从编码方式上，算法改进上做一

些研究工作。

3．寻求流量与阀门开皮转换熬更为理想斡方法。鬣然文中利髑熬线接会豹方

法傲出了曲线，并给密了经验方程，餐毕竟有一定的妫限性。

4．仿真试验与实际生产过程的有机结合。文中的所有试验均为仿真试验，在

实际生产过稷中并未得到骏证，因此这一部分的工作还有待完善。
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