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Abstract

Abstract

Abbreviated organization names are widely used in daily life, but when the
computer does not know the relation between an abbreviated name and a full name,
how to retrieve the corresponding organization name from an abbreviated name
becomes a problem that must be solved.

More research has been done on automatic recognition of organization names or
abbreviated organization names; however there has been almost none on the matching
between a full name and an abbreviated name. In this paper, study on approaches to
abbreviation based Chinese organization name retrieval is carried out, and
accordingly a retrieval system is implemented. Our work includes:

1. By studying the structure of organization name, the rules of organization name
structure is proposed and formally described,;

2. By studying the habits of organization name abbreviating, the relation
between habits and organization name structures is found, and then is formally
described so that all possible abbreviations can be generated from an organization
name conveniently;

3. Based on the research of the structure of organization name, a keyword-based
segmentation system is implemented to be integrated into the retrieve system;

4. Based on the research of fuzzy string matching and field matching, a novel
algorithm of matching a full name with an abbreviated name is proposed;

5. A multi-level indexing structure is designed and adopted for Chinese
organization name retrieval, and a multi-level indexing is implemented with extended
Boolean model to improve the retrieval time efficiency.

Based on the above, a retrieval system is implemented which could achieve an
accuracy of nearly 95% and a time efficiency of about 0.21 seconds per query when
the total number of organization names is 510,000. The experimental results show
that the foresaid system can meet the practical requirements.
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