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摘要 

从计算机诞生以来，让计算机或机器人像人类一样具有视觉能力，是科

研工作者一直不懈追求的目标。物体检测是人类视觉中的基本步骤和基本功

能，为人类了解周围的环境和景物提供了至关重要的前提。物体检测是计算

机视觉学科中极具挑战性的理论研究课题，而且在很多领域具有广阔的应用

前景，例如多媒体信息分析与搜索、场景分析与理解、视频编码、视频监

控、模式识别等。作为一个研究热点，物体检测越来越受到研究者们的重

视，研究深度和广度在不断地增强。 
本文围绕物体检测展开研究，研究目的是探索一种有效的物体特征表示

方法并且应用于物体检测，从而提供物体检测的新方法。针对上述研究目

标，本文在基于局部纹理分析的物体表示特征、有效特征的选择和基于局部

纹理特征的物体检测算法等方面进行了深入的研究和探讨。论文具体的研究

内容如下： 
1．本文基于物体的局部纹理分析，提出了改进的空间直方图特征，用

于物体检测任务中的特征表示。空间直方图特征是图像局部纹理的信息分

布，它同时反映了物体在不同尺度上的纹理和结构信息。改进的空间直方图

特征与目标物体类别相关联，具有对目标物体的判别能力，而且能够适用于

各种典型物体的表示。本文以刻画物体的纹理信息和结构信息为着眼点，建

立了空间直方图特征的提取方法，并且对空间直方图特征的物体判别能力进

行了研究。 
2．提出了基于空间直方图特征的层次化物体检测算法。本文采用空间

直方图特征作为物体表示，根据由粗到精的策略，综合利用两种物体检测技

术：直方图匹配方法和支持向量机分类器，构建了物体检测的一种通用算

法。该算法首先通过直方图匹配方法进行粗检测，达到排除图像中大量非目

标物体的目的；其次在精确检测过程中，采用支持向量机分类器提高检测精

度。该算法有效的解决了物体检测问题，具有快速、鲁棒的特点。该算法可

以处理不同类型的物体模式，包括刚体物体模式、可变形的柔性非刚体物

体、以及纹理模式物体。 
 3．提出了一种结合类别可分性和特征相关性的特征选择方法。传统的

特征选择技术在处理高维数据时，存在训练时间长或者选择所得到的特征子

集分类性能不高的局限。本文方法使用 Fisher 准则度量特征的类别可分



哈尔滨工业大学工学博士学位论文 

- II - 

性，采用互信息计算特征之间的相关性，按照顺序增加的方式产生候选特

征，以分类器错误率最小为目标，选择分类性能高而互相之间相关性弱的特

征，构成紧致而有效的特征子集。该方法不但可以选择出有效的分类特征，

而且在保证分类性能的条件下降低了特征维数，提高了分类效率。本文将所

提出的特征选择方法用于构造空间直方图特征子集，作为物体检测中支持向

量机分类器算法的输入特征。实验结果表明该方法可以自动获取与目标物体

类别相关联的分类特征。 
 4．提出了基于空间直方图特征和纠错码分类器的多姿态人脸检测算

法。首先，本文结合纠错码多类分类器算法，研究了如何将基于空间直方图

特征的物体检测算法扩展到多姿态人脸检测。其次，针对基于纠错码多类分

类算法中单分类器训练困难的问题，本文提出了一种在给定纠错码码本的前

提下如何训练有效纠错码多类分类器的方法。该方法以整体纠错码多类分类

器的错误率最小为目标，依次选择有效特征和训练单分类器，从而训练得到

整体分类性能更高的纠错码多类分类器。最后，本文对基于纠错码的多姿态

人脸检测方法进行了实验验证，实验结果表明该方法可以有效的解决多姿态

人脸检测问题，取得了良好的检测性能。 
 

关键词  物体检测；多姿态人脸检测；空间直方图特征；特征选择；纠错

码多类分类器 
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Abstract 

It was about the initial stage of the computer coming into the world that 
scientists and engineers began to pursue creating a machine that has the vision 
ability similar to human beings. Object detection is the fundamental function and 
process of human vision. It provides essential preconditions for human beings to 
understand scenes in the real world. As an active research area, object detection 
has been attracted more and more attention. In computer vision community, 
object detection has been a very challenging research topic. Moreover, the object 
detection technology is significant in many real applications.  

This dissertation aims to provide a generic object detection framework by 
exploring novel features for object pattern representation and applying them in 
automatic object detection. Some key issues and techniques of object detection 
are discussed and lucubrated, such as object feature extraction methods based on 
local texture analysis, efficient feature selection methods, object detection 
algorithms based on local texture features, and multi-view face detection 
algorithm. The detailed descriptions of the above techniques are as follows. 

1. An object representation method based on local texture analysis (i.e. a 
kind of improved spatial histogram features) is proposed in this dissertation. 
Motivated by the observation that objects have texture distribution and shape 
configuration, this dissertation proposes spatial histogram based features (termed 
as spatial histogram features) to represent objects. As spatial histograms consist 
of marginal distributions of an image over local patches, the information about 
texture and shape at different scales of the object can be encoded simultaneously. 
This dissertation presents the extraction method of spatial histogram features and 
gives quantitative analysis of the discriminative ability of spatial histogram 
features.  

2. A generic object detection approach based on spatial histogram features is 
presented. This approach uses spatial histogram features as object representation, 
employs histogram matching and support vector machine to construct an object 
detector based on a coarse-to-fine strategy. The object detector receives image 
samples of a fixed size as inputs and initially produces spatial histogram features 
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from the image samples. In the coarse detection stage, the cascade histogram 
matching method rejects most non-object instances. In the fine detection stage, a 
support vector machine is used to verify whether or not the remained samples are 
object instances. The proposed method is efficient and robust to object detection, 
and it can be extended to generic object detection for different object types 
including rigid objects, non-rigid objects and texture rich objects.  

3. A feature selection approach based on class separability and feature 
correlation is presented in this dissertation. Traditional feature selection methods 
have limitations, such as expensive training time of selection procedure and low 
classification accuracy of the selected features. The proposed method uses Fisher 
criterion to measure class separability of each feature and employs mutual 
information to calculate features correlation. Optimal feature subset is 
constructed by selecting uncorrelated and discriminative features through 
minimizing the classification error rate. The proposed approach is applied to the 
spatial histogram features based object detection tasks to learn spatial histogram 
features for support vector machine. The experiment results show that the 
proposed feature selection method is efficient to extract informative and class-
specific features for object detection. 

 4. A multi-view face detection method based on spatial histogram features 
and ECOC (error correcting output codes) multi-class classification is presented. 
First, we use the ECOC multi-class classification framework to extend the spatial 
histogram features based object detection approach to solve the multi-view face 
detection problem. Second, we present an approach for designing efficient binary 
classifiers by learning informative features through minimizing the error rate of 
the ensemble ECOC multi-class classifier. Finally, we conduct experiments to 
evaluate the effectiveness and robustness of the proposed multi-view face 
detection approach. 
 
Keywords   Object detection; multi-view face detection; spatial histogram 
features; feature selection; ECOC (error correcting output codes) based multi-
class classifier 
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第1章 绪论 

1.1 课题背景及研究意义 

俗话说：“百闻不如一见”，人类所感知的外界信息 80%以上来自于视

觉。人类似乎天生具有这样一种能力，就是可以从纷繁复杂的客观世界中，

迅速而准确地找到他(她)所感兴趣的物体，例如街道、人脸、行人、汽车、

文字、建筑物等，以及其它日常生活中所见的各种物体。在视觉感知领域，

这种能力被概括成为物体检测。物体检测是人类视觉中的基本步骤和基本功

能，为人类了解周围的环境和景物提供了至关重要的前提。 
让计算机或者机器人具有包括物体检测在内的视觉感知能力，是人类多

年以来的一个科学梦想。为了达到这个目标，有两种途径。第一种途径是仿

生学方法，科学家们从生理学、心理学、神经学等各方面对人类视觉系统进

行了观察和探索，并且对视觉的物理和化学性质以及人类视觉系统的组织已

经积累了相当多颇有价值的知识，但是视觉过程的机理至今还是一个谜。第

二种途径是工程方法，主要思路就是利用计算机来模拟人类的视觉功能。科

研工作者用各种计算理论和工程方法在该领域内进行了大量的研究，取得了

很大进展，并一直在不懈的努力。沿着这个方向进行研究和开发所取得的进

展(包括各种计算机视觉技术的原理、算法和系统等)，促进了物体检测领域

和计算机视觉学科的发展。 
本文的研究内容属于工程方法的研究范畴。围绕物体检测展开研究，本

论文的主要研究目的是探索一种有效的物体特征表示方法并且应用于物体检

测，从而提供物体检测的新方法。 
计算机视觉中，物体检测是一个充满挑战的研究热点。给定一幅输入图

像以及感兴趣的目标物体，物体检测的过程就是在图像中检测目标物体的存

在，并且定位出其位置。 
从认知角度看，物体检测属于语义层次上的分割问题。图 1-1 是物体检

测的示例。一幅图像中含有多种类别的物体，例如行人、汽车、文字等。物

体检测的任务是在图像中定位目标物体，如果图像中含有目标物体，则获取

物体的类别、位置、大小、姿态等信息。图像中物体的各种信息，可以为场

景分析和图像内容描述等任务提供有价值的线索。在物体检测的基础上，图
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像内容可以被组织成由图像中所含有的物体构成，通过分析各个物体之间的

关系，能够对图像内容产生基于物体的高层语义解释。 

 

图 1-1 物体检测的示例 

Figure 1-1 One example of object detection 

 
目前，物体检测技术受到来自学术界和工业界越来越多的关注，究其原

因，是这项技术在理论和应用层面上都获得了多方面的发展动力。 
在理论上讲，物体检测是一个极具挑战性的人工智能研究课题，尚未得

到彻底而理想的解决方案。物体检测技术用计算机模拟人类的视觉感知过

程，是对计算机计算能力和知识表示能力的检验。物体检测是一项跨领域的

研究工作，它涉及到图像处理、模式识别和机器学习等多个学科分支，其研

究成果影响着这些领域的发展。作为计算机视觉领域中的一个典型问题，物

体检测的研究成果对于进一步认识和探索人类视觉系统的工作原理，具有相

当大的参考价值。 
从应用角度看，物体检测技术具有很高的现实价值和潜在价值。将图像

内容解析成为基于物体的表示，在众多的的实际应用中有着广泛的用途，例

如多媒体信息分析与搜索、场景分析与理解、视频监控、模式识别等。 
在多媒体内容分析领域，物体检测技术可以增强对多媒体数据进行描述

和检索的功能。其基本途径是应用物体检测技术获得图像和视频中的语义层
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次上物体的信息，形成有效的内容描述，将这些描述和文本信息、音频信息

相结合，用来有效的组织、表达、存储、管理、查询和检索多媒体数据。 
在图像理解领域，物体检测技术为场景分析与理解的任务提供了前提条

件，即快速、有效的物体定位。根据物体的属性和物体之间的空间关系所构

成的场景描述可以应用到机器人的视觉系统中，使得机器人系统能够适应周

围的环境。 
在视频监控领域，物体检测技术可以发现被监控的对象，同时自动监控

对象的行为。利用物体检测技术，还可以在大规模存储的监控录像数据中建

立基于内容的视频检索机制，能够提供快速的检索和浏览功能。 
在特定任务的模式识别领域，物体检测技术为识别算法提供了输入，形

成了识别对象。例如，人脸检测模块是自动人脸识别系统中的不可或缺的重

要组成部分，是人脸识别系统中的最前端处理过程。 
此外，物体检测还是其它领域中的一项关键技术，例如视频会议、视频

编码、多媒体通信和三维游戏等。 
综上所述，物体检测技术的研究具有重要的理论意义，而且具有很高的

应用价值。 

1.2 物体检测领域的研究现状 

物体检测的困难主要是同类物体之间具有很大的灰度差异，其原因是物

体具有不同的姿态，而且成像光照和成像背景复杂多变。因此，物体检测的

关键就是如何有效的提取共性特征来描述物体类别的模式，然后利用这些特

征进行目标分类。 
本文将物体检测领域中的研究重点划分为两个方面。首先是物体特征表

示方法，所要解决的问题是如何在图像中提取特征，进而有效的表示物体。

其次是物体检测方法，所要解决的问题是如何利用特征表示来判断物体的存

在。按照这种划分，本文分别总结物体特征表示方法和物体检测方法的研究

现状。人脸检测作为一个典型问题，在物体检测领域有着重要的地位，因此

本文还单独介绍人脸检测方法的研究现状。 

1.2.1 物体特征表示 

人们提出了很多形式的特征来表示物体，并且广泛应用于物体检测及识

别领域中。归纳起来，大致有如下几种类型的特征：图像像素特征、边缘特
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征、频域特征、局部区域描述特征和直方图特征等。 
 

1.2.1.1 图像像素特征 
物体检测中常用的是空域图像上的基本特征，即像素值特征，包括灰度

值和彩色信息值。 
灰度值对应客观景物被观察到的亮度，只包含灰度信息的图像称为灰度

图像。利用灰度值作特征的最简单方法是把图像像素值按行展开构成一个高

维向量。采用这种方式，Rowley 等[1]和 Garcia 等 [2]进行了人脸检测，

Kim 等[3]进行了文字检测。更复杂的一种处理方法是把高维向量进行主成

分分析(PCA: Principle Component Analysis)，保留能量集中的部分，去除特

征之间的相关性，得到低维特征在最大程度上来描述原始特征。这种方法称

为像素 PCA 方法，首先在人脸识别领域由 Turk 等[4]提出，并且极大的推

动了物体检测与识别领域的发展。另一种降维方式是线性判别分析(LDA：

Linear Discriminative Analysis)。和主成分分析方法不同，这种方式企图在高

维的灰度值向量空间中刻画类别可区分性方向，从而获得低维特征向量来最

大程度上来区分物体类别。这种方法称为像素 LDA 方法，它是目前人脸识

别领域中的流行方法，取得了比 PCA 方法更好的识别性能[5]。 
客观世界中，彩色信息是物体的一个本质属性，因此采用彩色信息作为

物体的特征表示方法，在很多领域中得到广泛的应用。本文简单介绍这方面

与物体检测有关的工作。Swain 等[6]首先引入彩色直方图作为物体描述特

征，随后 Huang 等人[7]把空间相关性概念嵌入彩色直方图特征，提出了彩

色相关图特征(Color correlogram)。这两种方法在图像检索、物体跟踪[8]等
领域取得了明显的效果。在物体识别领域中，Schiele[9]等介绍了一个彩色

不变性模型，并用于描述物体的局部信息，通过高维直方图匹配的方法区分

物体。有很多人脸检测方法也使用了彩色信息特征，例如，Hsu 等[10]在
YCbCr 彩色空间刻画人脸模式的特征，在解决彩色图像中的正面人脸检测问

题的时候取得了较好效果。 
图像像素特征具有计算简单的特点，可以直接从原始数据中获取，但是

容易受光照、背景变化和噪声的影响。 
 

1.2.1.2 边缘特征 
物体的几何或物理性质的突变，例如深度、反射或表面方向的不连续性

等，总是以图像中灰度突变的形式出现，这些灰度突变构成了图像的边缘和
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边线。不同类别的物体所具有的边缘分布是不同的，因此很多研究者使用边

缘特征来描述物体。 
在图像中提取边缘特征的一般过程是首先通过卷积方法把原始灰度图像

转换成为边缘图像，然后利用边缘信息构成特征。边缘梯度是边缘信息的一

种度量。Felzenszwalb [11]在行人检测算法中使用 Canny 边缘图对行人的形

状进行建模，在输入灰度图像中提取边缘后，通过形状匹配方法检测行人。

边缘梯度是文字检测方法中常用的特征。Smith 等[12,13]在他们提出的算法

中，把文字块定义为包含大量剧烈边缘的图像区域。Cai 等[14,15]提出了在

YUV 彩色空间通过边缘检测方法定位文字区域的算法。边缘方向是边缘信

息的另一种度量。Bernhard 等[16]采用基于边缘方向作为特征，实现了一个

实时的人脸检测系统。 
 

1.2.1.3 频域特征 
频域分析是图像处理的一种有效工具。比空域特征和边缘特征更为复杂

的特征提取方法是把图像变换到频率域中，采用变换系数作为特征。在物体

检测领域，通过将图像变换到频域上，可以根据频率特性，或者提取物体的

特征点区域，或者获取整个物体的频域描述特征量。M.Zobel 等人在 JPEG
图像的离散余弦变换（DCT）系数中提取出额头、眼睛、鼻子、嘴唇、下巴

等特征区域，通过人脸结构模型检测人脸[17]。 
小波变换是频域分析中常用的办法，它可以同时在空域和频域两个尺度

上对图像进行分解，得到一系列变换系数[18]。Papageorgiou 等使用图像的

Harr 小波系数作为特征矢量，搜集了大量正反例样本，通过 SVM 机制实现

人脸检测[19]。Christophe Garcia 和 Georgios Tziritias 对人脸图像小波变换

系数做了统计分析，刻画人脸图像纹理的特征，然后通过基于概率分布的

Bhattacharrya 距离进行分类得到人脸和非人脸的判别规则[20]。Waring 等

[21]把 Gabor 直方图作为特征，通过 SVM 机制实现人脸检测。 
频域特征可以有效的表示物体，但是其计算量大。虽然 Harr 小波系数

的简化形式矩形特征[21]具有快速计算的特点，但是往往需要很长的训练时

间才能够选择出几千个用于物体检测的特征。 
 

1.2.1.4 局部区域描述特征 
局部区域描述特征的基本思想是首先从物体模式上找到对于各种变化

(包括尺度和旋转等方面的变化)相对稳定的局部区域，然后在这些局部区域
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上提取特征来描述物体。 
Lowe[22]提出了 SIFT (Scale invraiant feature transform)描述特征。一个

局部图像被均匀划分成 4×4 个子区域，边缘方向被量化成为 8 份。根据这

种划分形成一个 128 维的直方图。图像上的每个点都计算出相应的边缘方

向，累加到直方图对应的项上。局部二值模式(LBP: Local bianry pattern)是
一种可以刻画物体纹理的表示特征。Hadid 等[23]采用 LBP 对灰度图像进行

预处理，得到 LBP 图像，然后使用高维直方图提取出图像的纹理分布作为

分类特征。这种方法在纹理分类、图像分析等方面得到了应用。 
局部区域描述特征方法综合考虑了物体的纹理信息和结构信息，但是最

后得到的分类特征维数过高。 
 

1.2.1.5 直方图特征 
对于任意一个统计量，直方图提供了它的分布情况，也可以说给出了统

计量的整体描述。一般而言，图像直方图可以对任意特征进行统计，包括上

述的图像像素值特征、边缘算子特征、频域特征等类型的特征。除此之外，

还有扩展类型的直方图，例如多分辨率直方图(Multiresolution Histogram)和
空间直方图(Spatial Histogram)。 

多分辨率图像是指在原始图像上采用高斯滤波函数进行卷积而得到的图

像。在多分辨率图像上统计获得的直方图，称为多分辨率直方图。

Hadjidemetriou 等[24,25]运用多分辨率直方图进行纹理分类，取得了很好的

结果。空间直方图是在把图像划分成子区域的基础上获得的子图像的直方

图。利用空间直方图把图像纹理和空间结构结合起来构成的特征，对基于内

容的图像检索具有明显的效果[26,27]。 
直方图特征的优势在于可以综合描述物体在纹理、尺度和空间结构等方

面的信息，但是最后所得到的特征向量维数过高。 
 

1.2.1.6 物体特征的性能比较 
这里，本文总结上述特征描述方法，并在表 1-1 给出了一个简单的性能

比较。本文比较不涉及详细的技术细节，只是给出它们的优缺点。这几种方

法从不同的角度提取物体的特征。值得指出的是，上述几种方法之间并非完

全彼此独立，它们之间具有相关联的部分。针对不同应用的需求，可以选用

不同特征。 
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表 1-1 不同特征描述方法比较 

Table 1-1 Comparison of different methods for representation features 

特征类型 技术特点 优点 缺点 
图 像 像 素 值

特征 

包括灰度值和彩色

信息值 

可以直接从原始数据中

获取 

受光照、背景变化和

噪声的影响 

边缘特征 包括边缘梯度和边

缘方向 

刻画了物体区域的突

变，计算简单 

容易受噪声的影响 

频域特征 选取频域中的变换

系数作为特征 

可以有效的表示物体 计算量大 

局 部 区 域 描

述特征 

在相对稳定的局部

区域上提取特征 

综合考虑了物体的纹理

信息和结构信息 

特征维数过高 

直方图特征 获取图像特征的分

布情况 

描述物体在纹理、尺度

和空间结构的信息 

特征向量的维数过高

1.2.2 物体检测方法 

按照目标物体的类别数目，物体检测可以被划分为两种任务。第一种是

单类目标物体检测任务，即检测目标为单一类型物体。第二种是多类目标物

体检测任务，需要在图像中同时把多种类型的目标物体提取出来。 
物体检测问题可以用机器学习的方法解决。图像样本由一个特征集合表

示，采用机器学习的方法对样本进行分类，判断其是否属于目标类。一般来

说，物体检测方法可以划分为两大类：基于全局表观特征的方法和基于局部

特征的方法。 
 

1.2.2.1 基于全局表观特征的方法 
基于全局表观特征的方法将物体看作整体来提取特征，采用分类器算法

区分物体的类别。Roweley 等[1]和 Carcia 等[2]采用人工神经网络进行人脸

检测算法研究。基于小波系数特征，Osuna 等[28]和 Papageprgiou 等 [29]训
练支持向量机算法来检测人脸和汽车。Schneiderman 等[30]用弱贝叶斯规则

检测多姿态的人脸和汽车。最近，Boosting 算法广泛用于物体检测。Viola 
等[21,31,32]首先提出应用 Adaboost 算法检测人脸，Li 等[33]将这个方法推

广到多姿态人脸检测中去。Chen 等[34]在文字检测中使用了 Adaboost 算法

提高系统性能。其他研究者采用了另外的学习算法描述和检测物体，包括概
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率分布 [35,36], 主成分分析 [37]和混合线性子空间方法[38]等。 
 

1.2.2.2 基于局部特征的方法 
基于局部特征的方法将物体看作是很多部件的有机组合，根据部件之间

的关系来判断物体的类别。 
Mohan 等[39]构建了行人的部件模型，通过支持向量机检测部件和行

人，他们的方法把行人模型分解为头部、上肢、下肢和躯干等部件。

Naquest 等[40] 以图像分块的子区域作为特征，使用线性分类器判断物体类

别。Agarwal 等[41]使用特征点提取方法构建了侧面汽车的部件集合，把部

件之间的位置关系构成特征，采用神经网络来检测侧面汽车。Fergus 等[42]
和 Leibe 等[43,44]在使用特征点提取方法获得物体的组成部件后，用概率分

布表示部件之间的关系，并通过概率规则进行多种物体的识别，包括摩托

车、人脸、飞机和汽车等。 
 

1.2.2.3 多类目标物体检测 
上述方法大多用于单类目标物体检测任务，多类目标物体检测的研究近

年来越来越引起人们的关注。Schneiderman 等[30]把物体的三维姿态分解成

为互相不重叠的姿态的集合，针对每个姿态训练单独的检测器，通过对单检

测器结果进行融合的方式最终确定物体是否存在，以及属于哪种姿态。这个

方法应用于多姿态的人脸检测和汽车检测，取得了很好的效果。Lin 等[45]
提出一种多类分类器和 Adaboost 相结合的办法，直接用于多个类别物体的

检测。他们以不同姿态、不同光照、以及有部分遮挡的人脸检测为例，介绍

了算法的实现过程。Amit 等[46]提出了一种由粗到精的多类别形状检测的

算法，并且应用于汽车牌照中的文字检测问题。要区分的物体类别包含 26
个英文字母、10 个阿拉伯数字和 1 个特殊符号，总共有 37 个类别。Fei-fei 
Li 等[47,48,49] 使用贝叶斯框架，提出了一种可增量学习的物体建模和检

测方法。这个方法强调在每类物体只有不超过 10 个样本的情况下，如何不

断学习新增加的物体类别的几何模型。目前，此方法扩展到了 101 种物体的

检测。为了提高物体建模和物体检测器的效率，Torralba 等[50]提出了一种

特征共享算法，在不同物体类别之间选择共同的特征，用于不同类别的物体

检测器。 
将图像分割和物体检测与识别结合起来，是物体检测发展的新方向。

Tu 等 [51]提出了一个图像内容分解的框架进行场景理解，这个框架把图像
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分割和物体检测与识别通过马尔可夫链蒙特卡洛 (MCMC:Markove Chain 
Monte Carlo)算法统一处理，最终得到图像中的不同物体和背景部分。 

1.2.3 物体检测中的典型案例：人脸检测 

许多国家展开了人脸检测的研究，主要是美国、欧洲国家、日本、新加

坡、韩国等，著名的研究机构有美国 MIT 的 Media lab 和 AI lab、CMU 的

Robotics Institute 和 Human-Computer Interface Institute 、 Microsoft 
Research、英国的 Department of Engineering in University of Cambridge 等。

文献[52]对人脸检测研究工作进行了总结。 
 

1.2.3.1 基于器官特征的方法 
这种方法首先提取人脸器官图像特征，然后根据人脸中各器官的几何关

系来确认人脸的存在。文献[53]利用了大量的特征，包括几何信息、空间结

构、灰度等各种度量，对人脸进行粗定位。人脸的几何关系由一个树型结构

表示，并计算出概率属性，作为判断是否为人脸的条件。这是一种自底向上

的方法。另外还有自顶向下的方法，即根据一个人脸模型（一般是正面人脸

模型）先在一个比较大的范围内寻找人脸候选区，由粗到精地在一个最佳范

围内定位人脸候选区，然后检测各种人脸器官特征。Morimoto 等在一个鲁

棒性强的瞳孔定位技术的基础上，结合人脸结构信息，实现了图像中多人脸

的检测[54]。 
 

1.2.3.2 示例学习 
示例学习的基本思想是从某一概念的已给正例和反例的集合中归纳产生

出接受所有正例，同时排斥所有反例的该概念的一般规则。将人脸检测视为

从模式样本中区分非人脸样本和人脸样本的模式识别问题，通过对人脸样本

集和非人脸样本集进行学习以得到分类算法。为了获得较高的精度，学习过

程需要大量的样本。另外，样本数据本身是高维矢量。因此，研究通用而有

效的学习算法的关键是精确的可区分度和数据维数的降低。 
很有意思的是，几乎所有的统计模式识别方法都应用到了人脸检测这个

问题上。这里有两个方面，一方面是在特征提取方法上，使用了统计的方

法，比如主成分分析。另一方面是在判别分类的算法上使用了统计的方法，

如支持向量机、隐马尔科夫模型、贝叶斯决策等等。最近 Viola 等[32]使用
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了一种同时提取特征并且训练分类器的方法，所采用的是 AdaBoost 算法。 
主成分分析是最小方差准则下最优的描述方法，它将输入数据的维数从

图像空间的像素数减少为特征空间的维数。其中，特征脸方法得到了广泛应

用[4]，就是用一组特征向量的加权线性组合来代表人脸。主成分分析考虑

的是样本模式的整体非几何的特征表示，而局部特征分析（LFA，Local 
Feature Analysis）则从局部的几何特征出发进行数据空间的降维。将它用于

人脸检测，分析和实验证明 LFA 是一种有效的目标检测方法[55]。 
支持向量机（ SVM ， Support Vector Machines ）是一种二次规划

（Quadratic Programming）方法，它在处理大批量的人脸正例和反例时，只

选取那些位于分界面附近的数据来完成学习过程[28]。 
Schneiderman 等用小波描述人脸模式的局部特征，根据局部特征之间的

条件独立性，采用 Naive Bayes 分类器判断人脸[30]。Liu 等通过构造人脸

和非人脸的概率高斯分布，采用 Bayes 分类器判断人脸[36]。用 LBP 直方图

特征通过 SVM 分类器检测人脸，也是一种新方法[23]。 
将多个表示人脸模式的线性空间进行组合，是示例学习的另一条途径。

文献[56]采用了 Kohonen 自组织映射网络对人脸样本和非人脸样本聚类，对

每一类样本进行 Fisher 线性判别，得到每一类的判别平面，从而构成图像

子空间，并运用高斯模型描述每个子空间，估计出类条件概率密度函数；这

样，对于测试图像，计算其属于各个子空间的概率，分类决策为概率最大的

类是它所属的类，从而判断测试图像是否为人脸。这些方法一般用于正面人

脸检测。 
 

1.2.3.3 神经网络 
从本质上讲，神经网络也是一种基于样本的学习方法。将神经网络用于

人脸检测，取得了很大的进展。 
MIT 的学者首先对人脸样本集和非人脸样本集聚类，以测试样本与人

脸样本集和非人脸样本集的子类之间的距离作为识别特征向量，利用多层感

知器(MLP)网络作为分类器[35]。CMU 的研究人员直接以图像作为神经网络

的输入，设计了一个具有独特结构的适用于人脸特征的神经网络分类器，并

且通过前馈神经网络对检测结果优化[1]。他们工作的共同之处是都采用了

自调整（bootstrap）的学习原理，对分类器一边训练，一边测试，并把在测

试过程中的错误分类结果作为反例样本加入学习过程，从而减少了样本集的

规模，并逐步的提高了神经网络的分类性能。 
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Feraud 等[57]利用多个神经网络：多层感知器(MLP)和约束产生式模型

(CGM ,Constrained Generative Model)，实现了一个可应用于 Web 中人脸图

像检索的快速而准确的人脸检测方法。Lin 等[58]训练了三个基于概率决策

的神经网络(PDBNN ,Probabilistic Decision Based Neural Network),用于人脸

检测、眼睛定位和人脸识别，实现了一个完整的人脸识别系统。 
 

1.2.3.4 基于隐马尔可夫模型的方法 
马尔可夫模型的概念是一个离散时域有限状态自动机，隐马尔可夫模型

HMM 是指这一马尔可夫模型的内部状态外界不可见，外界只能看到各个时

刻的输出值。HMM 的打分、解码和训练相应的算法是前向算法、Viterbi 算

法和前向后向算法[59]。 
对于人脸模式来说，我们可以把它分成前额、眼睛、鼻子、嘴巴和下巴

这样一个序列。那么人脸模式就可以通过对这些区域的有序的识别来检测。

这正好是隐马尔可夫模型容易做到的。Samaria[60]等人提出了使用 HMM 模

型进行人脸检测的算法。他们使用人脸区域的结构信息来作为隐马尔可夫模

型的状态迁移的条件。 
 

1.2.3.5 基于 AdaBoost 的方法 
Boosting 是一种分类器融合算法。Adaboost 学习算法原本是用来提高

某种简单分类算法的性能的，例如，可以用来提高简单的感知器的性能。它

通过对一些弱的分类器的组合来形成一个强的分类器。在 Adaboost 算法

中，简单的分类算法被称为弱学习算法。Adaboost 算法通过一个迭代的训

练过程来得到一个强的分类器。在第一次训练出一个弱分类器后，训练样本

的权重得到调整，从而使没有被第一次训练出的弱分类器正确分类的样本的

权重增加。如此迭代下去，最终得到的分类器是对每次训练得到的弱分类器

的一个线性组合。Viola 和 Jones[32]提出了一种基于 AdaBoost 和快速特征

提取的正面实时人脸检测算法。他们的算法在个人计算机上达到了 15 帧/秒
的速度，在 MIT 和 CMU 的测试集上有很好的表现。MSR 的研究者们通过

利用 3 个视角的这样的检测器，实现了一个多视角的人脸检测算法[33]。他

们还改进了 Adaboost 人脸检测方法[61,62,63]。 
 

1.2.3.6 基于彩色信息的方法 
人脸的肤色在颜色空间中的分布相对比较集中，利用这个特点可以检测
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人脸。这种方法的最大优点是对姿态变化不敏感。用彩色信息检测人脸的关

键是合理选择色度坐标。常用的方案是将彩色的 R、G、B 分量归一化。目

前人们研究更多的是如何提取彩色的色度信息，即将 RGB 彩色空间转化为

其它彩色空间，以突出色度信息。 
H.Martin 设计了肤色模型表征人脸颜色，利用一个感光模型对输入图像

修正和补偿，并建立人脸颜色分类器，其输出作为神经网络的输入进行检测

[64]。Tony 等采用高斯混合模型(GMM, Gaussian Mixture Model)表示人脸肤

色 R、G、B 各分量的统计分布，通过阈值比较判断像素是否为人脸像素

[65]。Ying Dai 等利用彩色信息，并结合人脸的纹理特征，设计了 SGLD 共

发矩阵方法进行检测[66]。Wu 等通过在 XYZ 彩色空间中，对人脸肤色和头

发颜色的分布建立基于模糊逻辑理论的描述模型，通过计算隶属度来确定人

脸肤色区域[67]。Hsu 等[10,68]在 YCbCr 彩色空间刻画人脸模式的特征，在

解决彩色图像上的正面人脸检测问题的时候取得了较好的结果。 

1.2.4 物体检测中存在的问题 

通过对研究现状的回顾，可以发现，人们在物体检测领域中已经获得了

很大成就，但是仍然面临着许多实际问题。存在的主要问题总结为如下几个

方面。 
1. 首先在物体表示方面，采用何种方式抽取稳定、有效而具有灵活性

的特征来表示物体，并且满足物体检测任务的要求，仍然是一个尚

未解决的开放问题。 
2. 其次在检测方法方面，如何通过选择有效的特征、采用何种检测策

略、以及如何解决多姿态或多类目标的物体检测等，都需要在理论

上和实践中进行更深入的探索。 
3. 其它方面，例如：如何进行更加客观的检测方法性能评价、如何建

立大规模的物体数据库等，还需要研究者们长期工作，以期获得进

一步的提高。 

1.3 本文主要工作及结构安排 

本文针对物体检测中的主要问题，在物体表示方法和物体检测算法两个

层面展开研究，主要研究目的是探索一种有效的物体特征表示方法并且应用

于物体检测，从而提供物体检测的新方法。本文的主要研究内容可以概括为
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以下几个方面。首先在物体表示方法方面，研究基于局部纹理分析的物体特

征提取方法，提出了改进的空间直方图特征；其次通过研究有效的特征选择

方法，提出基于局部纹理特征的物体检测方法，并且将该方法应用于三种典

型类别的物体检测任务(分别是侧面汽车检测、视频文字检测和正面人脸检

测)；最后将这种新的物体检测方法推广至多姿态人脸，提出了一种多姿态

人脸检测算法。 
本论文从整体考虑，将思路模块化，表示成如图 1-2 所示的研究框架

图。论文工作建立在物体的局部纹理分析的基础上，按照特征提取、物体检

测方法、多类物体检测的顺序层层推进，最后形成了以空间直方图特征为中

心的整体框架。 
 

物体的局部纹理分析

物体的空间直方图特征表示

基于空间直方图特征的
物体检测

基于纠错码分类器的
多姿态人脸检测

空间直方图特征
的判别分析

空间直方图特征
的提取方法

空间直方图特征
的度量方法由粗到精的

分层分类器

基于类别可分性和特
征相关性的特征选择

基于纠错码的
检测框架

构建纠错码分类器的
训练算法

 
图 1-2 基于局部纹理特征的物体检测方法的研究框架图 

Figure 1-2 Framework of object detection based on local texture features 
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1.3.1 论文的主要工作 

论文的主要工作概括如下。 
1. 在物体表示方法方面，提出了改进的空间直方图特征，用于物体检

测任务中的特征表示。空间直方图特征是一个结合纹理分布和空间

结构的物体表示方法。以刻画物体的纹理信息和结构信息为着眼

点，建立了空间直方图特征的提取方法。该方法采用图像局部区域

的空间直方图来表示物体，并且提取与目标物体类相适应的空间直

方图特征。本文对空间直方图特征的物体判别能力进行了分析，并

且提出了度量空间直方图特征有效性的方法。 
2. 在物体检测方法方面，提出了基于空间直方图特征的层次化物体检

测算法。该算法采用空间直方图特征作为物体表示，通过由粗到精

的策略，将直方图匹配和支持向量机分类器构成分层结构的分类器

进行物体检测。 
3. 在特征选择方面，提出了基于类别可分性和特征相关性的特征选择

方法。为了构建有效的分类特征，本文采用 Fisher 准则函数和互信

息熵分别度量空间直方图特征的类别可分性和特征之间的统计相关

性，并且提出新的特征选择方法来构造紧致的空间直方图特征子

集，作为分层分类器算法的输入特征。 
4. 在多姿态人脸检测方法方面，提出了基于纠错码多类分类器的多姿

态人脸检测方法。该方法以纠错码多类分类器为框架，将基于空间

直方图特征的物体检测算法推广至多姿态人脸检测。其基本思路是

通过纠错码编码方式把多姿态人脸检测问题分解成多个单独的两类

分类问题，每个两类分类问题采用基于空间直方图特征的物体检测

方法求解。在构建多类分类器的过程中，本文提出了以最小化分类

错误率为目标的联合训练算法，逐步选择特征子集和训练分类器。 

1.3.2 论文的结构安排 

本论文的后续章节安排如下。 
第 2 章讨论了基于局部纹理分析的物体表示方法。提出了改进的空间直

方图特征，并且论述了空间直方图特征的提取方法；然后对空间直方图特征

进行了判别分析；最后以彩色图像中的人脸检测为实验示例，验证空间直方
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图特征是否具有对物体检测有利的判别能力。 
第 3 章的内容是基于空间直方图特征的物体检测算法。首先提出了物体

检测算法的系统框架；然后分别针对直方图匹配和支持向量机分类器，提出

了基于类别可分性和特征相关性的特征选择方法；最后给出了所提出的物体

检测算法的实验评估结果。 
第 4 章对多姿态人脸检测进行研究，将基于空间直方图特征的物体检测

算法扩展到多姿态人脸检测的范围。首先介绍了纠错码多类分类器的基本方

法；其次在此基础上，提出了基于纠错码多类分类器的检测方法；然后，提

出了以最小化分类错误率为目标的联合训练算法，构建基于空间直方图特征

的纠错码多类分类器检测算法；最后对多姿态人脸检测算法进行实验验证，

给出了实验结果。 
最后是论文的结论部分，对论文工作进行总结，并且探讨了未来的研究

方向。 

1.3.3 论文的主要贡献 

论文工作的主要贡献总结如下。 
1. 本文基于物体的局部纹理分析，提出了改进的空间直方图特征，用

于物体检测任务中的特征表示。空间直方图特征同时刻画了物体的

纹理信息和空间结构信息。改进的空间直方图特征与目标物体类别

相关联，具有对目标物体的判别能力，而且能够适用于各种典型物

体的表示。 
2. 提出了基于空间直方图特征的层次化物体检测方法。该方法采用分

层分类器对物体类别进行分类，完成图像中物体的检测。该方法是

一个通用的物体检测框架，能够运用到各种典型类别的的物体检测

任务中，例如侧面汽车检测、视频文字检测、正面人脸检测等。 
3. 提出了基于类别可分性和特征相关性的特征选择方法。采用 Fisher

准则函数和互信息熵分别度量特征的类别可分性和特征之间的统计

相关性，以分类器错误率最小为目标选择特征子集。该方法不但可

以选择出有效的分类特征，而且在保证分类性能的条件下降低了特

征的维数，提高了分类效率。 
4. 提出了基于纠错码多类分类器的多姿态人脸检测方法。该方法结合

纠错码多类分类器算法，将基于空间直方图特征的物体检测算法扩
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展到多姿态人脸检测的范围。同时，针对基于纠错码多类分类器的

训练困难的问题，提出了以最小化分类错误率为目标的联合训练算

法。该算法以最小化整体分类错误率为目标，逐步选择特征子集和

训练分类器，从而解决了基于纠错码的多类分类器算法中训练困难

的问题。 
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第2章 空间直方图特征及其判别分析 

2.1 引言 

物体表示和特征提取是物体检测研究中的基本问题。一般来说，衡量特

征的有效性有几个标准。它们分别是：(1)特征是否具有较强的类别可分

性；(2)特征之间是否相互独立或者不相关；(3)特征用于分类时的分类错误

率是否最小；(4)特征是否具有较低的计算复杂度。概括而言，如果一个特

征具有较大的类别可分性，而且同时和其它特征之间具有较小的相关性，那

么这个特征对于物体表示和判别是有效的。在一些实时的应用当中，计算复

杂度也是一个重要的指标。由于实际的物体检测系统中的物体模式变化往往

非常大，不容易找到同时满足这些条件的特征，使得物体表示特征的设计方

法成为检测系统中首先面临的难点问题。 
本文基于物体的局部纹理分析，提出了改进的空间直方图特征，用于物

体检测任务中的特征表示。为了简略起见，本文其余部分直接将改进的空间

直方图特征称为空间直方图特征。本章的重点是研究空间直方图特征的提取

方法和判别分析，并且通过彩色图像中的人脸检测来考察空间直方图特征的

类别可分性。 

2.2 空间直方图特征的提取 

一般而言，每一类物体根据它的特性而具有其特定的纹理模式。例如，

人脸包含各种不同的器官，这些器官按照一定方式组合成为人脸。因此人脸

图像具有一定的灰度分布、颜色分布、边缘分布以及频率域分布，这些特性

构成了人脸图像独特的纹理模式。纹理模式具有两方面的作用。第一是表征

功能，可以用来表示和描述物体的组成和分布；第二是判别功能，不同物体

具有不同的纹理模式，利用这一点可以区分不同物体。 
物体模式不但包含纹理分布，还具有结构信息，这两种信息都能够用于

表示和识别物体。为了描述物体模式，本文提出采用空间直方图特征表示物

体，基本思想是用直方图来刻画物体的整体和局部的纹理模式。具体而言，

主要采用两种策略：第一，采用纹理特征来描述物体，用直方图反映纹理特

征的分布；第二，物体具有空间结构关系，在物体图像的各个子区域上提取
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直方图特征。 
空间直方图特征是一种结合纹理分布和空间结构的物体表示方法。该方

法采用图像局部区域的空间直方图来表示物体，并且提取与目标物体类相适

应的局部纹理特征。 

2.2.1 纹理直方图 

纹理是图像描述中的一个重要概念。关于图像纹理的精确定义至今尚未

作出。一般来说，纹理是指在图像中反复出现的局部模式和它们的排列规

则。纹理分析的方法可以归纳成三类：统计模型、结构模型、变换域方法

[106]。本文采用的纹理特征是局部二值模式(Local Binary Pattern，简称 LBP)
特征。LBP 算子是新近提出的一种图像纹理描述方法，它运算简单，已经

被成功的应用于图像纹理分类和人脸描述等领域[23,69,70,71]。 
LBP 算子有很多类型，本文只使用了基本类型 LBP 算子。如图 2-1 所

示，将邻域像素的灰度值表示为 )81( ≤≤ igi 。对于图像中的任意像素，根

据其八邻域的像素灰度值来计算其 LBP 值。 

g1 g2 g3

g4 g0 g5

g6 g7 g8  
图 2-1 LBP 计算中的邻域像素 

Figure 2-1 Neighborhood for LBP computation 

 

邻域像素根据中心像素灰度值进行比较，获得一个二值数值，计算公式

如下： 

⎩
⎨
⎧

<
≥

=
0

0
0 ,0

,1
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gg
gg

ggs
i

i
i )81( ≤≤ i  (2-1)

将 8 个邻域像素的二值数值，依照顺序编码求出中心像素的 LBP 值，计算

方法见式(2-2)： 

1
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1
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一个计算 LBP 的实例如图 2-2 所示。 

 
图 2-2 计算 LBP 的实例 

Figure 2-2 An example of LBP computation 

 

直方图反映了物体的纹理分布，我们采用直方图来表示物体。对于任意

图像，计算基于直方图的模式表示步骤如下： 
 首先采用方差归一化方法处理灰度图像以消除光照影响； 
 然后使用基本类型 LBP 算子把图像转换成 LBP 图像； 
 最后求出 LBP 图像的直方图。 

图 2-3 显示了几幅人脸图像和非人脸图像、它们的 LBP 图像以及 LBP
直方图。图 2-4 显示了几幅侧面汽车图像和非汽车图像、它们的 LBP 图像

以及 LBP 直方图。 
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(a)                                   (b) 
图 2-3 人脸(a)和非人脸(b)的图像、LBP 图像和 LBP 直方图 

Figure 2-3 Examples of face and non-face image samples :(a) face images, their LBP images 

and histograms, (b) non-face images, their LBP images and histograms 
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图 2-4 侧面汽车（前 3 行）和非汽车（后 3 行）的图像、LBP 图像和 LBP 直方图 

Figure 2-4 Examples of side-view car and non-car image samples 
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从直观上分析，基于直方图的纹理特征能够刻画物体类别的共性，同时

也可以用于区分物体类别。例如从图 2-3 和图 2-4 中可以看出，同一类别的

物体具有整体分布相似的纹理直方图，而且与反例物体样本的纹理直方图之

间存在比较明显的差异。因此，纹理直方图具有一定的物体判别能力。这个

性质在图像检索和物体识别领域中得到了验证。 
纹理直方图提供了物体图像的纹理分布情况，给出了一幅图像所有纹理

特征的整体描述，在图像分析中得到了广泛的应用。但是，纹理直方图的表

征能力满足不了物体检测的要求，其根本原因是直方图忽视了物体的空间结

构信息，没有对物体的空间分布进行编码。对于一些非目标物体图像和物体

图像，它们的纹理直方图非常相似，甚至具有相同的分布。这些现象说明了

纹理直方图对物体类别的区分能力远远不能达到物体检测的精确要求。 
传统直方图的缺陷是它没有考虑物体的局部结构关系。物体是由有不同

的结构按照一定规则组成的纹理模式，如果只采用传统直方图的话，这种结

构关系就会丢失。为了克服这个缺陷，并且增强纹理直方图表示方法对物体

的可区分性能，本文引入空间直方图的概念。 

定义一个物体模式为固定尺寸的灰度窗口图像, 空间直方图使用空间模

板来衡量物体的局部纹理信息。如图 2-5 所示，在不同尺度的图像上提取出

灰度窗口图像，经过 LBP 基本算子预处理后形成物体模式图像，简化表示

为 IW 。空间模板是一个矩形区域(如物体模式窗口中的阴影区所示)，表示

为 ),,,( hwyxrt ，模板的左上角位置是 ),( yx ，尺寸是 ),( hw 。 
空间模板的含义如图 2-6 所示。给定物体模式图像 IW 和空间模板

),,,( hwyxrt ，提取出模板所覆盖子图像的直方图。这样得到的直方图，称之

为空间直方图(spatial histogram)，记作 )(),,,( IWSH hwyxrt 。 
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...

)(),,,( 1111 IWSH hwyxrt

)(),,,( IWSH mmmm hwyxrt

height

width

图像

灰度窗口

预处理

)(IW窗口图像

物体模式

)(: ),,,( IWSH hwyxrt空间直方图，),,,(: hwyxrt空间模板，
 

图 2-5 通过空间直方图在多尺度上衡量物体的局部纹理信息 

Figure 2-5 Texture and spatial distribution is encoded by spatial histograms in image scale 

space 
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h
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图 2-6 空间模板的示意图 

Figure 2-6 Illustration of spatial template 

 

有很多方法来度量两个直方图之间的相似性，例如直方图二次距离

(Histogram quadratic distance)，χ
2
统计量（χ

2-statistics）和直方图的交

(Histogram intersection)[9]。基于稳定性和计算复杂性考虑，本文采用直方

图的交。假设 1H 和 2H 是两个 k 维直方图，直方图的交按照公式(2-3)计算： 

∑

∑
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2.2.2 空间直方图特征 

基于上述空间直方图，可以发现直方图的相似性适合用于物体检测。具

体做法是把直方图的交作为距离度量，通过判断到样本和物体类别模板的距

离来检测物体。以此为起点，本文提取空间直方图特征来表示物体和判别物

体类别。 
 

……

相似性
计算

…

…

],...,[ )()1( mrtrt ffF =

训练样本集合 LBP图像样本 物体的空间
直方图模板

图像的空间
直方图

原始图像 LBP图像

空间模板
集合

…

 
 

图 2-7 空间直方图特征的提取框架 

Figure 2-7 Framework for extraction of spatial histogram features 

 

空间直方图特征本质上与目标物体类别相关联，可以在目标物体大量数

据样本的基础上获取。空间直方图特征的提取方法可以概括为如图 2-7 所示

的框架。它包括两个部分：物体空间直方图模板的提取和空间直方图特征的

计算。简述如下： 
1. 物体空间直方图模板: 给定一个物体类别的样本集合（其中包含 n

个物体样本）和一个空间模板，那么基于此空间模板的物体直方图

模型是样本集合的平均直方图，定义如下： 

)(1
1

),,,(),,,(
j

n

j

hwyxrthwyxrt PSH
n

SH ∑
=

=  (2-4)
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其中 jP 是训练样本， ),,,( hwyxrt 是空间模板。 

2. 空间直方图特征的计算: 对于任意一个样本 P ，定义空间直方图特

征(spatial histogram feature)为 P 的空间直方图和物体空间直方图模

型的交，计算方法由公式(2-5)给出：  
)),(()( ),,,(),,,(),,,( hwyxrthwyxrthwyxrt SHPSHDPf =  (2-5)

综上所述，一个物体模式对应一个空间模板集合 )}(),...,1({ mrtrt ( m 是模

板数目 )，一个物体样本由 m 维的直方图特征表示，其特征向量为：

],...,[ )()1( mrtrt ffF = 。空间模板可以设置为不同位置和不同尺寸，导致空间

直方图特征集合的基数很大。因此，空间直方图特征集合可以描述物体的纹

理分布和结构信息。 

2.3 空间直方图特征的判别分析 

每种类型的空间直方图特征都具有判别目标的能力，从而为其成为物体

检测特征创造了客观条件。根据不同结构类型的物体，本文依次选择了刚体

结构类型、非刚体结构类型和纹理模式类型的三种物体实例，对空间直方图

特征的类别可分性进行定性说明。在此观察基础上，本文采用 Fisher 准则

来度量空间直方图特征的类别可分性。 

2.3.1 类别可分性的实例说明 

类别可分性是模式识别领域中用于分析特征有效性的重要概念。某个特

征的类别可分性是指采用此特征集合来描述样本时，各个类别之间的可区分

能力。 
我们分别以侧面汽车、人脸和视频文字为例，选取特定的空间直方图为

例说明空间直方图特征的类别可分性。具体做法是选取一批图像样本和一个

空间模板，在对应的空间直方图特征上求取物体正反例样本集合的特征值分

布，然后采取阈值化操作来分析空间直方图特征的类别可分性。 
 

2.3.1.1 刚体结构物体 
刚体结构物体是指物体的形变程度小，它具有各种显著的部件，是由这

些部件按照固定的空间结构排列而构成的。日常生活中常见的许多人工制造
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物体，比如汽车、飞机、电脑等物体，都属于刚体结构物体的范畴。我们以

侧面汽车作为刚体结构物体的例子，来分析空间直方图特征对此类物体的类

别可分性。 
定义侧面汽车图像模式的大小为 100x40，采用的模板 )20,20,20,40(rt 是

图像上位于(40,20)的大小为 20x20 的空间模板。 )20,20,20,40(rt
carSH 是根据公式 

(2-4)在一个包含 200 幅侧面汽车样本的集合上，计算得到的侧面汽车的一

个直方图模板。测试特征采用样本到 )20,20,20,40(rt
carSH 的距离 )()20,20,20,40( Pf rt 。 

图 2-8 显示了侧面汽车正负样本集的特征值分布图。其中，侧面汽车

样本有 2000 个，非汽车样本有 15000 个。横轴表示特征值的范围，纵轴反

映了物体样本在特征值上的分布。 
如图 2-8 所示，如果采用 0.7 阈值来划分目标，可以得到 99.1% 的正确

检测率和 45.1%的误检率；阈值 0.8 产生 93.8%的正确检测率和 12.1%的误

检率。 

 

图 2-8 特征分布：侧面汽车和非汽车 

Figure 2-8 Feature distribution: side-view car and non-car 
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2.3.1.2 非刚体结构物体 
非刚体结构物体是指物体具有柔性的形变程度。与刚体物体类型似，这

种类型的物体具有各种显著的部件，是由这些部件按照一定的空间结构排列

而构成的。不同之处在于物体本身及其部件都是非刚体的柔性三维结构体，

具有可变形的性质。人脸是一种典型的非刚体结构物体，我们以人脸为例，

分析空间直方图特征对非刚体结构物体的类别可分性。 
定义人脸图像模式的大小为 32x32，采用的模板 )32,32,0,0(rt 是图像上位

于(0,0)的大小为 32x32 的模板。 )32,32,0,0(rt
faceSH 是根据公式(2-4)在一个包含 230

幅人脸样本的集合上，计算得到的人脸的一个直方图模板。采用样本到

)32,32,0,0(rt
faceSH 的距离 )()32,32,0,0( Pf rt 作为测试特征。 

图 2-9 显示了正面人脸正负样本集的特征值分布图。其中，人脸样本

有 11200 个，非人脸样本有 12500 个。如图 2-9 所示，如果采用 0.7 阈值来

划分目标，可以得到 99.6% 的人脸正确检测率和 30.2%的误检率。 

 

图 2-9 特征分布：人脸和非人脸 

Figure 2-9 Feature distribution: face and non-face 
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2.3.1.3 纹理模式物体 
客观现实中还有一种类型的物体，它们以纹理特点为主，不但不具备空

间结构，而且也没有刚体性质。我们称此类型物体为纹理模式物体。日常生

活中很多物体都属于纹理模式物体，例如文字、树叶、窗帘、衣服等。我们

以文字图像为例，分析空间直方图特征对纹理模式物体的类别可分性。 
定义文字图像模式的大小为 50x20，采用的模板 )10,50,5,0(rt 是图像上位

于(0,5)的大小为 50x10 的模板。 )10,50,5,0(rt
textSH 是根据公式(2-4)在一个包含 180

幅文字样本的集合上，计算得到的一个文字图像直方图模板。采用样本到

)10,50,5,0(rt
textSH 的距离 )()10,50,5,0( Pf rt 作为测试特征。 

图 2-10 显示了文字正负样本集的特征值分布图。其中，文字图像样本

有 1936 个，非文字图像样本有 12313 个。如图 2-10 所示，如果采用 0.75
阈值来划分目标，可以得到 96.9% 的文字正确检测率和 43.1%的误检率；

如果采用 0.8 阈值来划分目标，可以得到 87.5% 的文字正确检测率和 17.6%
的误检率。 

 

图 2-10 特征分布：文字和非文字 

Figure 2-10 Feature distribution: text and non-text 
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2.3.2 类别可分性的度量 

本文使用 Fisher 准则函数[72]作为空间直方图特征的类别可分性判据的

度量。对于任意一个空间直方图特征 jf ， mj ≤≤1 ，假设有 N 个样本

Nxxx ,...,, 21 ，每个样本 ix 都由 jf 的特征值表示。在这些样本中， 1N 个样本

属于目标物体类 )1(ω ， 2N 个样本不属于目标物体类，归为 )2(ω 。样本类间

距离 bS 表示两个类别间的距离： 

2
21 )( mmSb −=  

(2-6)

其中， ∑
∈

∈=
)(

}2,1{,1
ixi

i ix
N

m
ω

， im 是样本均值向量。各类的样本类内距离 iS

计算公式如下： 

∑
∈

∈−=
)(

2 }2,1{,)(1
ix

i
i

i imx
N

S
ω

 (2-7)

总类内距离 wS 是各类的样本类内距离之和，即 

21 SSSw +=  (2-8)

 从分类性能的角度看，我们希望在特征空间里，各类样本尽可能分得

开些，即希望样本类间距离 bS 越大越好；同时希望各类样本内部尽量密

集，即类内距离越小越好。因此，作为可分性判据，Fisher 准则函数 J 被定

义为样本类间距离 bS 和总类内距离 wS 的比值： 

w

b
j S

SfJ =)(  (2-9)

一般而言， )( jfJ 越大，表示空间直方图特征 jf 的类别可分性越强。 
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2.4 空间直方图特征在彩色图像人脸检测中的应用 

从以上分析可以发现，空间直方图特征具有对物体的类别可分性。为了

从更深入的角度来验证这一点，本文把人脸检测作为应用实例，引入空间直

方图特征来表示人脸。 
除了灰度信息之外，物体还具有更丰富的彩色信息。空间直方图特征可

以推广至彩色信息空间。对于人脸检测，彩色信息也是一种重要的区分特

征。而且，在彩色图像中，人脸肤色的彩色信息特征易于提取。 
因此，本节选用彩色图像中人脸检测进行研究。其目的包含两个方面：

第一个目的是提取基于彩色信息的空间直方图特征；第二个目的是通过人脸

检测来初步验证空间直方图特征的物体表征能力和区分能力。 

2.4.1 基于彩色信息的空间直方图特征 

彩色信息常常作为一种有效的特征，在物体表示和物体识别中得到了很

多应用。常见的彩色表示方法是基于三基色理论的 RGB 空间，RGB 空间经

过变换，可以得到彩色的色度表示。本文综合颜色空间研究中的理论和技术

[73,74]，把彩色信息从 RGB 空间转换到 YUV 空间，在此基础上提取空间

直方图特征。 
一般彩色图像中包含了 RGB 空间信息，从 RGB 空间到 YUV 空间的转

换可以用矩阵表示为如下公式： 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−−
−−=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

B
G
R

V
U
Y

100.0515.0615.0
436.0289.0147.0
114.0587.0299.0

 (2-10)

在 YUV 空间，亮度由 Y 表示，即通常所采用的灰度信息。色调是彩色

彼此之间相互区分的特性，如如红、橙、黄、绿、蓝等。在 YUV 空间中，

色调由 U 和 V 构成的向量的相位角表示，通过公式(2-11)计算： 

( )UV /tan 1−=θ  
(2-11)

在这一节中，人脸模式定义为尺寸为 32x32 的彩色图像。综合 RGB 空

间和 RGB 空间的彩色信息，可以采用 Y、R、G、B 和θ 等五个分量来表示
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人脸图像，记作 5,4,3,2,1),( =iim ，称为彩色信息向量。针对一幅彩色图像提

取空间直方图特征，类似于灰度图像中空间直方图特征提取方法。首先获得

图像的彩色信息向量；然后分别对五个分量进行 LBP 预处理，得到五个相

应的 LBP 图像；最后根据空间模板集合计算每个分量上的 LBP 直方图。 
人脸是由几个显著器官按照一定几何的结构关系构成的物体模式。本文

设计了 23 种特殊的空间模板来定义人脸的结构特点。如图 2-11 所示，每个

模板用白色矩形区域表示，这些模板涵盖了人脸图像中的眼睛、鼻子、嘴部

和腮部等区域。这 23 个人脸空间模板构成了一个模板集合，把它表示为

)}23(),...,2(),1({ rectrectrect 。 

 
图 2-11 人脸模式的 23 个空间模板 

Figure 2-11 The 23 spatial templates of face pattern 

 

基于彩色信息的空间直方图特征是在这个模板集合的基础上进行计算

得到的。对于每个分量，可以在彩色图像中获得 23 个空间直方图特征，即 

5,4,3,2,1},,...,{ )23(
)(

)1(
)( =iff rect

im
rect

im 。为了表示人脸模式，把所有分量的空间直

方图特征组合在一起，构成一个 115 维的基于彩色信息的空间直方图特征向

量，即 

],...,,....,,...,[ )23(
)5(

)1(
)5(

)23(
)1(

)1(
)1(

rect
m

rect
m

rect
m

rect
m ffffF =  

(2-12)

2.4.2 检测方法 

人脸检测是一个区分人脸和非人脸的两类分类问题,我们采用简单的直

方图匹配的办法来进行目标分类。直方图匹配方法是针对单个空间直方图特

征进行的，它的框架如图 2-12 所示。 
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1.获取一个人脸空间直方图特征的模板：Sh(M)。 
2.决策： 

图像窗口用 I 表示，Sh(I)是相应的空间直方图。 

If 如果 D(Sh(I),Sh(M)) >= T，则 I 属于人脸类； 

否则，I 属于非人脸类。 
其中，T 是匹配阈值。 

 

图 2-12 直方图匹配方法 

Figure 2-12 Histogram matching method for face detection 

 

对于人脸检测，本文指定了三个人脸区域上的空间直方图特征来进行直

方图匹配。它们分别是人脸的全局区域、双眼区域和中间竖直区域，如图

2-13 所示。 

                          
                (a)             (b)               (c) 

图 2-13 直方图匹配特征区域：(a)人脸整体区域，(b)双眼区域，(c) 中间竖直区域 

Figure 2-13 Spatial templates for histogram matching in face detection :(a) entire face 

region, (b) eye region, and (c) middle vertical region 

 

在直方图匹配阶段，一幅输入图像首先被转换成 LBP 图像，然后按照

1.2 的比例根据金字塔结构缩小图像，并且全局搜索得到所有位置上的

32x32 子图像。如图 2-14 所示，这些子图像由两级直方图匹配过程(包括整

体匹配和局部匹配)来进行人脸模式的判断。在实验中, 三个直方图匹配过

程中的匹配阈值都由人工指定，取值为 0.7。 
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整体匹配: 
人脸模板直方图匹配 

所有 32x32 子图像  

人脸子图像 

局部匹配: 
 

双眼区域模板 
直方图匹配 

中间竖直区域模板 
直方图匹配 

非人脸子图像

 
图 2-14 两级直方图匹配的人脸检测流程图 

Figure 2-14 Flowchart of two-step histogram matching for face detection 

2.4.3 实验评估 

本文实现了上述检测方法，构建了一个针对彩色图像的正面人脸检测系

统，并进行了性能测试。训练数据集是 11400 幅彩色人脸样本和 3000 幅非

人脸的样本，尺寸是 32x32。很多研究者使用的人脸测试图像数据都是灰度

图像，比如 FERET 人脸库和 CMU_MIT 人脸库。为了测试本文方法，采集

了一个大规模的彩色人脸图像库。采集数据来源于新闻图片、影视图片、个

人数码相册和监控视频等多种途径。这些图像中包括了复杂背景下的各种人

脸，光照条件变化多端。彩色人脸图像库中总共有 544 张图片，包含了 833
个正面人脸；这些人脸在颜色、位置和尺寸等方面都有很大的变化，而且具

有各种不同的表情。 
在此人脸图像库上，本文方法在误检为 145 的条件下，正确的检测到了

727 个人脸。测试结果如表 2-1 所示，正确检测率是 87.3%，检测精度是

83.4%。检测精度是指正确检测到的人脸数目与所有检测结果数目(正确检测
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到的人脸数目和误检的人脸数目之和)的比值。 
表 2-1 彩色图像中人脸检测的实验结果 

Table 2-1 Testing results of face detection in color images 

人脸

数目 
正确检测到

的人脸数目 
误检的人脸

数目 
正确 

检测率 
检测精度 

833 727 145 87.3% 727/(727+145)=83.4% 
 
本文方法可以检测复杂背景下的正面人脸。图 2-15 显示了一些检测实

例。本文方法可以同时检测不同颜色、不同大小的人脸；而且还可以处理肤

色色调比较暗的人脸和色调比较亮的人脸。同时，本文方法对光照变化具有

一定的鲁棒性，图 2-16 显示了光照变化剧烈情况下的一些检测实例。 

 

 

 
图 2-15 彩色图像中人脸检测的示例 

Figure 2-15 Examples of face detection in color images 
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图 2-16 光照变化剧烈的彩色图像中人脸检测示例 

Figure 2-16 Examples face detection under various lighting conditions 

2.5 本章小结 

本章围绕物体表示和特征提取问题，提出了改进的空间直方图特征，

建立了针对特定目标物体的空间直方图特征提取方法。空间直方图特征是一

种局部纹理特征，同时刻画了物体的纹理性质和空间分布。归纳起来，空间

直方图特征具有以下性质： 
1. 空间直方图特征是局部图像的信息分布，它同时反映了物体的纹理

和结构信息； 
2. 空间直方图特征可以在不同尺度上表征物体； 
3. 空间直方图特征本质上与目标物体类别相关联，可以在目标物体大

量数据样本的基础上获取； 
4. 除了在灰度信息上可以提取空间直方图特征之外，还可以将空间直
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方图特征概念运用到彩色信息分量上。 
在实验分析方面，本章以彩色图像中正面人脸检测为例，考察了空间直

方图特征的类别可分性。实验结果表明空间直方图特征可以有效的表示人脸

模式，所提出的方法能够检测彩色图像中复杂背景下的正面人脸。这充分验

证了空间直方图特征有利于物体检测的判别能力。 
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第3章 基于空间直方图特征的物体检测 

3.1 引言 

自上世纪 90 年代以来，物体检测技术得到了蓬勃的发展。例如，人脸

检测技术取得了长足的进步，在很多领域中得到了广泛的应用。人们在其它

类别物体的检测技术方面也获得了很大的进展，例如汽车检测、行人检测、

文字检测等。但是，大多数检测方法是专门针对某一特定类别的物体的，不

具备良好的可扩展性。近几年来，人们开始面向非特定类别的物体检测技术

展开研究，目前进展不大，主要困难是现有技术在实际应用中达不到检测性

能高的要求。 
本文针对可扩展性和检测性能两方面的要求，提出了一个可适用于非特

定类别物体的检测方法。本文认为首要问题是在特征层面扩大物体类别范

围，使得特征表示方法可适用于不同类型的物体。因此，我们采用空间直方

图特征来表示物体，并且把所提出的检测方法称为基于空间直方图特征的物

体检测方法。 
从系统框架角度看，本文方法采用分层分类器的方法进行由粗到精的物

体检测。该方法充分利用了空间直方图特征的特点，在粗检测阶段通过联合

直方图匹配方法在图像中排除大部分非目标物体区域，在细检测阶段使用支

持向量机分类器进行精确检测，最后得到检测结果。 
如第 2 章所述，空间直方图特征向量是一个高维向量，不适合直接用作

分类器的输入特征；因此进行有效分类器设计的关键是如何构造一个紧致而

信息丰富的低维特征向量。目前物体检测领域中常用的特征选择方法大多遵

循 Viola 和 Jones 在 2001 年提出的思路[21]，即利用 Adaboost 算法学习得到

很多由单个特征构成的弱分类器，通过迭代方式改变训练样本和弱分类器的

权值，最后把弱分类器组合成为强分类器。虽然很多研究者对这类方法进行

了大量的扩展和改进[33,61,63,107]，但是这类方法目前依然存在一些不足。

首先，Adaboost 算法中只考虑了特征的分类性能，而没有考虑特征之间的

相关性；其次，有些训练样本在选择过程的迭代步骤中分类结果前后不一

致，造成 Adaboost 训练算法不容易收敛。 
与基于 Adaboost 算法的特征选择方法不同，本章提出了一种综合特征
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的分类性能和特征相关性度量的特征选择方法，并将该方法融合于物体检测

分类器的构造过程中。 
本章其它部分组织如下。第 2 节介绍了基于空间直方图特征的物体检测

方法的系统框架。第 3 节进一步研究了直方图匹配方法，并且提出了联合直

方图匹配方法及其训练算法。第 4 节针对物体检测问题，提出了一种新颖有

效的特征选择方法。第 5 节对所提出的物体检测方法进行了实验评估。最后

是本章小结。 

3.2 物体检测的系统框架 

为了检测图像中不同位置和不同尺寸的目标物体，本章采用穷举搜索的

策略进行物体检测。以侧面汽车检测作为例子，物体检测过程的系统框架概

括为如图 3-1 所示，划分为两个阶段：训练阶段和检测阶段。需要指出的

是，本章只利用了图像的灰度信息。 
在训练阶段，首先采集大量的目标物体和非目标物体的图像样本，并提

取出它们的空间直方图特征表示，然后通过特征选择方法获得有效的分类特

征，最后训练用于物体检测的分类器。所采用的分类器包括联合直方图匹配

方法和支持向量机，构成由粗到精的分层结构分类器。 
在输入图像中进行物体检测的阶段包括三个步骤： (1)构建图像金字

塔、(2)物体分类、(3)检测结果合并。 
在第一步中，输入图像按照固定比例系数（本章选取的比例系数为

1.2）进行若干次缩放，形成图像金字塔。进行缩放操作的目的是在不同尺

度上都能够检测到目标物体。 
第二步使用固定尺寸的扫描窗口在图像金字塔中各级图像上进行搜索。

对于特定位置的扫描窗口，首先在它包含的图像上提取空间直方图特征；然

后采用直方图匹配方法和支持向量机分类器，根据所提取的空间直方图特征

进行物体分类，从而判断扫描窗口是否为物体目标。 
第三步是检测结果融合的过程，将不同位置上检测到的重叠物体目标合

并成为单个目标，最后输出物体检测的结果。 
第二步中的物体检测过程是一个由粗到精的分类过程。首先，采用联合

直方图匹配作为粗检测方法，可以在获得很高的检测率，同时排除了大部分

非目标对象，而且它运算简单、运行速度快。其次，使用分类性能高的支持

向量机分类器进行精确判断，能够进一步的排除误检对象，从而提高整个系
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统的检测精度。 

 
图 3-1 基于空间直方图特征的单类目标物体检测 

Figure 3-1 Process of object detection using spatial histogram features 

 

3.3 联合直方图匹配 

第 2 章采用了直方图匹配的简单方法来区分人脸与非人脸。本章更加深

入的研究这种方法，以达到将其应用于一般物体检测的目的。我们首先推导

了直方图匹配与基于最小错误率的贝叶斯决策的等价性，然后提出了联合直

方图匹配方法，最后给出了联合直方图匹配的训练算法。 

3.3.1 联合直方图匹配的推导 

对于空间直方图特征，直方图匹配方法可以总结为如下。对于特定的空

间模板，首先建立物体类别的空间直方图模型，然后根据样本的空间直方图
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到物体的空间直方图模型的距离来判别样本是否属于物体类。假设 P 是一个

样本， ),,,( hwyxrt 是空间模板， P 对应于 ),,,( hwyxrt 的空间直方图特征是

)(),,,( Pf hwyxrt ，如果 TPf hwyxrt ≥)(),,,( ，则 P 属于目标物体类；否则， P 属于非

目标物体类。这里，T 是分类阈值。 
从决策理论角度看，物体检测是一个两种类别的决策问题。在检验一个

样本时，其类别ω处于两种可能的状态：有可能是目标物体 1ω ，也可能是

非目标物体 2ω 。可以证明：直方图匹配方法在理论上等价于空间直方图特

征的极大似然贝叶斯决策。 

给定一个空间直方图特征 )1( mifi ≤≤ ，我们用一个变量 x 表示它，

)10( ≤≤ x 。类别状态的先验概率为 )( ip ω ， 2,1=i ；类条件概率密度是

)|( ixp ω ， 2,1=i 。于是，利用贝叶斯法则，根据空间直方图特征 if 计算类

别后验概率的公式如下： 

∑
=

= 2

1

)()|(

)()|()|(

i
ii

ii
i

pxp

pxpxp
ωω

ωωω  
(3-1)

根据公式(3-1)可以通过观察变量 x (即样本的空间直方图特征值)把类别的先

验概率为 )( ip ω 转化为类别的后验概率 )|( xp iω 。这样，基于最小错误率的

贝叶斯决策规则为： 

⎩
⎨
⎧

∈
>∈

otherwise   
)|()|( if   

2

211

ω
ωωω

x
xpxpx

 (3-2)

上述贝叶斯决策规则可以写为： 

 )|(max arg)(
2,1,

xpxh i
ii

ω
ω =

=  (3-3)

    由于无法获知任何先验知识，我们假设目标物体类和非目标物体类具有

相同的先验概率，即 )()( 21 ωω pp = 。在此基础上，对公式(3-3)进行推导： 
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)|(maxarg      
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=

=

=

=
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∑  (3-4)

因此可以得到与贝叶斯决策规则等价的极大似然规则： 

⎩
⎨
⎧

∈
>∈

otherwise   
)|()|( if   

2

211

ω
ωωω

x
xpxpx

 (3-5)

空间直方图特征的类条件概率密度为单峰分布。在此情形下，极大似然

判决规则(3-5)将样本空间分成两个判决区域 1R 和 2R ，形成了一个分界面 t。
如图 3-2 所示，判决规则可以简化为以下两种形式： 

(a)如果 tx ≥ ，则把 x 归类于目标物体 1ω ，反之如果 tx < ，则把 x 归类

于非目标物体 2ω ； 
(b)如果 tx ≤ ，则把 x 归类于目标物体 1ω ，反之如果 tx > ，则把 x 归类于

非目标物体 2ω 。 

x

)|( 1ωxp

)|( 2ωxp

x

)|( 1ωxp

)|( 2ωxp

t t1R 2R 1R 2R

(a) (b) 
图 3-2 极大似然判决规则简化形式的示意图：形式(a)和形式(b) 

Figure 3-2 Simplification of maximum likelihood decision rule: form (a), and form (b) 

 

由于空间直方图特征反映了样本和目标物体模型的相似度，它的特点

是：样本的空间直方图特征 x 值越大，样本隶属于目标物体类的可能性则越
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大。因此，空间直方图特征的贝叶斯决策规则采用的形式是图 3-2 中的形式

(a)，即： 

⎩
⎨
⎧

∈
>∈

otherwise   
  if   

2

1

ω
ω

x
txx

 (3-6)

显然，直方图匹配方法的原理和公式(3-6)在本质上是相同的。对于任

意空间直方图特征
jf ，采用直方图匹配方法和贝叶斯决策进行物体判别的规

则可以统一表示，即： 

⎩
⎨
⎧ ≥

=
otherwiseobject    -non  0

))(( if         object      1
)( jj TPf

PH  (3-7)

其中 P 是待分类样本， jT 是判别阈值。 

基于单个特征的直方图匹配显然无法达到物体检测系统所要求的精度。

本文选择出一些可分性强的特征，并把它们串联成分级的形式进行直方图匹

配，我们称之为联合直方图匹配。如果确定了 n 个空间直方图特征

nff ,...,1 ，以及相对应的分类阈值 nTT ,...,1 ，那么联合直方图匹配的判决准则

如下： 

⎩
⎨
⎧ ≥∧∧≥

=
otherwiseobject    -non  0

))((...))(( if         object      1
)( 11 nn TPfTPf

PH  (3-8)

其中 P 是待分类样本。 

3.3.2 联合直方图匹配的训练方法 

本文使用可分性判据和检测率衡量特征的分类性能，提出了一个联合直

方图匹配的训练方法。检测率是指在一个正例样本集合上的分类正确率。这

个方法选择出分类性能强的特征子集 selectF 和相应的阈值集合ThreSet ，同时

构造联合直方图匹配分类器。 
假设联合直方图匹配的训练方法具有以下输入条件:(1)空间直方图特征
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集合 },...,{ 1 mffF = ，(2)正例训练样本集合 SP 和反例训练样本集合 SN ，(3)

正 例 校 验 样 本 集 合 )},(),...,,{( 11 nn yxyxVP = 和 反 例 校 验 样 本 集 合

)}','(),...,','{( 11 kk yxyxVN = ， 其中 ix  和 ix'  是具有 m 维的空间直方图特征的

样本， 1=iy 表示正例样本， 0' =iy 表示反例样本， (4) 可接受的检测率 : 

D。联合直方图匹配训练的具体过程如下所述： 

(1) 初始化： ∅=selectF ， ∅=ThreSet ， 0=t ，将反例校验样本集合VN 上

的分类正确率设置为 0，即 0)( =preAcc 和 0)( =curAcc ； 
(2) 对于每个空间直方图特征 Ff ∈ ，在训练样本集合 SP 和 SN 上，计算

其 Fisher 准则函数 )( fJ ； 

(3) 求出 Fisher 准则函数值最大的空间直方图特征 tf ，即 

}|)({maxarg FffJf jjft
j

∈= ； 

(4) 在校验样本集合 VNVPV ∪= 上，用空间直方图特征 tf 执行直方图匹

配，找到一个阈值 tθ ，使得在正例校验样本集合VP 上的检测率 d 大

于 D，即 Dd ≥ ； 
(5) 计算反例校验样本集合VN 上的分类正确率，即： 

∑
=

−−=
k

i
ii yxH

k
curAcc

1
|')'(|11)( 。其中 )(xH 是基于 tf 和 tθ 的直方图匹

配对样本 x 的分类结果， }1,0{)( ∈xH ； 
(6) 如果分类正确率满足条件： ε≤− )()( preAcccurAcc  ( ε 是一个小的正

数)，那么训练过程结束，返回特征子集 selectF 和阈值集合ThreSet ；否

则，执行以下步骤： 

(a) )()( curAccpreAcc = ， ∅=SN ， }{ tselectselect fFF ∪= ， 
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}{\ tfFF = ， }{ tThreSetThreSet θ∪= ， 1+= tt ； 

(b) 在一个不含有物体目标的图像集合上，执行基于 selectF 和ThreSet

的联合直方图匹配，把误检结果添加到 SN 中； 
(c) 跳转至(2)，继续下一次选择特征的循环。 

联合直方图匹配训练算法的流程图概括为图 3-3 所示。 

1{ , ..., }mF f f=
selectF =∅ ThreSet = ∅

0t =

初始化:

计算侯选特征:
arg max{ ( ) | }

j
t j jf

f J f f F= ∈

计算候选阈值:
更新: { }select select tF F f= ∪

\{ }tF F f=
{ }tThreSet ThreSet θ= ∪

1t t= +

算法结束，返回

selectF ThreSet和

否

是

tf

tθ
(用   执行直方图匹配 H，保证
正例集合上的分类正确率大于预
定正确率 )

tf

H是否提高了反例集合上的分
类正确率?

 
图 3-3 联合直方图匹配训练算法的流程图 

Figure3-3 Training method of cascade histogram matching 
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3.4 支持向量机分类器及其特征选择 

联合直方图匹配是物体检测的粗检过程，保持了较高的检测率，但是误

检率仍然较高。为了提高检测性能，本文采用支持向量机分类器对粗检结果

进行精细的检测。支持向量机[75]是解决两类模式分类问题的基本方法之

一，在很多领域得到了成功的应用。它的基本思想是通过非线性变换将输入

空间变换到一个高维空间，并且在这个新空间中求取最优线性分类面。 

支持向量机的训练样本可以表示为 ),( ii yx ，其中 N
i Rx ∈ ， }1,1{−∈iy 是

其对应的类别标志， li ,...,2,1= ， l 是训练样本的个数。当训练样本线性不可

分时，支持向量机的判别函数表示为： 

)),(sgn()(
1
∑
=

+=
l

i
iii bxxKyxf α  (3-9)

其中， iα 是 ix 对应的系数， ∑
=

−=
l

j
ijiii xxKyyb

1
),(α ， ),( ixxK 被称为核函

数。当 ix 对应的 iα 满足 Ci <<α0 时， ix 称为支持向量，其中 C 是预先给定

的松弛因子常数。对于任意两个样本 x 和 'x ，通常所采用的核函数有以下几

种形式： 
(1) 多项式(Polynomial)函数:  

pxxxxK )1'()',( +•=  (3-10)
(2) 径向基(Radial Basis Function, RBF)函数： 

)
2

|'|exp()',( 2

2

σ
xxxxK −

−=  
(3-11)

(3) 感知机(Sigmoid Function)函数： 
))',(tanh()',( cxxvxxK +=  (3-12)

其中参数 cvp ,,,σ 预先给定。 
本文将支持向量机同时应用于特征选择和分类器构造。首先，在特征选

择过程中，采用支持向量机分类器在实际的样本集合上来评价所选取特征的

分类性能。然后，在选择出的特征子集上训练用于物体检测的支持向量机分

类器。 
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3.4.1 空间直方图特征之间的相关性 

有效的特征集合不但要求每个特征各自具有较强的分类性能，而且要求

特征之间相互独立或者不相关。因此，特征选择过程需要度量特征之间的相

关性。有很多方法可以用于度量相关性，例如互信息[76,77]、相关系数[78]
等。本文采用互信息来度量特征之间的相关性。 

一个空间直方图特征被看作是一个随机变量 X ，它的熵定义为： 

dxxpxpXH ∫−= )(log)()( 2  (3-13)

其中 )(xp 为 X 的概率密度函数。 
两个空间直方图特征 1f 和 2f 之间的互信息为： 

),()()()|( 212121 ffHfHfHffI −+=  (3-14)

其中， ),( 21 ffH 是 1f 和 2f 的 联 合 熵 。 容 易 证 明 )|()|( 1221 ffIffI = 和

)()|(0 121 fHffI ≤≤ 。针对特征相关性，我们定义了两个计算指标。 
 定义 1：两个特征之间的相关性的计算指标 

两个特征 1f 和 2f 之间相关性计算如下： 

)(
)|(),(

1

21
21 fH

ffIffCorr =  (3-15)

 ),( 21 ffCorr 是介于 0 和 1 之间的实数，其数值反映了两个空间直方图

特征 1f 和 2f 之间的相关程度。 ),( 21 ffCorr 值越大，表明 1f 和 2f 越相关。 
 定义 2：单个特征与特征子集之间相关性的计算指标 

假设 sF 是一个特征子集，计算特征 )( smm Fff ∉ 和 sF 之间的相关性如下: 

}|),({),( skkmsm FfffCorrMaxFfCorr ∈∀=  (3-16)

3.4.2 空间直方图特征的有效选择 

除了分类器本身的设计和研究之外，模式分类的一个关键问题是特征选

择。从数据集合中提取出原始特征之后，特征选择就是按照某种评价方法，

从中选出一个最优特征子集的过程，要达到的目标是构造有效的分类器。因

此，选出的特征子集不但要减少数据空间的特征维数，而且要能够充当有效

的分类特征。 
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一个典型的特征选择处理过程可以分为两个重要的部分，即候选特征子

集的生成和特征子集的评估。候选特征子集的生成是一个最优搜索问题，人

们提出了很多启发式的局部最优搜索解法。在特征子集的评估方面，目前的

特征选择技术概括起来，可以分为过滤方法(Filter approach )和封装方法

(Wrapper approach)两大类[79]。两者的主要区别在于特征子集的评价方法。

过滤方法[77,80]按照某种比较准则来评价特征子集，选择出在此准则下最优

的特征，作为分类器的输入特征。封装方法[81,82]在产生候选特征子集之

后，直接产生分类器进行校验，用分类错误率评价特征子集，最终选择出分

类错误率最小的特征子集。这两类方法各有优缺点，过滤方法训练时间短，

但是选择得到的特征子集的分类性能不高；相反，封装方法训练复杂，时间

较长，但是获得的特征子集的分类性能高。 
对于基于空间直方图特征的物体检测而言，如何从高维的特征空间寻找

到信息丰富而且判别能力强的低维特征子集，关系到整个算法的检测性能是

否足够精确和算法速度是否满足实际应用的要求。 
 

3.4.2.1 基于类别可分性和特征相关性的特征选择算法 
为了向支持向量机分类器提供紧致有效的分类特征，本文提出了基于类

别可分性和特征相关性的特征选择算法。该算法具有两个特点：它综合考虑

了特征的类别可分性和特征相关性，提高了特征选择的效率；另一方面，它

采用分类器评价特征子集的性能，保证了分类性能。 

假设原始特征集合是 },...,{ 1 mffF = ，其中 m 是特征数目。本文提出的

特征选择方法分别用 Fisher 准则和互信息来度量特征的类别可分性和特征

之间的统计相关性。特征选择过程中，通过分类器测试的方法直接评价候选

特征子集的分类性能，以分类器错误率最小为目标，最终选择得到特征子集

selectF 。图 3-4 描述了特征选择算法的系统结构。 
从整体上看，本文方法通过循环的方式不断的将符合条件的候选特征添

加到特征子集 selectF 中。具体步骤简述如下： 
1．首先初始化时将 selectF 设置为空集；然后进行特征的可分性计算，得

到特征的可分性度量。将可分性最强的特征加入 selectF 中之后，开始选择

selectF 的循环过程。 
2．每步迭代时，根据可分性和相关性度量产生候选特征，并且训练一

个分类器评价加入候选特征后的 selectF 的分类性能，如果提高了分类正确
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率，则把候选特征添加到特征子集 selectF 。 
3．算法结束后，返回特征子集 selectF 。分类器设计过程使用 selectF 作为输

入特征，进行分类器训练。 

算法结束，返回

否

是

selectF

  是否提高了分类正确率?C

训练测试分类器:C
使用   和     作为特征,'f selectF

初始化:
设置特征子集     为空selectF

特征的可分性计算

将可分性最强的特征加入
特征子集 selectF

特征的相关性计算

将候选特征
加入特征子集

'f'f
根据可分性和相关性度量，
产生候选特征

 
图 3-4 结合可分性和相关性的特征选择的系统结构 

Figure 3-4 Feature selection based on class separability and feature correlation 
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综合特征的类别可分性和特征之间的统计相关性，本文按照一种顺序渐

进的方式来选择特征子集 selectF ，并且使用测试分类器评价特征子集的分类

性能，从而得到有效的分类特征。 

假设具有以下输入条件：(1) 空间直方图特征集合 },...,{ 1 mffF = ， (2)

训 练 样 本 集 合 )},(),...,,{( 11 nn yxyxS = 和 测 试 样 本 集 合

)}','(),...,','{( 11 kk yxyxV = ，其中， ix  和 ix'  是具有 m 维空间直方图特征的样

本， }1,0{∈iy  和 }1,0{' ∈iy  是样本类别标号。特征子集 selectF 的选择过程如下

所述:  

(1) 对于 F 中的每个特征 jf ( mj ,...,2,1= )，在训练样本集合 S 上，计算它

的 Fisher 准则函数值 )( jfJ ； 

(2) 求 出 Fisher 准 则 函 数 值 最 大 的 特 征 *f ， *}{ fFselect = ，

*}{\ fFFori = ； 

(3) 设置分类正确率初始为 0，即 0)( =preAcc 和 0)( =curAcc ； 

(4) 对于每个特征 oriFf ∈ ，在训练样本集合 S 上， 计算该特征与特征子

集 selectF 的相关性度量 ),( selectFfCorr ； 

(5) 计算特征相关性阈值Thre ： 

⎪
⎩

⎪
⎨

⎧

+−=
∈=
∈=

αα *)1(*
}|),(max{

}|),(min{

MaxCorrMinCorrThre
FfFfCorrMaxCorr

FfFfCorrMinCorr

oriselect

oriselect

 (3-17)

这里α 是权值( 10 << α )，本文在实验中选取 2.0=α ； 
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(6) 根据特征相关性阈值 Thre ，求出 oriF 中与 selectF 相关性弱的特征集

candidateF ，即 

},),(|{ orijselectjjcandidate FfThreFfCorrfF ∈≤=  (3-18)

(7) 在 candidateF 特征集合中求出 Fisher 准则函数值较大的特征 oriFf ∈' ，即 

}|)({maxarg' candidatejjf
FffJf

j

∈=  (3-19)

(8) 使用 'f 和 selectF 作为特征，训练得到一个评价分类器C ； 

(9) 计算校验样本集合V 上的分类正确率： 

∑
=

−−=
k

i
ii yxC

k
curAcc

1

|')'(|11)( ， 

   其中 )(xC 是基于 'f 和 selectF 的分类器 C 对样本 x 的分类结果，

}1,0{)( ∈xC ； 

(10) 如果分类正确率满足条件： ε≥− )()( preAcccurAcc  ( ε 是一个小的

正数)，那么执行以下更新步骤： 

a) )()( curAccpreAcc = ， }'{ fFF selectselect ∪= ， }'{\ fFF oriori = ； 

b) 跳转至(4)，继续下一次选择特征的循环； 

(11) 训练过程结束，返回特征子集 selectF 。 

上述步骤中的(5)、(6)、(7)步构成了根据类别可分性和特征相关性产生

候选特征的过程。首先，计算得到 oriF 与 selectF 的特征相关性阈值 Thre ；然

后，求出 oriF 中与 selectF 相关性弱的特征集合 candidateF ；最后，在 candidateF 特征集
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合中产生可分性较强的候选特征。 
实际上，算法中涉及的评价分类器C 可以采用各种形式的分类算法，比

如最近邻分类器、贝叶斯法则、决策树、神经网络和支持向量机等。本文采

用了支持向量机作为评价分类器 C 。获得特征子集 selectF 后，利用其作为输

入特征训练实际应用于物体检测的支持向量机分类器。 

3.5 实验评估 

在现实世界中，各类物体都具有不同的纹理分布和空间结构，大致可以

划分为三种类型。如第 2 章所述，这三种类型分别是刚体结构类型、非刚体

结构类型和纹理模式类型。刚体结构类型物体具有显著部件，并且结构关系

比较固定，例如汽车。非刚体结构类型物体是可变形的柔性三维结构体，例

如人脸。纹理模式类型物体不具有部件结构及空间关系，例如文字。 
为了测试基于空间直方图特征的物体检测方法对不同类型物体的有效性

和鲁棒性，本文分别对三种典型的物体类别进行了实验，包括正面人脸检

测、侧面汽车检测和视频文字检测，以验证空间直方图特征对不同类型物体

的表征能力和判别能力。 
为了评价物体检测方法的性能，通常采用一些公开通用的标准数据集合

作为测试集。主要的衡量指标包括如下几项： 
(1)检测率(Detection Rate/ Recall)： 

总数测试集中的目标物体的

的数目正确检测到的目标物体
检测率 =  

(2)误检率(False Positive Rate)： 

的总数测试集中所有扫描窗口

的数目错误检测到的目标物体
误检率 =  

(3)检测精度(Precision)： 

数目错误检测到的目标物体数目正确检测到的目标物体

的数目正确检测到的目标物体
检测精度

+
=  

(4)ROC 曲线(Receiver Operating Curve)：ROC 曲线反映了系统的检测

率和误检率之间的关系； 
(5)RPC 曲线(Recall Precision Curve)：RPC 曲线反映了系统的检测率和

检测精度之间的关系； 
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(6)RPC 等错误率 (RPC Equal Error Rate)：和人脸识别不同，这里 RPC
等错误率的定义是检测率和检测精度相等时的检测率数值。 

3.5.1 正面人脸检测 

我们建立了一个包含 11400 幅正面人脸图像和 17285 幅非人脸图像的

训练样本集合，每个样本的尺寸是 32x32。这些样本采自于自然图像、网站

和视频中。另外还收集了 4062 幅人脸图像和 5139 幅非人脸图像作为校验和

测试集合。3000 幅不含人脸的自然图像用于产生反例集合。图 3-5 显示了

一些人脸训练样本的实例。 

 
图 3-5 正面人脸训练样本的示例 

Figure 3-5 Some training examples of frontal face 

 

在 32x32 的图像窗口中定义的空间直方图特征集合的基数很大，大约是

832351，此集合对于人脸检测而言过于冗余。实际上，大部分空间模板都尺

寸太小，或者相互之间位置重叠。为了消除这些冗余的空间模板，本文限制

模板以 5 个像素的步长在水平或者竖直方向上移动，而且只保留那些尺寸数

倍于 10x10 的模板用于提取空间直方图特征。 
消去冗余模板之后，我们在联合直方图匹配训练过程中把可接受的检测

率 D设为 0.95，经过训练得到 11 个空间直方图特征(见图 3-6 所示)用于联

合直方图匹配。 

 
图 3-6 正面人脸检测为联合直方图匹配选取的 11 个空间模板 

Figure 3-6 11 Selected spatial templates for cascade histogram matching in frontal face 

detection 
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为了提高检测精度，使用基于类别可分性和特征相关性的特征选择算法

进行训练，得到 23 个空间直方图特征用于支持向量机分类器。支持向量机

分类器采用径向基核 RBF 函数。 
 

3.5.1.1 在 CMU+MIT 测试集上的测试结果 
本文针对 CMU+MIT 测试集[1]中的图像进行性能比较，这个集合有

130 幅图像，包含 507 个正面人脸。 
为了对算法性能做一个整体了解，我们通过逐步改变联合直方图匹配和

支持向量机的分类阈值，在测试集上运行正面人脸检测算法，从而获得相对

应的检测率和误检率。以下列出了在 CMU+MIT 测试集上的 ROC 曲线，如

图 3-7 所示。 

 
图 3-7 正面人脸检测算法在 CMU+MIT 测试集上的 ROC 曲线 

Figure 3-7 ROC obtained on CMU+MIT face detection test set 

 

为了分析层次分类器中不同步骤对系统性能的影响，本文采用了两套实

验方案在 CMU+MIT 测试集上进行测试。第一套方案只利用联合直方图匹

配方法进行检测；第二套方案利用联合直方图匹配方法和支持向量机分类器

组成的分层分类器进行检测。可以通过改变联合直方图匹配的阈值，获得不

同参数条件下的测试结果。表 3-1 显示了这两种方案的测试结果。其中参数

条件 1 中的联合直方图匹配的阈值比较大，所以获得检测率比较低；参数条

件 2 中的联合直方图匹配的阈值比较小，所以获得检测率比较高。 
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表 3-1 正面人脸检测算法不同阶段在 CMU+MIT 集合上的测试结果 

Table 3-1 Results on CMU+MIT set by different phases of frontal face detection 

 正确检测 
的人脸数目

错误检测 
的人脸数目

检测率 检测 
精度 

未使用 SVM 400 230 78.8% 63.4%参数 
条件１ 使用 SVM 390 10 76.9% 97.5%

未使用 SVM 486 530 95.8% 47.8%参数 
条件２ 使用 SVM 478 67 94.2% 87.7%
 
从表 3-1 的比较结果中可以看出，联合直方图匹配方法能够获得比较高

的检测率，但是误检现象比较严重，导致检测精度低。作为精确检测方法，

支持向量机分类器大幅度的提高了检测精度，同时依然保持了比较高的检测

率。由此可见，本文所采用的分层分类器方法是有效的。 
表 3-2 列出了不同方法在 CMU+MIT 测试集合上的实验结果。本文方法

取得了比[1,21,33]更好的性能，在相同误检人脸数目的情况下，获得了更高

的检测率。本文方法性能接近于[30]中目前最好的性能。与[30]中方法速度

慢的特点相比，本文方法具有速度快的特点。 
表 3-2 不同方法在 CMU+MIT 测试集的人脸检测率的对比 

Table 3-2 Comparison of different frontal face detection methods: detection rates on 

CMU+MIT set 

误检人脸数目

方法 
 

31 
 

65 
 

167 
Viola 和 Jones [21] 85.2% 92.0% 93.9% 

Rowley et al. [1] 85.0% N/A 90.1% 
Schneiderman 和 Kanade [30] N/A 94.4% N/A 

Li 和 Zhang [33] 89.2% N/A N/A 
本文方法 90.7% 92.3% 94.2% 

 
本文方法可以检测复杂背景下的各种正面人脸。图 3-8 显示了一些检测

实例。这些图像中含有不同尺寸，不同背景下的正面人脸。 
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图 3-8 正面人脸检测的示例 

Figure 3-8 Some examples of frontal face detection 

 

3.5.1.2 在 CAS_PEAL 人脸库上的测试结果 
CAS_PEAL 库是由中科院计算所的人脸技术研究者专门针对人脸识别

而自行创建的一个大规模中国人脸图像数据库[108]。CAS_PEAL 库的所有

图像在专门的采集环境中拍摄，涵盖了姿态、表情、简单饰物和光照 4 种变

化，部分人脸图像具有背景、距离和时间跨度的变化。为了方便人脸识别领
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域的研究者使用 CAS_PEAL 人脸库，数据采集单位提供了 CAS_PEAL 人脸

库的共享版本 CAS_PEAL_R1，其中包含 1040 人的 30900 幅图像。 
在人脸检测领域中，表情变化、光照变化和背景变化这几种情况是影响

检测性能的常见而又复杂的因素。为了检验本文方法的鲁棒性，我们选取

CAS_PEAL_R1 正面人脸图像子库中的部分子集进行正面人脸检测的测试。

具体而言，选取了 4 个子集进行测试，包括标准集合、表情集合、光照集合

和背景集合。表 3-3 给出了这几个子集图像情况的详细介绍。 
表 3-3 用于正面人脸检测测试的 CAS_PEAL_R1 子集的图像情况 

Table 3-3 CAS_PEAL_R1 subsets used for frontal face detection testing 

测试子集 变化种类 人数 图像/人脸数目

标准集合 中性表情、环境光源 1040 1040 
表情集合 环境光条件下的 5 种表情：笑、

皱眉、惊讶、闭眼、张嘴等 
377 1884 

光照集合 9 种以上变化的光照模式 233 2450 
背景集合 2~4 种不同的采集背景 297 650 

 
图 3-9 给出了这几个集合上的正面人脸检测结果实例图像。表 3-4 显示

了本文方法在这几个测试子集上的检测结果。在标准集合的中性表情和环境

光源的条件下，正面人脸检测性能达到了 97.0%的检测率和 94.2%的检测精

度。其它 3 个集合由于表情、光照和背景的变化，检测性能有所下降，但是

仍然取得了较好的结果，获得了 93.5%以上的检测率和 90%以上的检测精

度。这些测试结果表明，本文方法对于表情、光照和背景等复杂变化条件下

的人脸检测具有良好的鲁棒性。 
表 3-4 CAS_PEAL_R1 子集上的正面人脸检测测试结果 

Table 3-4 Face detection testing results in CAS_PEAL_R1 subsets 

测试子集 图像/人脸

数目 
正确检测到

的人脸数目 
误检的 

人脸数目

正确 
检测率 

检测 
精度 

标准集合 1040 1009 62 97.0% 94.2% 
表情集合 1884 1804 152 95.7% 92.2% 
光照集合 2450 2328 213 95.0% 91.6% 
背景集合 650 608 55 93.5% 91.7% 
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(a) 

 
(b) 

 
(c) 

 
(d) 

图 3-9 CAS_PEAL_R1 子集上的正面人脸检测实例：(a)标准集合， (b)表情集合， (c)

背景集合， (d) 光照集合 

Figure 3-9 Some examples of frontal face detection in CAS_PEAL_R1 subsets: (a) Normal 

subset, (b) Expression subset, (c) Background subset, (d) Lighting subset 
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3.5.2 侧面汽车检测 

从外观上看，侧面汽车是由几个明显的部件构成，包括车身、车轮、车

门和车窗等，这些部件按照相对固定的空间结构关系排列。和人脸相比，侧

面汽车在空间结构关系上变化更多，其原因在于汽车品牌设计风格迥异。 
我们建立了一个包含幅 2725 汽车图像 和 14968 幅非汽车图像的训练

样本集合，每个样本的尺寸是 100x40。其中 500 个汽车样本来自 UIUC 
Image Database for Car Detection[83]的训练集合，其它汽车样本采自于自然

图像、网页和视频中。另外还收集了 1225 幅汽车图像和 7495 幅非汽车图像

作为校验和测试集合。200 幅不含汽车的自然图像用于产生反例集合。图 3-
10 中给出了一些侧面汽车的训练样本示例。 

 
图 3-10 侧面汽车检测的训练样本示例 

Figure 3-10 Some training examples for side-view car detection 

 

在 100x40 的图像窗口中定义的空间直方图特征集合的基数很大，大约

是 3594591，此集合对于物体检测而言过于冗余。消去冗余模板之后，我们

在联合直方图匹配训练过程中把可接受的检测率 D 设为 0.95，经过训练得

到 15 个空间直方图特征（如图 3-11 所示）用于汽车检测的联合直方图匹

配。为了提高检测精度，使用基于类别可分性和特征相关性的特征选择算法

进行训练，得到 25 个空间直方图特征用于汽车检测的支持向量机分类器。

支持向量机分类器采用径向基核 RBF 函数。 

 
图 3-11 侧面汽车检测中为联合直方图匹配选取的 15 个空间模板 

Figure 3-11 15 Selected spatial templates for histogram matching in side-view car detection 
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本文针对 UIUC Image Database for Car Detection [83]中的测试集合进行

性能比较，这个集合分为两个子集。第一个子集 (测试集 A)有 170 幅图

像，包含 200 辆侧面汽车，这些汽车尺寸基本上固定在 100x40 左右。第二

个子集 (测试集 B) 有 108 幅图像，包含 139 辆大小各异的侧面汽车。这

两个子集的图像中包含部分被遮挡的汽车，还有一些汽车灰度分布接近于背

景，因此对其进行侧面汽车检测，具有很大难度。 
为了对算法性能做一个整体了解，我们通过逐步改变联合直方图匹配和

支持向量机的分类阈值，在测试集 A 和测试集 B 上分别运行侧面汽车检测

算法，从而获得相对应的检测率和误检率。以下列出了在测试集 A 和测试

集 B 上的 ROC 曲线，如图 3-12 和 3-13 所示。图 3-14 和 3-15 显示了算法

在测试集 A 和测试集 B 上的 RPC 曲线。 

 
图 3-12  UIUC 测试集 A 上的 ROC 曲线 

Figure 3-12 ROC obtained on UIUC car detection test set A 
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图 3-13  UIUC 测试集 B 上的 ROC 曲线 

Figure 3-13 ROC obtained on UIUC car detection test set B 

 

 
图 3-14  UIUC 测试集 A 上的 RPC 曲线 

Figure 3-14 RPC obtained on UIUC car detection test set A 
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图 3-15  UIUC 测试集 B 上的 RPC 曲线 

Figure 3-15 RPC obtained on UIUC car detection test set B 

 

与人脸检测实验类似，本文采用了两套实验方案在 UIUC 测试集 A 上

进行测试，从而分析层次分类器中不同步骤对系统性能的影响。第一套方案

只利用联合直方图匹配方法进行检测；第二套方案利用联合直方图匹配方法

和支持向量机分类器组成的分层分类器进行检测。可以通过改变联合直方图

匹配的阈值，获得不同参数条件下的测试结果。表 3-5 显示了这两种方案的

测试结果。其中参数条件 1 中的联合直方图匹配的阈值比较大，所以获得检

测率比较低；参数条件 2 中的联合直方图匹配的阈值比较小，所以获得检测

率比较高。 
表 3-5 侧面汽车检测算法不同阶段在 UIUC 测试集 A 上的测试结果 

Table 3-5 Results in UIUC set A by different phases of side-view car detection 

 正确检测 
的数目 

错误检测 
的数目 

检测率 检测 
精度 

未使用 SVM 164 187 82.0% 46.7%参数 
条件１ 使用 SVM 158 11 79.0% 93.4%

未使用 SVM 196 441 98.0% 30.7%参数 
条件２ 使用 SVM 193 45 96.5% 81.1%
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表 3-6 列出了本文方法和[41]中的方法的测试结果。从中可以看出，本

文方法比[41]中的方法得到了更好的性能，检测率高，而且误检率低。 
表 3-6 汽车检测方法的性能比较 

Table 3-6 Car detection results comparison  

测试集 A 测试集 B  
[41]中的 
方法 

本文 
方法 

[41]中的 
方法 

本文 
方法 

侧面汽车数目，T 200 200 139 139 
正确检测的数目，TP 183 193 112 120 
错误检测的数目，FP 557 45 1216 37 
检测率，TP/T 91.50% 96.50% 80.58% 86.33% 
检测精度，TP/(TP+FP) 24.73% 81.10% 8.43% 76.43% 

 
除了[41]中的方法和本文方法，很多算法只在测试集 A 上进行了性能测

试。表 3-7 列出了几种方法在 UIUC 测试集 A 上 RPC 等错误率的对比情

况。本文方法取得了 92.5%的 RPC 等错误率，高于[41]、[42]和[43]。[44]中
方法的设计目标是检测单一尺度侧面汽车，所以它获得了 97.5%的 RPC 等

错误率。尽管如此，本文取得了略低于[44]中方法的 RPC 等错误率，而且

可以检测多尺度侧面汽车。 
表 3-7 不同方法在 UIUC 测试集 A 上等错误率的对比情况 

Table 3-7 Comparison of RPC equal error rates on UIUC set A 

 [41]中的 
方法 

[42]中的 
方法 

[43]中的

方法 
[44]中的 
方法 

本文 
方法 

RPC 
等错误率 

77.5% 88.5% 91.0% 97.5% 92.5% 

是否多尺度 是 是 是 否 是 
 
本文方法可以检测复杂背景下的各种侧面汽车。图 3-16 显示了一些检

测实例。这些图像中含有不同尺寸，不同背景下的侧面汽车。在图 3-17 的

(a)和(b)中，一些汽车远小于 100x40，所以未检测到；(c)和(d)显示了一些误

检的图像例子。 
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(a) 

 

(b) 

 

(c) 

图 3-16 侧面汽车检测实例：(a)测试集 A，(b) 测试集 B，(c)一些其它数字图像 

Figure 3-16 Car detection examples on (a) UIUC test set A, (b) UIUC test set B, and (c) 

some other digital photos 
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(a) (b) (c) (d) 
图 3-17 侧面汽车检测结果实例：漏检的情况(a,b)和误检的情况(c,d) 

Figure 3-17 Car detection results: missing detections (a, b) and false detections(c, d) 

3.5.3 视频文字检测 

文字检测是在输入图像中判断文字是否存在，并且定位其位置的过程。

本文把所提出的方法应用于视频文字检测，以检验空间直方图特征对非固定

空间结构类型的物体是否有效。在实验过程中，文字模式定义为尺寸为

50x20 的图像块，并且采用空间直方图特征建立文字检测器。文字行检测分

为两个步骤：第一步采用文字检测器扫描多尺度的图像金字塔，产生文字区

域图；第二步利用文字行分割算法[84]在文字区域图上获取文字行。图 3-18
显示了文字训练样本的一些实例。 

 
图 3-18 文字检测训练样本示例 

Figure 3-18 Some training examples for text detection 

 

我们建立了一个包含 2936 幅视频文字图像和 12313 幅非文字图像的训

练样本集合(样本尺寸是 50x20)，还收集了 2012 幅视频文字图像和 6865 幅

非文字图像作为训练分类器时的校验测试集合。230 幅不含文字的自然图像

用于产生反例集合。经过训练，最后得到 17 个空间直方图特征（如图 3-19
所示）用于联合直方图匹配，32 个空间直方图特征用于支持向量机分类

器。支持向量机分类器采用径向基 RBF 核函数。 
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图 3-19 文字检测中为联合直方图匹配选取的 17 个空间模板 

Figure 3-19 17 selected spatial templates for cascade histogram matching in text detection 

 

 本文方法在公开的Microsoft Research Asia(MSRA)视频文字图像集合上

[85,86]进行了测试。在网站(http://www.cs.cityu.edu.hk/~liuwy/PE_VTDetect/)
上可以获这个测试数据集合。它收集了MPEG-7 数据集中的 45 帧文字图

像，总共包含 128 个人类肉眼可以辨识的文字行。 
本文采用了两套实验方案在 MSRA 测试集合上进行测试，从而分析层

次分类器中不同步骤对系统性能的影响。第一套方案只利用联合直方图匹配

方法进行检测；第二套方案利用联合直方图匹配方法和支持向量机分类器组

成的分层分类器进行检测。可以通过改变联合直方图匹配的阈值，获得不同

参数条件下的测试结果。表 3-8 显示了这两种方案的测试结果。其中参数条

件 1 中的联合直方图匹配的阈值比较大，所以获得检测率比较低；参数条件

2 中的联合直方图匹配的阈值比较小，所以获得检测率比较高。 
表 3-8 文字检测算法不同阶段在 MSRA 测试集上的测试结果 

Table 3-8 Results in MSRA text set by different phases of text detection 

 正确检测 
的数目 

错误检测 
的数目 

检测率 检测 
精度 

未使用 SVM 78 112 60.9% 41.0%参数 
条件１ 使用 SVM 72 2 56.3% 97.2%

未使用 SVM 119 237 93.0% 33.4%参数 
条件２ 使用 SVM 114 5 89.0% 95.7%
 
为了对算法性能做一个整体了解，我们通过逐步改变联合直方图匹配

和支持向量机的分类阈值，在测试集上运行文字检测算法，从而获得相对应

的检测率和误检率。以下列出了在 MSRA 测试集上的 ROC 曲线和 RPC 曲

线，分别如图 3-20 和图 3-21 所示。 
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图 3-20 文字检测算法在 MSRA 测试集合上的 ROC 曲线 

Figure 3-20 ROC obtained on MSRA text detection test set 

 

 
图 3-21 文字检测算法在 MSRA 测试集合上的 RPC 曲线 

Figure 3-21 RPC obtained on MSRA text detection test set 
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表 3-9 列举了在本文方法这个集合上的实验结果，正确检测到了 116 个

文字行，误检文字行有 16 个，取得了 95.3%的检测率和 95.3%的检测精

度。和文献[86]中的方法相比，本文方法在检测率和检测精度上都取得了更

优的结果。图 3-22 给出了文字检测的实例。实验结果表明空间直方图特征

对于文字检测是有效的，本文方法可以检测复杂背景下的各种文字。 
表 3-9 视频文字检测算法在 MSRA 集合上的测试结果对比 

Table 3-9 Comparison of text detection results on MSRA test set 

 本文方法 Hua et al. [86] 
文字行数目，T 128 128 
正确检测到的文字行数目，TP 122 117 
错误检测到的文字行数目，FP 16 6 
检测率，TP/T 95.3% 91.4% 
检测精度，TP/(TP+FP) 95.3% 95.1% 

3.5.4 关于系统检测速度的实验 

除了评价检测率和检测精度等指标之外，系统检测速度对于物体检测算

法的研究也极为重要。尤其在一些实际的实时应用系统中，例如视频监控

等，系统速度是决定使用何种算法的关键因素。 
本文综合上述技术，实现了基于空间直方图特征的物体检测系统。该系

统的设计目标是提供物体检测的核心算法和框架技术，不限制目标物体类

别。目前，该系统能够处理正面人脸检测、汽车检测和文字检测三种任务。

采用的运算平台是 Pentium 4 型号的 3.2GHz CPU，系统的执行速度纪录如

表 3-10 所示。从中可以看出，基于空间直方图特征的物体检测系统能够适

用于实时应用。 
表 3-10 物体检测系统的执行速度 

Table 3-10 Performance time of our object detection systems 

检测 
任务 

图像大小 
(宽 x 高) 

单幅图像的 
平均检测时间(ms) 

正面人脸检测 320x240 pixels 100 
汽车检测 320x240 pixels 120 
文字检测 320x240 pixels 220 
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图 3-22 文字检测的实验结果：(a)MSRA 测试集和(b)一些其它图像 

Figure 3-22 Some examples of text detection: (a) MSRA testing set, and (b) some other 

video frames 
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3.6 本章小结 

本文利用联合直方图匹配和支持向量机等技术，提出了基于空间直方图

特征的物体检测方法。该方法有效的解决了复杂背景下的物体检测问题，具

有快速、鲁棒的特点。 
与其它大多数物体检测方法相比，本文方法具有更好的可扩展性。基于

空间直方图特征的物体检测方法不但可以处理具有显著空间结构关系的物体

模式，比如侧面汽车和人脸；而且可以处理不具备固定空间结构关系的物体

模式，比如视频文字。这表明空间直方图特征的表示方法能够适应不同种类

的物体类型。 
 实验结果表明，通过基于类别可分性和特征相关性的特征选择方法，可

以自动获取与目标物体类别相关联的分类特征。该方法适用于不同类型物体

类别的特征选择，它不但可以选择出有效的分类特征，而且在保证分类性能

的条件下降低了特征维数，提高了分类效率。 
综合以上因素，可以看出空间直方图特征具有推广到表示更多种类型物

体的潜力。因此，可以进一步对基于空间直方图特征的物体检测方法进行扩

展，本文将在下一章探讨这方面的研究工作。 
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第4章 基于纠错码多类分类器的多姿态人脸检测 

4.1 引言 

在物体检测领域中，人脸检测是一个典型问题，它的解决方案对物体检

测领域具有推动作用和借鉴意义。近年来，人脸检测研究领域取得了很大的

进展，但是仍然面临着巨大挑战。究其原因是人脸受诸多因素影响，模式变

化复杂。这些因素主要包括复杂的成像背景和不同的光照条件、人脸的姿态

变化、以及人脸的特殊状态(胡须、饰物和遮挡)等方面。类似这样的难题在

大多数三维物体检测研究中同样存在。因此，人脸检测中很多问题的研究都

有助于物体检测领域中关键技术的突破。 
第 3 章讨论了基于空间直方图特征的物体检测方法，并且采用这种方法

探讨了正面人脸检测问题的解决方案。在实际应用中，完善的人脸检测模型

必须能够检测多姿态的人脸。本章针对人脸检测的姿态问题进行研究，不但

提供多姿态人脸检测的新方法，而且在理论上为物体检测领域中的多类目标

物体检测方面拓展研究广度。 
本文采用基于纠错码的多类分类器，提出求解多姿态人脸检测问题的方

法。该方法以纠错码多类分类器为框架，将基于空间直方图特征的物体检测

算法推广至多姿态人脸检测。此外，为了构建更有效的纠错码多类分类器，

本文提出了以最小化分类错误率为目标的联合训练算法。本文以深度旋转的

人脸为实例，对所提出的基于纠错码多类分类器的多姿态人脸检测方法进行

实验验证。 
本章后续部分组织如下。第 2 节简单介绍了多姿态人脸检测方面的相关

研究工作。第 3 节介绍基于纠错码的多类分类方法。第 4 节提出了结合空间

直方图特征和纠错码多类分类方法的多姿态人脸检测框架。第 5 节提出了根

据给定码本如何构建有效纠错码多类分类器的方法。第 6 节对所提出的多姿

态人脸检测算法进行了实验评估。最后是本章小结。 

4.2 相关研究工作介绍 

假定摄像机镜头位置固定，那么多姿态人脸是由正面人脸作深度旋转和

平面旋转而形成的，姿态空间由三个旋转方向表示，分别是上下旋转、左右
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旋转和平面旋转，如图 4-1 中的示例图像所示。 

 

图 4-1 人脸的多姿态： (a)正面 (b)上下旋转 (c)左右旋转 (d)平面旋转 

Figure 4-1 Multi-view faces: (a) front view (b) pitch view (c) profile view (d) in-plane 

rotation 

 

综合有关文献，目前的多姿态人脸检测解决方案主要有四种途径。 
第一种是基于单种姿态检测器的方法。在训练过程中，首先建立离散姿

态的人脸样本集，然后对每种姿态人脸都训练形成单独的检测器。在测试阶

段中，首先把每种姿态的人脸检测器都应用于输入图像，得到各自的检测结

果，然后将这些结果融合输出最后的多姿态人脸检测结果[97]。还有一种基

于姿态估计策略的测试方法，即首先采用姿态估计器得到测试窗口的大致姿
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态，然后通过相对应的某一类的单种姿态人脸检测器输出检测结果

[98,99,100]。 
第二种策略是把测试样本校正为正面向上姿态的人脸标准图像样本，通

过正面人脸检测技术判断其是否为人脸。Rowley 等提出的平面旋转人脸检

测器[101]属于这类方法。他们以正面向上人脸为标准图像样本，采用神经

网络计算得到测试样本的旋转角度，并将其校正为标准图像样本作为正面人

脸检测器的输入，来判断它是否为人脸。 
第三种途径描述随姿态变化的人脸分布，以解决多姿态人脸检测问题。

[102]采用平滑函数刻画人脸的姿态变化模式。[103]采用基于姿态空间为参

数的流形表示人脸分布。这些方法实质上试图建立人脸姿态的参数化模型，

从而把人脸检测和姿态估计在同一框架下进行求解，但是进展不太顺利。 
第四种方法是在实际应用中采用的一种工程手段，尤其用于检测平面旋

转人脸时比较有效。具体而言，即在正面人脸检测技术的基础上，将测试图

像按一定的角度顺序依次旋转后再检测其中的正面人脸[104]。 
与以上四种方法不同，本文提出一种新的解决思路。简而言之，就是将

多姿态人脸检测看作为一个多类分类问题，通过多类分类算法来直接求解。

这样做的动机是在人脸姿态空间中，各种姿态样本可以被认为是不同的类

别；其中每类的类内具有相似性，而且各类之间具有差异性。 
单个姿态的人脸检测（例如：正面人脸检测）属于单类目标物体检测的

研究范围，而多姿态人脸检测是一种多类目标物体检测任务。与单类目标物

体检测可以归结为二类模式分类问题不同，多类目标物体检测是更加复杂的

多类别模式分类问题。 
目前，解决多类分类的方法主要有三种类型。 (1)直接的多类分类算

法，例如决策树 C4.5、人工神经网络等。(2)将两类分类算法直接扩展至多

类问题，每一类都有一个分类器来区分它本身和其它类，例如 one-to-one，
one-against-others 等。(3)把多类问题通过编码方式转化为两类问题，例如纠

错码的方式(Error-Correcting Output Codes, ECOC)。 

4.3 基于纠错码的多类分类方法 

基于纠错码的多类分类方法是信息论原理与机器学习理论交叉而形成的

一种新方法。因此，本节简单概述相关的通信技术研究背景知识，在此基础

上介绍将纠错码概念用于多类问题的模式分类方法的原理。 
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4.3.1 信息传输系统模型与纠错码 

本小节仅对纠错码的基本理论进行简要说明，关于纠错码的详细论述，

请参阅文献[87,88,89,90,91]。 
提高信息传输的可靠性和有效性，是通信技术研究一直所追求的目标。

信道编码是提高信息传输可靠性的一种重要手段，已经历了数十年的发展，

在理论和应用中都取得了很大的进展。 
香农(Shannon)在 1948 年提出了著名的信道编码定理，该定理指出：对

于一个给定的有噪声的信道，只要发送端以低于信道容量的速率发送消息，

则一定存在一种编码方法，使得译码错误率随着码长的增加按指数下降到任

意小的值。根据这个定理，可以知道：如果采用信道编码技术，那么通过不

可靠的信道可以实现可靠的信息传输。 
信道编码定理为提高数据传输的可靠性奠定了理论基础，虽然定理本身

并没有给出如何去构造具体的编码和译码的方法，但是为信道编码的发展指

出了前进的方向。经过半个多世纪的努力，目前已经获得许多有效的编译码

方法，并形成了一个新的技术：纠错码技术。纠错码技术就是信道编码技

术，通过提高信息传输时的抗干扰能力增加信息传输可靠性。本文将不加区

分的使用纠错码和信道编码这两个术语。 
以纠错码为视角，信息传输系统可以简化为如图 4-2 所示的模型。在此

模型中，发送端的信源输出消息 u ，经过纠错码编码器编成码字 x ，形成信

号输入信道，由于信道传输中的噪声干扰，信道输出的信号 y 可能发生错

误，经过纠错码译码器对 y 中的错误进行纠正，作为原始消息的恢复值 û 由

信宿接收。 

 
信源

纠错码
编码器

信道

噪声

u x 纠错码
译码器

信宿
ûy

 

图 4-2 信息传输系统的简化模型 

Figure 4-2 Model of information transmission 
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纠错码的基本思想是引入冗余度，即发送端在传输的信息码元后增加一

些多余码元，通过检验和纠正信息传输过程的错误，以使信息损失或错误后

仍能在接受端正确的恢复，从而提高通信可靠性[87]。常用的纠错码有汉明

码、线性分组码、循环码和卷积码等。 
目前，大多数信息系统中广泛采用二进制形式的码。表 4-1 给出了一个

(7,3)线性分组码的例子。该例子中的码本包括 8 个码字，每一个码字由 7 位

二进制数表示，其中头 3 位表示信息元，后 4 位表示校验元。因此这个线性

分组码可以用于 23=8 种消息的传输。 
表 4-1 纠错码的一个例子 

Table 4-1 An example of error correct code 

信息组 码字 
000 0000000 
001 0011101 
010 0100111 
011 0111100 
100 1001110 
101 1010011 
110 1101001 
111 1110100 

 
为了描述纠错码的性能，需要引入汉明(Hamming)距离的概念。两个码

字 x ， y 之间，对应位取值不同的个数，称为它们之间的汉明距离，用

),( yxd 表示。例如， x =0010000， y =0011101，则 ),( yxd =3。在一个码本

中，任两个码字之间汉明距离的最小值，称为该码本的最小汉明距离，用

0d 表示。根据纠错码的基本理论，一个最小汉明距离为 d 的码，至多能纠

正个 ⎥⎦
⎥

⎢⎣
⎢ −

=
2

1dt （ ⎣ ⎦a 是 a的整数部分）个错误。例如，表 4-1 所给出码本的

最小汉明距离 0d =4，它可以纠正 1 位错误。 
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4.3.2 将纠错码应用于多类分类方法 

在信息论中，信道是指信息传输的通道。实际应用中通常所利用的信息

传输通道包括通信中的各种物理通道（如电缆、光纤、微波线路等），以及

磁带、光盘等信息存取设备。信道概念的关键是有一个输入以及一个与输入

有关的输出，信道可以抽象的用输入与输出信号之间关系来表示。因此，任

何为了某种目的而使信息不得不经过的通道都可以被看作为信道，例如一个

分类器的输入到它的输出就可以看作是一个信道。 
Dietterich 和 Bakiri[92,93]把机器学习中的分类器和信息传输模型进行类

比分析。待测试样本的类别号通过分类器这种信道进行传输后，输出预测结

果的过程，相当于信息传输过程。在此过程中，存在着诸多由于样本集合、

特征选择等带来的噪声源，所以类别信息发生传输错误。因此，把纠错码理

论引入机器学习领域，有可能提高分类器的可靠性。 
在此分析的基础上，Dietterich 和 Bakiri 首先提出了将多类分类问题通

过纠错码方法分解成多个两类模式分类问题，构建成纠错码的码本，并以此

为基础获得多个单独的两类分类器；采用纠错码译码器来纠正两类分类器单

独发生的错误。很多实验表明[94,95,96]，这个框架可以增加多类分类问题

解的可靠性，提高分类性能。 

假设 )},(),...,,{( 11 mm yxyxS = 是一个多类问题的训练集，其中每个样本来

自特征向量集合 X ，即 Xxi ∈ ，样本类别号 iy 不局限于二值集合，而是取

值于离散值类别集合 }1,...,0{ −= kY （ k 是类别数目），即 Yyi ∈ 。多类别的

模式分类任务就是寻找一个函数 YXH →: ，将任意样本 x 映射到类别集合

中的一个标号 y ， Yy∈ 。 
在纠错码框架中，解决多类分类问题的第一步是分解成多个两类模式分

类问题，构建成纠错码的码本。一般的做法是根据类别数目，采用相应纠错

码的码本。考虑一个取值为 0 和 1 的码本矩阵 Z ，其大小为 nk × ， k 是类别

数目。码本矩阵的每一行对应一个类别，分配为一个长度为 n 的二值(0 和 1)
符号串，称之为码字。码本矩阵的每一列根据列中的二值符号，将样本集合

重新划分成两个新类别，称之为超类。 
基于纠错码的多类分类方法的过程包括两个步骤。在第一个步骤中，针
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对每一列码本训练一个两类分类器来区分所对应的超类，从而形成了 n 个两

类分类器，这些两类分类器被称为单分类器。第二个步骤是样本测试过程，

将待分类的新样本分别输入到 n 个单分类器进行测试，将分类结果串接成为

一个长度为 n 的输出向量；最后，根据输出向量和码字的距离进行译码，从

而判断样本的类别。通常而言，译码采用最小汉明距离原则，即寻找与输出

向量的汉明距离最小的码字所对应的类别号，作为分类器的输出。 
如果信道的输入输出是离散的符号，而且信道的输出只与当前时刻的输

入有关，则这种信道称为离散无记忆信道。可以证明[91]：在离散无记忆信

道中，最小汉明距离译码原则与最大似然译码原则等价。如果单分类器之间

彼此不相关，那么基于纠错码的多类分类方法所采用的最小汉明距离原则译

码就等同于最大似然分类原则。 

4.4 基于纠错码的多姿态人脸检测 

本文将第 3 章讨论的以空间直方图特征为基础的单类物体检测方法和基

于纠错码的多类分类方法相结合，提出了基于纠错码的多姿态人脸检测方

法。多姿态人脸检测过程的系统框架概括为如图 4-3 所示，分为两个阶段：

训练阶段和检测阶段。 
在训练阶段，首先采集大量的多姿态人脸图像样本的和非人脸模式的图

像样本，并提取其空间直方图特征，然后构建基于空间直方图特征的纠错码

分类器。其中，每个单分类器采用空间直方图特征作为输入，通过直方图匹

配和支持向量机进行超类的类别判断。 
和第 3 章中的物体检测过程类似，在输入图像中进行多姿态人脸检测的

阶段也包括三个步骤：(1)构建图像金字塔、(2)物体分类、(3)检测结果的合

并。第一步和第三步的过程类似于 3.2 节中论述的相同过程。不同之处在于

第二步中这里采用的是纠错码多类分类器，能够判断扫描窗口是否为物体目

标，并且确定其属于哪个目标物体类别。 
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提取
空间直方图

特征

训练阶段

检测阶段

构建基于空间直方图特
征的纠错码多类分类器

扫描窗口
图像

提取
空间直方图

特征

输入图像

纠错码
多类分类器

输出检测结果

...
...

训练样本

第1步：
构建图像金字塔

第2步：
物体分类

第3步：
合并检测结果

 
图 4-3 多姿态人脸检测的系统框架 

Figure 4-3 System overview of multi-view face detection 

 

针对多姿态人脸检测问题，假设要检测 1−k 类目标的物体，码字长度为

n ，那么加上非目标类，总计为 k 类。因此首先要构造一个 nk × 的码本矩阵

Z ，然后在训练阶段获得 n 个单分类器，最后形成纠错码分类器。 
在测试阶段，检测方法的过程如图 4-4 所示，其中扫描窗口图像用 x 表

示。对于每个单分类器，在扫描窗口图像上提取空间直方图特征，然后采用

直方图匹配方法和支持向量机分类器判断 x 是否属于相应的超类。单分类器

的二值输出构成长度为 n 的输出向量 ],...,,[ 110 −= nvvvV ，其中 jv 是第 j 个单分

类器的输出， }1,0{∈jv ， 1,...,1,0 −= nj ，输出向量和码字的距离采用汉明距

离进行计算，定义如下： 

)1,...,1,0(,||
1

0
−=−= ∑

−

=

kivZL
n

j
jiji  (4-1)

根据纠错码的译码原则， x 的类别是根据与输出向量距离最小的码字来

决定的，即： 
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}1,...,1,0|{maxarg)( −== kiLxH ii
 (4-2)

 
 扫描窗口

图像

x

单
分
类
器

( b0 )

空间直方图特征

子集s0

空间直方图特征

子集sn-1

支持向量机
分类

联合
直方图匹配

支持向量机
分类

联合
直方图匹配

单
分
类
器

( bn-1 )

纠错码
译码器

v0 vn -1

H(x)

...

...

...

 
图 4-4 基于纠错码分类器的多姿态人脸检测 

Figure 4-4 Architecture of the ECOC-based multi-view face detection 

4.5 构建基于空间直方图特征的 ECOC 分类器 

确定了码本矩阵和单分类器方法之后，最重要的问题是构建一个有效的

ECOC 分类器。文献中很少介绍如何建造一个有效的 ECOC 分类器。通常

只是独立训练单分类器，然后直接用于 ECOC 分类器，这样往往引起单分

类器训练困难的问题[105]。 
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本文结合空间直方图特征，提出了一个联合训练单分类器的方法。这种

方法以整体 ECOC 多类分类器的错误率最小为目标，依次选择空间直方图

特征和训练单分类器。 
假设要检测 1−k 类目标的物体，并且具有以下输入条件:(1) 空间直方图

特征集合 },...,{ 1 mffF = ，(2)训练样本集合 )},(),...,,{( 11 NN yxyxS = 和测试样本

集合 )}','(),...,','{( 11 LL yxyxV = ，其中 ix 和 ix' 是具有 m 维空间直方图特征的样

本， }1,...,1,0{ −∈ kyi 和 }1,...,1,0{' −∈ ky i 是样本类别标号，(3) 码本矩阵 Z ，

其大小为 nk × 。联合训练单分类器的过程如下所述。 
(1) 采用联合直方图匹配训练方法(见 3.3.2 小节)，为码本矩阵中的每一

列训练联合直方图匹配分类器，作为单分类器。这些单分类器

},....,{ 10 −nbb 构成了初始的 ECOC 多类分类器 H ； 

(2) 设置分类正确率初始为 0，即 0)( =preAcc 和 0)( =curAcc ;对于每一

列 ， 求 出 Fisher 准 则 函 数 值 最 大 的 空 间 直 方 图 特 征 if ，

}{ ii
select fF = ， }{\ ii

ori fFF = ， 1,....,1,0 −= ni ； 

(3) 计算每一列单分类器的分类正确率，找到分类正确率最小的单分类

器 )10( −≤≤ ntbt 。按照下列步骤为 tb 选择特征； 

(a) 对于每个空间直方图特征 t
oriFf ∈ ，在训练样本集合 S 上，计算

其 Fisher 准则函数 )( fJ 和特征相关性度量 ),( t
oriFfCorr ； 

(b) 计算特征相关性阈值Thre ： 

⎪
⎩

⎪
⎨

⎧

+−=
∈=

∈=

αα *)1(*
}|),(max{

}|),(min{

MaxCorrMinCorrThre
FfFfCorrMaxCorr

FfFfCorrMinCorr
t

ori
t

select

t
ori

t
select

 (4-3)

      这里，α 是权值( 10 << α )，本文在实验中选取 2.0=α 。 
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(c) 求出 Fisher 准则函数值较大的空间直方图特征 t
oriFf ∈' ，即: 

}),(|)({maxarg' ThreFfCorrfJf t
selectjjf j

≤=  

(d) 使用 'f 和 t
selectF 作为特征，在 tb 所划分的超类样本集合上训练得

到一个分类器C ，这里采用支持向量机分类器；把 tb 更新为联合

直方图匹配和支持向量机 C 的串行组合，得到一个测试 ECOC
多类分类器 *H 。 

(4) 计算测试样本集合V 上的分类正确率，即 

∑
=

−=
L

i
ii yxHsign

L
curAcc

1

)'),'(*(11)( ， 

其中 )(* xH 是对样本 x 的分类结果， }1,...,1,0{)(* −∈ kxH ，

⎩
⎨
⎧

=
≠

=
ba
ba

basign
    0
    1

),( ； 

(5) 如果分类正确率满足条件： ε≥− )()( preAcccurAcc ( ε 是一个小的正

数)，那么执行以下步骤： 

(a) )()( curAccpreAcc = ， }'{ fFF t
select

t
select ∪= ， }'{\ fFF t

ori
t

ori = ； 

(b) 把 ECOC 多类分类器 H 更新为 *H ； 
(c) 跳转至(3)，继续下一次选择特征的循环； 

(6) 训练过程结束，返回特征子集 i
selectF ，单分类器 ib )10( −≤≤ ni ，以及

ECOC 多类分类器 H 。 
 
构建基于空间直方图特征的 ECOC 分类器的流程如图 4-5 所示。 
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更新:

否

是

Thre

找到分类正确率最小的
单分类器 )10( −≤≤ ntbt

计算 的特征相关性阈值:t
oriF

}'{ fFF t
select

t
select ∪=

}'{\ fFF t
ori

t
ori =

*HH =

H

},....,{ 10 −nbb获得单分类器           ，

构成初始的纠错码多类分类器

初始化: 对于每一列,求出Fisher准则函数值
最大的空间直方图特征 .if

}{ ii
select fF = }{\ ii

ori fFF = )1,....,1,0( −= ni,

计算候选特征: 'f

}),(|)({maxarg' ThreFfCorrfJf t
selectjjf j

≤=

训练得到测试纠错码多类分类器:

（使用 和 作为特征）'f t
selectF

*H

是否提高了分类正确率?*H

算法结束，返回 和i
selectF H)10( −≤≤ ni  

图 4-5 构建基于空间直方图特征的 ECOC 分类器的流程 

Figure 4-5 Flowchart of constructing spatial histogram features based ECOC multi-class 

object detector 

4.6 实验评估 

本文以深度旋转人脸为例，验证基于纠错码多类分类器的多姿态人脸检

测方法的有效性。本文把深度旋转的人脸划分成为左侧人脸、右侧人脸和正
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面人脸等三个姿态。加上非人脸，本文要解决的多姿态人脸检测问题总共有

四类目标物体。 
采用纠错码对多姿态人脸检测的四类目标进行编码，码本 Z 为 74× 的矩

阵，如表 4-2 所示。这组编码的最小汉明距离是 4，根据纠错码理论，该编

码能够纠正任意一位的分类错误。 

表 4-2 多姿态人脸检测 ECOC 编码的码本 

Table 4-2 ECOC codebook of multi-view face detection 

单分类器

类别 
b0 b1 b2 b3 b4 b5 b6 

非人脸(C0) 0 0 0 0 0 0 0 
正面人脸(C1) 1 1 1 1 0 0 0 
左侧人脸(C2) 1 1 0 0 1 1 0 
右侧人脸(C3) 1 0 1 0 1 0 1 

 
为了训练 ECOC 多类分类器，我们采集了一个包含 11400 个正面人脸图

像，4260 个左侧人脸图像，4080 个右侧人脸图像和 17285 个非人脸图像的

训练样本集合(样本尺寸是 32x32)。还收集了大量人脸图像和非人脸图像作

为训练分类器时的校验测试集合。3000 幅不含人脸的自然图像用于产生反

例集合。人脸图像训练样本示例见图 4-6 所示。 
 

 
(a) 

 
(b) 

 
(c) 

图 4-6 人脸图像训练样本示例：(a)正面人脸，(b)左侧人脸，(c)右侧人脸 

Figure 4-6 Some examples of face samples: (a) front view, (b) left profile, and (c) right 

profile 
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经过训练得到了基于纠错码的多姿态人脸检测器，以及单分类器所采用

的空间直方图特征子集。对于每个单分类器而言，大约 9~15 个空间直方图

特征用于联合直方图匹配，大约 20~25 个空间直方图特征用于支持向量机

分类器，支持向量机采用径向基核函数。多姿态人脸检测器由 7 个单分类器

组成，通过汉明距离最小原则译码产生检测结果。 

4.6.1 纠错码性能分析 

为了分析所得到的基于纠错码的多姿态人脸检测器的性能，本文收集了

一个测试集合进行评价。这个集合包含 5400 个正面人脸图像、3011 个左侧

人脸图像、3546 个右侧人脸图像和 6257 个非人脸图像的样本(样本尺寸是

32x32)。本文称此集合为纠错码性能测试集合。 
表 4-3 报告了单分类器在纠错码性能测试集合上的分类错误率。另一方

面，我们将这些单分类器进行组合，构成了基于纠错码的多姿态人脸检测

器。表 4-4 给出了基于纠错码的多姿态人脸检测器在性能测试集合上的分类

性能。从这两个表中，可以看出，将单分类器组合构成基于 ECOC 的多姿

态人脸检测器之后，总分类错误率从 17.9%下降到 4.0%。这个结果表明，

基于 ECOC 的多姿态人脸检测器具有对单分类器的容错能力，可以从单分

类器的有错误的输出中恢复正确的分类结果。 
表 4-3 单分类器的分类错误率 

Table 4-3 Classification error rates of the basic classifiers 

单分类器 正确率 错误率 
b0 81.6% 18.4% 
b1 81.6% 18.4% 
b2 81.7% 18.3% 
b3 82.1% 17.9% 
b4 95.3% 4.7% 
b5 75.0% 25.0% 
b6 77.1% 22.9% 

平均 82.1% 17.9% 
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表 4-4 基于纠错码的多姿态人脸检测器的分类性能 

Table 4-4 Classification performance of the ECOC_based multi-view face detector 

类别 样本数目 正确率 错误率 
C0 6257 95.2% 4.8% 
C1 5400 98.4% 1.6% 
C2 3011 94.5% 5.5% 
C3 3546 95.3% 4.7% 

总计 18214 96.0% 4.0% 

4.6.2 在标准测试集合上的实验结果 

本文以 CMU_PROFILE 测试集[30]作为测试数据。这个集合有 208 幅图

像，包含 441 个从左侧到右侧深度旋转的人脸，其中 347 个属于侧面人脸。 
图 4-7 列出了本文的多姿态人脸检测系统在 CMU_PROFILE 测试集上的

ROC 曲线。 

 
图 4-7 多姿态人脸检测实验的 ROC 曲线：CMU_PROFILE 测试集 

Figure 4-7 ROC of multi-view face detection on CMU_PROFILE set 

 
图 4-8 和图 4-9 显示了多姿态人脸检测的一些实例。这些实例表明空间

直方图特征对于多姿态人脸检测是有效的，本文方法可以检测到复杂背景下

的各种深度旋转姿态的人脸。 
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图 4-8 多姿态人脸检测的实例: CMU_PROFILE 测试集 

Figure 4-8 Examples of multi-view face detection on CMU_PROFILE set 
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图 4-9 多姿态人脸检测的实例: 其它图像 

Figure 4-9 Examples of multi-view face detection on other images 
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表 4-5 列出了不同方法在测试集合上的实验结果。本文方法取得了比

[100,103]更好的性能，在相同误检人脸数目的情况下，获得了更高的检测

率。本文方法性能接近于[30]中目前最好的性能。和[30]中基于单类分类器

的方法不同，本文采用了基于多类分类器的解决框架，可以扩展到更多姿态

的人脸目标。 
表 4-5 不同方法在 CMU_PROFILE 测试集的人脸检测率 

Table 4-5 Comparison of multi-view face detection rates of different methods 

误检人脸数目

方法 
 

91 
 

700 
Jones 和 Viola [100] 70.0% 83.0% 

Schneiderman 和 Kanade [30] 86.0% 93.0% 
Osadchy et al. [103] 67.0% 83.0% 

本文方法 82.0% 90.0% 

4.6.3 纠错码与一对多编码的比较 

传统的多类分类算法有很多其它编码方式，本文选取了“一对多” 
(one-against-others)作为对比方法。如表 4-6 所示，针对三种姿态的人脸类别

分别设计一个单独的分类器来区分其本身与其它类（包括非人脸类）。这组

编码的最小汉明距离是 1，根据纠错码理论，该编码没有能力来纠正任意一

位的分类错误。 
表 4-6 多姿态人脸检测的一对多编码 

Table 4-6 One-against-others codebook of multi-view face detection 

单分类器

类别 
b0 b1 b2 

非人脸(C0) 0 0 0 
正面人脸(C1) 1 0 0 
左侧人脸(C2) 0 1 0 
右侧人脸(C3) 0 0 1 

 
为了比较基于 ECOC 的多姿态人脸检测算法与一对多编码方式多类分

类算法的性能，我们实现了一个按照表 4-6 中编码方式构成的多姿态人脸检
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测算法。 
图 4-10 给出了两种编码方法的一些检测实例。图 4-11 报告了这两种编

码方法具体的性能比较，列出了它们在 CMU_PROFILE 测试集合上的 ROC
曲线比较结果。从中可以看出，ECOC 编码方式取得了比一对多编码更优越

的性能，获得了更高的检测精度。 

 

(a) (b) 
图 4-10 不同编码方式的多姿态人脸检测结果示例：(a) one-against-others, (b) ECOC 

Figure 4-10 Examples of results with different codes for face detection: (a) one-against-

others, and (b) ECOC 
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图 4-11 多姿态人脸检测算法在 CMU_PROFILE 测试集上的 ROC 曲线比较：ECOC vs. 

One-against-others 

Figure 4-11 Comparison of RCO curve of multi-view face detection on CMU_PROFILE set: 

ECOC vs. One-against-others 

4.6.4 实验结论 

综合以上多姿态人脸检测的实验结果，得到如下几个结论： 
1. 纠错码方法可以解决深度旋转的多姿态人脸检测，在标准测试图像

集合上获得了和当前最好的研究算法相媲美的结果； 
2. 性能分析试验表明，纠错码方法在组合单分类器输出方面，采用汉

明距离最小原则译码的方式，明显提高了分类器的正确率； 
3. 与其它多类问题解决方法相比(例如一对多编码的方法)，纠错码多

类分类方法取得了更好的性能。 

4.7 本章小结 

本章采用纠错码理论，提出了一种基于纠错码多类分类器的多姿态人脸

检测算法。该算法通过纠错码编码方式把多姿态人脸检测问题分解成为多个

单独的二类分类问题，采用纠错码译码得到检测结果。每个单分类器利用空

间直方图特征作为物体表示方式，通过直方图匹配和支持向量机来分类。本
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章还提出了一种在给定纠错码码本的前提下如何训练有效纠错码多类分类器

的方法，该方法以整体纠错码多类分类器的错误率最小为目标，依次选择有

效特征和训练单分类器。实验结果表明，本文所提出的算法有效的解决了多

姿态人脸检测问题，取得了良好的检测性能。 
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结论 

由于物体检测技术在理论上的研究意义和在应用中的重要价值，它越

来越受到研究者们的重视，研究深度和广度在不断地增强。在计算机视觉学

科中，物体检测一直是极具挑战性的理论研究课题。在实际应用中，物体检

测技术对图像或视频进行模拟人类视觉感知行为的解析，在高层语义层次上

为各种视觉应用提供了更有效的内容表达形式，以及更具灵活性的处理对象

和处理机制。物体检测技术在多媒体内容分析与搜索、场景分析与理解、视

频监控、视频分析、模式识别等领域得到了广泛的应用。 
本文针对物体检测中的主要问题，在物体表示方法和物体检测算法两

个层面进行了研究，主要研究目的是探索一种有效的物体特征表示方法并且

应用于物体检测，从而提供物体检测的新方法。 
论文的创新与主要贡献总结如下： 
本文基于物体的局部纹理分析，提出了改进的空间直方图特征，用于

物体检测任务中的特征表示。概括而言，本文在物体特征表示方面的主要贡

献体现在三个方面：首先，以刻画物体的纹理信息和结构信息为着眼点，建

立了与目标物体类别相关联的空间直方图特征提取方法；其次，对空间直方

图特征进行了物体判别能力分析；最后，提出了空间直方图特征的度量方

法，使用 Fisher 准则函数和互信息分别度量空间直方图特征的类别可分性

和统计相关性。 
提出了一种基于空间直方图特征的层次化物体检测方法。该方法采用

空间直方图特征作为物体表示，并且通过由粗到精的策略，将直方图匹配和

支持向量机分类器构成分层结构的分类器进行物体检测。实验结果表明该算

法可以有效的解决物体检测问题，具有快速、鲁棒的特点。同时，该方法具

有良好的可扩展性，可以处理典型的物体模式，包括：(1)具有显著空间结

构关系的刚体物体模式，例如侧面汽车；(2)可变形的柔性非刚体结构类型

三维物体，例如人脸； (3)不具备部件结构及空间关系的纹理模式类型物

体，例如文字。 
在特征选择方面，提出了一种结合类别可分性和特征相关性的特征选

择方法，用于构建有效的分类特征。该方法采用分类器评价特征子集的性

能，选择分类性能高而互相之间相关性弱的特征，构成分类特征子集。本文

将该方法应用于构造紧致的空间直方图特征子集，作为物体检测中分类器算



结论 

- 91 - 

法的输入特征。实验结果表明该方法能够自动获取与目标物体类别相关联的

分类特征，它不但可以选择出有效的分类特征，而且提高了分类效率。 
将基于空间直方图特征的物体检测方法进行扩展，提出了基于纠错码

多类分类器的多姿态人脸检测方法。该方法把多姿态人脸检测当作一个多类

分类问题，通过多类分类算法求解。首先，通过纠错码编码方式把多姿态人

脸检测问题分解成为多个单独的二类分类问题；其次，每个二类分类问题利

用空间直方图特征作为物体表示方式，通过直方图匹配和支持向量机来分

类；最后，采用汉明距离最小原则的纠错码译码方式得到检测结果。针对基

于纠错码多类分类器的训练困难的问题，提出了以最小化分类错误率为目标

的联合训练算法。实验结果表明，该方法可以有效的解决多姿态人脸检测问

题，取得了良好的检测性能。 
 总之，本文围绕物体检测进行了研究和探索，取得了一定的研究成

果。主要成果包括：研究了基于局部纹理特征的物体表示方法，提出了改进

的空间直方图特征；提出了基于空间直方图特征的层次化物体检测算法；提

出了基于类别可分性和特征相关性的特征选择方法；将基于空间直方图特征

的物体检测算法进行推广，提出了一种基于空间直方图特征和纠错码分类器

的多姿态人脸检测方法；针对基于纠错码多类分类器的训练困难的问题，提

出了以最小化分类错误率为目标的联合训练算法。 
展望未来，物体检测领域还充满了各种挑战性的课题。除了对现有工作

做进一步完善外，今后可以从以下几个方面着重进行物体检测的研究： 
1. 在数据方面，需要建立更大规模、物体种类更丰富的数据库； 
2. 将空间直方图特征和其它各种特征进行融合；同时更加深入的研究

特征的自动提取，包括语义层面上的的表示特征和判别意义下的分

类特征； 
3. 在物体检测方法方面，将基于学习理论的方法和基于部件的方法进

行融合；同时可以考虑将物体检测和图像分割相结合，从而提高对

图像场景理解的准确性；还可以结合场景中的上下文知识，提高物

体分割的精度； 
4. 在机器学习理论层面，可以考虑将半监督的在线学习方法和增量式

的学习方法引入物体检测的研究领域。 
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