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Abstract

Abstract

It was about the initial stage of the computer coming into the world that
scientists and engineers began to pursue creating a machine that has the vision
ability similar to human beings. Object detection is the fundamental function and
process of human vision. It provides essential preconditions for human beings to
understand scenes in the real world. As an active research area, object detection
has been attracted more and more attention. In computer vision community,
object detection has been a very challenging research topic. Moreover, the object
detection technology is significant in many real applications.

This dissertation aims to provide a generic object detection framework by
exploring novel features for object pattern representation and applying them in
automatic object detection. Some key issues and techniques of object detection
are discussed and lucubrated, such as object feature extraction methods based on
local texture analysis, efficient feature selection methods, object detection
algorithms based on local texture features, and multi-view face detection
algorithm. The detailed descriptions of the above techniques are as follows.

1. An object representation method based on local texture analysis (i.e. a
kind of improved spatial histogram features) is proposed in this dissertation.
Motivated by the observation that objects have texture distribution and shape
configuration, this dissertation proposes spatial histogram based features (termed
as spatial histogram features) to represent objects. As spatial histograms consist
of marginal distributions of an image over local patches, the information about
texture and shape at different scales of the object can be encoded simultaneously.
This dissertation presents the extraction method of spatial histogram features and
gives quantitative analysis of the discriminative ability of spatial histogram
features.

2. A generic object detection approach based on spatial histogram features is
presented. This approach uses spatial histogram features as object representation,
employs histogram matching and support vector machine to construct an object
detector based on a coarse-to-fine strategy. The object detector receives image
samples of a fixed size as inputs and initially produces spatial histogram features
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from the image samples. In the coarse detection stage, the cascade histogram
matching method rejects most non-object instances. In the fine detection stage, a
support vector machine is used to verify whether or not the remained samples are
object instances. The proposed method is efficient and robust to object detection,
and it can be extended to generic object detection for different object types
including rigid objects, non-rigid objects and texture rich objects.

3. A feature selection approach based on class separability and feature
correlation is presented in this dissertation. Traditional feature selection methods
have limitations, such as expensive training time of selection procedure and low
classification accuracy of the selected features. The proposed method uses Fisher
criterion to measure class separability of each feature and employs mutual
information to calculate features correlation. Optimal feature subset is
constructed by selecting uncorrelated and discriminative features through
minimizing the classification error rate. The proposed approach is applied to the
spatial histogram features based object detection tasks to learn spatial histogram
features for support vector machine. The experiment results show that the
proposed feature selection method is efficient to extract informative and class-
specific features for object detection.

4. A multi-view face detection method based on spatial histogram features
and ECOC (error correcting output codes) multi-class classification is presented.
First, we use the ECOC multi-class classification framework to extend the spatial
histogram features based object detection approach to solve the multi-view face
detection problem. Second, we present an approach for designing efficient binary
classifiers by learning informative features through minimizing the error rate of
the ensemble ECOC multi-class classifier. Finally, we conduct experiments to
evaluate the effectiveness and robustness of the proposed multi-view face
detection approach.

Keywords Object detection; multi-view face detection; spatial histogram
features; feature selection; ECOC (error correcting output codes) based multi-
class classifier
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RE, AR TR A B st P de 1t 1 22 00 BN T e

IETFEHLEE L N R A BRI A N IR e 1, AR S
FLOKRI—AREABER . N TIRRXAHbr, fAWkigE. 38 Mige
T REEFATINAE S L DB 2 SRR T N N R R G it
1T T LSRR, JF HOA LS B BEAI A 2 0 o DA S N3 R G 2121
ZBR T EAZ A EREN, E2 AR R A k. 5
R TR, B AU M A T A UORB R AL T RE . B
WF AR A Bk S B A0 TR 7 VA U N HEAT T RBE T ST, IS T
RRBERE, IF— HAEAWRIIES J1 o W XA T3 [ BEAT WFSERUIT A BT HUAS (1 32
JE(ELHE B EHLBE BRI SR BE . SRR Ge4%),  feddt 1 4 A4 ) 4k
AN AL BE 2 B A e

ASCIIWEEN B IR T LR R o ia e . B Se Y el T AT 9T, A
W 1 EEITH R R — P R AR IR s O iR O F BN - R
I, A P A I PR BT 5 i

AL, PR IS — A FE B R T T A . g IR A
B LU H AR A, W ARG DN F) 2 Aol 2 6 B 18 mh er il H b ) 1 (1 £
£, I HE AL H AL .

MONEISER , DRl T SRR EIrEl . 1B 1-1 2 ik
Migzrple —IEEGHSA 2R, Bl N 18 X7 P
PRI AT 55 ) A2 B B e A H An i, R Boh S5 H s ik, WEREL
PRI . AL E . K/ BEREEE . BEHWRNSFEE, WL
ST AT EMR N R AR SR A I E IR o AW AR I Rtk |,
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Figure 1-1 One example of object detection

FURT, A 5 R 52 215K B 2R FEAN Tl FUBCROM 2 11 93, ST LR
N, S XIS A AE BV RN, 2 i E#RSERAG 1 2 R K Sl g

W I PRI R R BN TR BT, RS
400 e i BEAR R R 5 o ARSI 5 AR TR SR USSR K ) R U e i
FE, JEX ULV S RE I M AR AR RE T (KA o 0 AR 0 2 — 005 A0 14
W AR, e L BIEGA P, BGRBIAMPLS 7 2 5E 2 A2 R0 5, H
TR Wi A I LE AU 1) e o AR v SR LA B el o 1) — AN SR ) A, )
PRI T T R T3 — D YRR R N RIS R U TAR BB, R A
EPNIE =R I

M ER, DV TSR BAT AR e I DL S A e e K5 B
N BT R B TR I R, R AR KK SE B N R A iz (I ag,
W2 BAE R B R s r SR, P a5

5 2 AR P A s, 0 ARG DM AR Tl DAY s o) 22 WA B4l 1A T 41 3k
AR R I T g . FEHREA IR AR E N W A A I 52 AR RAT BB b (11 SC)=
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K EDARIE S, B RN ERE, R LR M SCARE B 505 B
W&, RERABINAL Rk Ak B AN R 2 BEAKE

75 VAR B AT, AR B D 37 5 23 B 55 AR (VA 25 B 00t 1 T 4%
PE, WP AT AL MR )R 1) MR R 2 Ta) ) 22 ) 5 AR i A
JR A S S5 R mT LA 2P s N IRIRLSE R g, AEA HLas N R SURENS 1 W
Fl (2R 5

FERRATU N 325 00, A B AR T DUA B I 0 5, W] 3 428
XRMAT A BRI EIA 37T DLAE A fifh (0 M 4 s A0 Bl b i
SEHET PRI AR R B, 8 52 1 D e (¥ er 2R ST D e

FEIRT AT 55 I AR SR Ak, A DN B A D UM L3 i T RN, TE
JCT RIS B, N IR B SR R 2 ST R AN ) E i 1 5
SRy, AR AR G 1) a5 i Ak PR A

SRS, DA I e FE U 1K) — TG BB, B A2 1 L
i b 2 B AR AN = Y AR

Zi EPE, DARRIIBOR RS R A B B R, i H R AR A
A AE

1.2 A den ) 43is B i SR IR

P ARSI 1) VR i 3 I [R) S AR 2 1) BT AR K IR AR B 22 5, JL R D2 )
REA AR LS, 1 HBBOCIM BT st E 24, i, Yok m
SR LS U AT AT R S O MR FE SR F R P AR S IR R, AR5 R Y T 28
EREAT HAR 2R

AR SR A DN AUk PR 9 B R 2 D AN D Tl SRR MR R
INJTVE s DT R A TR e G ] £ PR R SR IBURRAE , BE AT R R s PR
FUGE PRI T3 3%, BT EE g R 1) 1) AU G o ) P s 02 s R A Wi 00 1 (1 £
fE o ALIGXPRI Gy, Ao Tl 5k S5 W ARy MR 7 g i AV A e i 4k (R T 5
LR NIRRT INAE D — A SR ) L, £ A AGr I AU A o S (e, [Tt
ATOE B A 8N A 7 VR T S IAR o

1.2.1 YR IER T

AR TARZ L W R ok s i, I BT iz B W der i e TR
A gk, KRB IR LRSS R AR BB EBERRFIE . DG

-3-



I 73 AR T2 22 1 S

(TN 5B % 1N B S B 1 NN E Al S 1

1.2.1.1 BRERFHE

PRSI 5 e IS B SEE AR, BB R AEARAE, BHEKE
(ERIPAEREFSE(E P

IR BEARLN N 2 W s D WS 2 (M) 5 B, A K AR JR ) AR PR A 2K i
BIG o R S AR e A0 1) g 87 B V0 0 G AR R AL HZAT e TR B — > 1
e . KX M 70, Rowley %[1]F1 Garcia %5 [2]3E47T T A MGG,
Kim S5 [3EAT 1 30l o 5 A 2% 1y — i Ak B 77 vt 4 v 4 ) i K AT 3 B
4353 FT(PCA: Principle Component Analysis), £ GER=EET I, JEREr
fIEZ TR AR G, 19 B HE R E A5 fe KR S FORFN IR JRAG R AR o X 7 VR
MR ZE PCA J7ik, BN Turk S5[4138 4, JF HACK M HE
Bl T PRI 5 TR0 I AR o Ty — P R A T X ek ) ) 43 AT (LDA:
Linear Discriminative Analysis). A3 5> 2t 7 iEAN I, XA XA EAE &
Y 1) IR FEARL In) 20 ) o 220 1 288 ) m) X 2 7 1) AT SR AR 4 A A0 1) K e
KREFE ERX AR50 . X PR 5 % LDA J5ik, B Hur AKiR
AT FRARAT v, HAS T B PCA 5 v S A B R S P E 5] .

U S, RGBSR A A UE YE, IR R AE BER
PRI R R R 7R T, AR AR 2 A rh A3 21032 (N H o AR ST ] PR/ 413X 77 1
WA S LAE . Swain Z5[6] 1 56 51 N 7 BAE 4 W) AR 1 38 5
fiE, BEJ5 Huang &5 A[7]HE 25 (A AHOCHERE & ik N R (A B 7 BIRR AR, $H T8
A7 2 IR AE (Color correlogram). X 9 FF 7 vE7E G R R« W) R R i3 [8] 55
SUECAT T WA . AR IR T, Schiele[9]155 M40 T — MR A
ANARPERERY, JFH T HOA YR R A R, e g T EIDL R 7k X gy
k. AARZ AR Tk w7 EE BRIE, B, Hsu Z5[10]4F
YCoCr F €075 1] Z) ) N J B 2 (KRR AIE , 8 A e R €00 PR o 1 L T N s A ) )
R IR IR BUAS T AP RO

EIGAR = AR A T W SR o, T DL R ah £ v SR, (H2
B o2 SRR RS R 5

1.2.1.2 {BGHF4E
WA TR JUART S 4 BRI (K 984S, R B e S sl T [r) TR AN 3% 2 vk
4, R LNEME R ERA I A B, XSRS AR R B T AR K 3 RN
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Wk . ANFZEN P BA RS0 A AT, B IR 2 w50 & i H 14
SRR R R A%

7 UG P 4 B0 SR AE (1) — PR B 2 1 S T8 ik 25 AR 7 VA IR 4k Ak 2 R
oA G EE, RER LSS BRI R E . G Bh RS S D415 B —
M E . Felzenszwalb [11]J#E4T AR E LA H Canny U2 EIXHT NI TE
RBEAT B, ERT K G Rl 2 5, 0 AR UEEE T VA AT N
TG S SR T AR IR IE . Smith 5 [12, 13]4E A AT 14 th 1 9%
s E SO KRR 2L G KIS X k. Cai 25[14,1514¢ 1 T 7E
YUV ¥ 8 73 0] 38 3 3 Gkl 77 v 38 A6 S0 XM Bk o 1407 W 210 415
S — MR . Bernhard S5[161K & T-ih & 7 I A/E e, SEOL T —A
SEI RS I 2R ¢

1.2.1.3 SIBHHE

AR A3 AT A G AR BRI — R R T o LS SRR IE R I SRR AE o 2 R
(FIARFAE FE B V202 30 G AR e BRI, R AR e REUVE MR AE . 7R 1A
R ATk, A K B G e B A L, R DUR SR AR, sl S E AR )
REAIE S5 DX 3k, B SR EOREAS W) A (1) Ak R R 1iE . M.Zobel 55 A 7E JPEG
EUR B R 52 A (DCT) RETHREUEAL . IRIE. &7, WK, TE
SERFAE DI, T I N M 2 R R R A I N Kz [17]

7N AR A AT o3 B H R (R s, 8 AT D JR] A 2 SRk AN R
XS EAT o i, A E— R AR R 40 [18]. Papageorgiou S5 A H K41
Harr /NEREAENFRIE R &, 8 T KEIERGIFEAR, #id SVM PLEISEIL
MK I[19]. Christophe Garcia 1 Georgios Tziritias it A &5 /N i 4% #
RE T A M, 20 A B SRR AR, AR T I TR A 1
Bhattacharrya [ &5 2347 70 S8 43 21 A AE N 199 40 51 KL W [20] » Waring 45
[21]48 Gabor H J5 EI4E WAL, @i SVM HLHI SRR o

BIOECREAE v DL U R sk, DRI R K. BAR Harr /b ik R4
(1) 155 40 B 2 TE R AE [21) A PRl v 50045 A, (ES R A T AR K W I ki
i) A" BEA% 3k £ 1 LTS T ARSI R AE

1.2.1.4 BER X TR F51E
Jg 8 DX 3 A s AR AIE R A SRR 1 A AR X R B T AR A
(B 355 R P e 0 25 T T 1 AR A AR A A8 1) SR BB X 3, 4R i o 1K 6 J) 358 IX 3
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R EURFAE R R A

Lowe[22]#% H! T SIFT (Scale invraiant feature transform)fiiR4FE., —4
J A R B 5 R o i 4 X 4 ASFIX I, 407 Im s 8 . MR IX
RN TER— A 128 e 7 Bl o BRI REAS s vh 55t oAH B 3 207
), B0 E) T XN I . SRR A (LBP: Local bianry pattern)&
— R DL ZI ) AR SO I R R R AE . Hadid 25[23)R B LBP X % i EE EAT
A B, 132 LBP K&, SRJ5 4 H w4k H 7 B3 I SR R SUBE A A AR A
SRR . X IEAE S BRI S A 2] T N H

JR AR AR R AR T A LR G IR T ORI SUHAE AR E R, HE
JE A3 2 1) 53 FERF AR AEEOL =

1.2.1.5 EF B4FE

TR —ANgbE, BRI T e MmN, WarLluig T4
TR E . — &M S, BEE B T BRI AT g0k, sk
R ER S R ENFAE . LG THE . SRR S 2R R R E . Btk 2 4h,
YRR E T K, B4 2 4 #2% EHJ7 Bl (Multiresolution  Histogram)
7% ) B J7 P&l (Spatial Histogram).

% 53 WA GO ARAE JRU G BER 1R v o i ek B0k AT 265 AR 4 21 1 €]
B. EZ2nHEEB LS RBMETE, A2 HEHETE.
Hadjidemetriou %#[24,2511z Fl £ 7 #% % B 7 BT SCBEE 5395, HUAS TR IF 19
gh o IRy B A A AR K A3 s DX R SR A T BRI
B o R FH 2 100 T P PR A5 SO R 20 (1) 8 ) 4 4 6 SRR I TRV AIE X 36T Y
10 BB R B A B R [26,27].

BT BURFAE L AAE T o] AR G R IR WA TR GO . RUBE R 23 (1) 45 44 55 5
TR B, AR 5 i B A3 30 R RRAIE ) = e 0

1.2.1.6 M4 FERY 14 BE ELER

K, ARG BIREERER 7L, JRAER 11 T AR PR RE
L. ASCELEBA RVEg AR a1, SO eAms . & LR s
AN R ) A PSR U PR RS AE o (AT HR K, Bk LR 7 vk 2 e 58
A BEAIST, ST (A AT AR SCIR 3 o BT X AN RN FH 75 5k, w] BLIE
ANFHRAE
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2 1-1 A AJRRAE RS IR T vk R

Table 1-1 Comparison of different methods for representation features

LR BARF A A R
KRG R E | ORREENREG | /T DL ER MRS EE | 6. R
Ik e ME PRI M 75 1R 5% Wi
AERFE BRI ZARERTL | 20 w7 4k X0 R | A5 R IR
%7 1] Az, SR R
SURCRER (R T IO (R AR e | ] LUAT 28R s ) THEER
E R (EVSERR(E
Ja H DB | FEARS RSUE IR | LRE IS T MR SUEL | RRAEAEROE
R AL D3 E AR BURFAIE EESYIlEET AR DS
E L | SRECE AL 2 | R YR AESUEE . OB | Ak 17 B R R0 vy
A i L AN 2% ) 548 1) S

1.2.2 ¥ {keem A 3%

LI A PR YIR SN B DRI Al LRI o0 R IR 55 o Pl
R H AR AT INAE ST, BRI H b S8 ik, 2 Rl 2R H AR
AL S5, 5 BEAE B[R] N3 22 Bl ST (¥ H b R S K

Py A I 1) 2R AR HL & 2 ST 5 ik vk BBFEA th— DR SR &
s KRHIWLES 22 ST BEAR AT 20 28, I L2 5 e T H sk, — Bk
YL DVARA I 53w LA S DRSS T4 SR R R AIE 1K) 5 R A T J)
AL IR 5%

1.2.21 BT ER/RRMFEN T

BT 2 R R AE I 7 1 AR B AR SR RS URRAE, R 43 a8 %
X PR 255 . Roweley 2%[1]F1 Carcia 25[2)% FJ N AP M 28 AT A
K LTI . e T/ REEFAE, Osuna Z5[28]F1 Papageprgiou %5 [29]1)I
2 SRR 1) B AL BRI BS A4S . Schneiderman 45:[30]HH 55 DL - 37 % ]
Kyl 2 S8 A FVR4E . &L, Boosting HET 2 M TWAAK I . Viola
45[21,31,32) i st N H Adaboost SyEASII A, Li ZE[33]KF X AN i v HE
IR 2 AN 2. Chen &5[3414E SC il b A F T Adaboost 5472
PR RGN RE . SLARIEIUE R T 5 A1 2% S AR R AR I Ak, A 36 W
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A [35,36], TN [TIRIE & d P T 5 A 7y 4 [38]%

1.2.22 BT R ER 7 E

BT R AR R ) 5 i R A AR 2 3 A ML, R AR 2 )
(1) 5 K B P R 1R 2 531

Mohan %5 [39]#4) & T AT NI AR A 8L, 3t ek 52 % ) 2 LA W 358 4 R AT
N AT 7 vE AT N BE R o Al 0y Sk i . BB N B R R T AR R A
Naquest %£[40] LAEIMG 4 B+ DX A e fik, A FH S R 20 S 2% ) B A 4k 2
Sil. Agarwal Z5[4114 FRFIE S B M T R ZE MR A, 83
P 2 TR (R B R R R AIE SR FH A 28 I 2 SRS N THT V< 4 . Fergus 45 [42]
Fl Leibe Z5[43,4417E A HRRAE sSEE BT RIS AR I AL BGBAF e, MR 2
RN Z K FR, I W2 R0 AT 2 P ok (r AR ), B0 36 BE 4T
LSO 8 W1 1 P o

1.2.2.3 X BRIkt

ERTFERZ T RIS H AR AR INAE S5, 22 28 H s pder il (1 At 53
TERBR SR T | AT DG . Schneiderman &5 [3014E47) 44 11 — 4 4225 73 it 1k
AEMAE SN LEENES, SR LSRRI &, 0 e
TE AR BAT Bl 107 e B e AR A AE, DLKR TIbph L. XA
JIEN 2 S N R AT ARG, B ARG IR . Lin £56[45]
b —Fh 2P KA Adaboost M A IIME, HILM T 2RI
Rl e ABATEAATRIZE RS . ARG LUK & 23 3 45 (1 AR Aer it o ), 24
TEREMSE I RE . Amit SE[46]3 T — Bl iR 20K 1) 22 2550 D Aer il 1)
S, JF HN T I b K SOy il 1) . X I AR 5 26
AT BEL 10 DPTHARECT A 1 AR Y, BT 37 . Fei-fei
Li %5[47,48,49] (i H] VUM HRHESE, &t 1 — Floa] 8 22 30 (K 9 A AT A
M5 XA TR R A A AN 10 MR LR, dndr A
W2 )BT 88 I AR B LR . H R, BTG RS T 101 AR
Rl o O 73R e A L) ARG I 2% 1) 2%, Torralba 5 [50]19¢ i 1 —Ff
AL, FEAN R ARSI 2 R E R IE R MR AR, AN [R50 (1 ) 4k
Far % o

B B G oy SR A s D00 55 TR 45 B R, W RS DN A R TR I
Tu 5 [G1132H T — AN EHR R i M HESEE AT 37 5 LA, I HESLIE B R
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a3 R0 W) R DU 5 R 5 38 i H R BT K B 52 R R 7% (MCMC:Markove  Chain
Monte Carlo) & 54 —Ab B, 5 2445 2 BB BIA [F 9 4 R0 1 5035855

1.2.3 ¥R s gty BB 2. A B 4G

WZEZEEIT T AR oTT, FEZEE. BIMER. HA Fn
oo BEAE, FAMNPIRMAEE MIT [ Media lab 1 Al lab. CMU [
Robotics Institute 1 Human-Computer Interface Institute . Microsoft
Research. Z%[E [¥) Department of Engineering in University of Cambridge %5,

SCHR[S 216 NG AS AT 5 AR BEAT 1 5L 4

1231 BETHRERENAZ

PP T Ve SR G % B RS AE, AR S AR B A 25 2% B 1 LA %
RARKHPANR I AAAE . SCRR[B3VFI A T K EIFRIE, BHE UG R a5 gs
P KFESSR R, AT e . NI LA 96 3R B — A B AL 45 4
Ton, IR HBERIEE, EAN RSN &M X2 R H R -
W J5vk. HANER AT N 5L, BIARYE — AN AR (— B2 5 A
B e — AN ERBROK IV N S 4R i X, H o 2R 7 — AN e el
FEL N 5 7 N AR X, AR e AGr I 45 N 48 B RFfIE « Morimoto 267 — M
Mk R L AL R AR AL L, A NREMER, LT EG 2 AR
(A I [54] -

1.2.3.2 =BlIES

AN 2 ) IR FE A R AR RS — M 1 2L IE 9 RN s 9 (R AR A R U g e AR
RS2 A B, RN HE R BT S RN A 1 — MR o 4 AL D AR
N0 W= o N R P o [ BN i = 2 NG = 2 N s W B ST P G U O Nt = N
AR N AR IAT = S USRI EE . N TR R IR R, 2
BRERENEAR. o, HEREIEAS EmdiRE. Bk, s mmna
B 27 3 5 1) D B ARG 0 1 T X 5 R B34 4 5T B AR

A REWIE, LTI Mg v 8 =00 7 iR 27 ARl 13X A~
A b XA MWATTI, — 7 MR R AR Ok b, AR T &y
%, W E R AT S35 IR AE N 43 R L B T S Tk
WSCFEm AL B RBERBIAY . DI s 5545 . il Viola S5[32]4# H
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T A A R IE I HN 2R KA 17, IR 72 AdaBoost 5% .

FE 853 43 AT A e /N 7 ZEE R S A B AR T, R i N B 1) 4E SO
G 25 i) TG 25 B0 A RFAE 2B ) I 4. JErp, RRIERS 7 VA8 80 T ) 2 Y
H4], e H—4URe Ak 1) & A Ze A & kAR A . 080 20 i % 18
(1) 32 B AR I 2 AR AR LA (R R E KR, T R B R 4E 20 At (LFA,  Local
Feature Analysis) U M Js 30 (1) JLART R AIE HH ke JEAT $is S I e i . K e T
DRI, 3 B ATSZ B AE ] LEA 2 — B 2% 1 B A Al 77 32:[55] .

YHE I APl (SVYM, Support Vector Machines) & — fh — ¥k i &I
(Quadratic Programming) J7i%, ‘& {EAbBORHEE 1R E A s, R
6 OIS A7 = 4 L THT B 30T 1 5 i oK 56 Ji 2 > ek FE[28]

Schneiderman 55 FH /N i K453 3 1R JR SR I, AR R0 S AR ik 2 T 1)
SAFMAT M, R Naive Bayes 432848 AW AK:[30]. Liu 5 i #41d Ak
AAE NG ML w20 A, KT Bayes 4325 #% 4 bt A6 [36]. ) LBP H Jj K
FFAEIE IS SVM 23 AR, 2 — g 7775 [23]

¥ 2 A ROR NI I e PR AT AL 6, R 2= S 15— &R Ig iz
SCHR[56]K A T Kohonen [ 21 2R i b i 25 ) NG FE AR AR A G AEAR S, Xt
B —RAEAGEAT Fisher Zeth A0, 3 28— 090011, AT A4 s B 45
TN, IR B B R A T8 ), Al T R AR B e A X
FE, T TR EE, HEHE T &SRR, 2R sk o2 & oK)
IR EPTIE B, T A I e SO . XS T — O TR A
Sz ARG

1.2.3.3 fHEZ W 4&

WA EE, A2 2t et — P FREAR IR 22 20 Ttk K e s
NIATI B T AR KR

MIT ()53 B L NI REAS SRR NI FEA SRR, DLINKFEA 5 A
B AR A G AN AR N AR A B 1K) 7 2 2 1) (K B B A1 D RO R AR ) f, R 22 )2 J
EN 5 (MLP) I 25 45 24 43 2K 45 [35] . CMU [RIFFTN 5% 456 DL IR AE 4 il 22 14 2%
Mg AN, vk 17— AR S5 1038 T AR AR AR e W 2% 00 e s, O
L 300 s 45 A 28 00 8 A U 5 R A AT AT AR AL R 2 A R AR A T
H % (bootstrap) (157 2] iU H, Xf 702848 — e, — Ak, JFHEAEDN
IR IR R 20 SR A AT 0 B REA NN 5 2 i B, AT D T FEAR SR 1)
AL, IFE D IS T AR Z 1K 72 S PERE -
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Feraud Z5[571FIFH Z MM 4. 2 2350 2% (MLP) R 24 o 5= A S 7Y
(CGM ,Constrained Generative Model), SZHLT —ANa] N H T Web A A KK
G 2R (P PR T AE A 0 N BRI 7 vk . Lin 25 [58)UI1 2k T = ANk FREHR v ok
(1) #th 22 % 4% (PDBNN ,Probabilistic Decision Based Neural Network), /T A\ i
R AR s A A IR, SR T — AN e AN N R S .

1234 BETFRBRAXRERBAZE

Lh R AT I R 2 A — N B O kA BRRZS B 3L, By IR ] I AR A
HMM 2 481X — L JR 0] KAL) N SRS AP AT L, A BEE 245N 1)
ZIH 4 A . HMM 3T 20« SRS RI I Z5AH Y. 19 S8092 2 W 1n 559 . Viterbi &
VAR ) ) 1) B [59]

ST N AR UL, BATAT DU E o ear A . BRI . s BEEATN e
XEE—NPA o IS N RAR 2f m DA o 6 3 2 X3 P A 1R TR ) SR A
X IF U A B R AT SRR R 25 S A S 1K) . Samaria[60]45 AR T AEH HMM #
T FEAT NSRS I 16 5090 o A AT A NI DX 388 1 465 M 4 J8 SR Al B R i R A
R PPRFIT B 1 44

1.2.3.5 & F AdaBoost B A%

Boosting & —Fl /> S ge fil & 590 . Adaboost 2% > 53k IR AL SR 42
PP B R EE I PERE, D, mT DL R 3 B AN AR e .
T IR — 2E 55 1K) 3 R AL AR T — NI 43 2K 4% o fE Adaboost H.34%:
o, TR L R E B RR R 55 2 S SV . Adaboost S I — AN kAR
i FERAG B — DRI 0 K . AN — RN — A 99 0 2885, AR
(R A 2 Y 3, AT AT A2 A Ak 28 — U 5 HE TR 95 29 2R 48 IE A 43 S I FE AR 1)
PRGN . WIEACE 2, 245 21 70 R4 8 0 BRE I 2549 21 (1) 55 70 K 4%
(1) — A4l A . Viola F1 Jones[32]4¢H T —Ff 3L+ AdaBoost Al 45 ik
2 1) L T S N A U AR o ARATT I R AN NS Fak B T 15 /b
O, 75 MIT 1 CMU AR EARGFIRIL. MSR HIWFFTE {1l 1
FIH 3 MR IXFE RIS, SEIL T — AN 2 A R I 509 [33] . At
i1 3t 7 Adaboost AR 7 74:[61,62,63]

1236 EFHABERHNAZE
NG V) I 60, 25 TR) PR R 0 A AR LS AR, R R ISR 5 ] DL
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IR o ST 7 5 1R B KA R R S AR AN UG . TR (o fs BRI T 1) %
HOR SRR O AR, H T REKEAR R G. B ®IH—. H
AT 2 2 T S R (L 25 5, B RGB B AL
Hegasn, USHAaEfER.

H.Martin B2l 7O RIRLRAE NGB, R — AN OB i N B
EIEFIRME, IR NGB o 828, LA H A b b 28 19 % 1) B N 1B AT R
[64]. Tony &K FH i 7R 4 15 8 (GMM, Gaussian Mixture Model)2 7~ A K Jik
tt R. G. B &0 ®MGI A0, Wik g i HIWi 5 22 & NG5 %
[65]. Ying Dai R B S, 4o NRIHSORRE, Bl T SGLD 3t
R 7 AT R I [66]. Wu ZEIE 78 XYZ Bt zsim) b, Xk Ak 850 3k
R BB 1) 43 A R ST S T RSO 1B AR R (W R A Y, AR SR Sk A e A
J k€ X 35k [67]. Hsu %5[10,68]7F YCuCr %t 7% [ %1 i A\ K B K REAE, 71
fiff R C G L TN IS A 00 ) A8 B B A T AR e PR 4 R

1.2.4 S 0K4EN B 7E7E 8Y o) B

AT IR BT, wf BUACEE,  NATIHE D A Asr i el Ce3kAs 7
IROR B, AB SRR I 5 VF 22 SE B ) Ao A5 ¥ 32 28 ) /UL 45 04 4 R LA
Ji Il
L EICAEMARE ST, SRRy Al BORE - A o BT R Tk
IR R R A, IF HLpi e R AT 55 I 280K, D3R 2 — A 1
AR R (V) T 1) L
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-13-



I 73 AR T2 22 1 S

131X EETE

W L E TR T

1 EVARER R ITET T, S 1 ek i v 55 AR, T AR
DAES5 R AR R 7 o 28 8] BT IEIRF AL S — A 4 5 SCB o0 A1 M s )
LR AR R s 5 ik o LA ZI i ) A 1) SCBE AR SN 4 ) £ SR8 A TR
sl FENE T AR HUT BRI SO VR o 205K BB R 8 X 4k
¥y 18] L5 R s WAk, IF HAEHCS H AR AR SEAR 1 Y (1 25 8] 1.
J7 IR AIE o AR SO 25 18] 5 BURFAE A A4 e it 4T T o0 #r, JF
HLAR Y T2 18] 15 R AT BRI 5 ik

2. AEWRALIN LT, S T A ) T B R AE ) = e A
ML o R 75 1) E 7 R A AR o, i phop 20K
(RISEmes, R 15 B UL RC AT 2 Fy 1) S B o3 SRS A8 20 J2 S A (R 0 S
BEAT YRR o

3. FERFALIEFET U, FEH T TSGR > PEAVER AL A SC IR IR 2B
Jitke TR RN 73 RAFAL, ASCRHA Fisher YN b 0 LA
SR 3 ) JEE 7 T 1 PR AR AU £ 2R T M VRS AU 2 1) 1R e AR 5%
P, I EL3 HB R e A0 20 6 775 925 R ) 3 B 80 2 18] L R ALE
%, RN R I I N AE

4. LS NERMITET T, Sl TR T AR 2 28 KA I 2 %
SNEATINTTVE . ZITE ARG 2 280 R as A HES, 2k =5[]
L5 R AR (R ) AR A I S ) 28 2 A NI Aer il o A S 2
M T 21 B 5 G Ay A 2 2 A N IR N 1) R i i 2 A Y 2R
Ir IR, AN PSR I8 1) R 125 8] 5 B AL 1) 40 A4 A6
TR . M Z R RGNS RET, AICFEH T B ME a8
RN HARINIRS GRS, BD B R AIE T SR AT 250 25405

132 XIS HRH

ANV S Ja B 2 H R .

82 BITE 7T RER LGB M AR R R Tk e R T Bt K A )
Ji BURRAE, IF HAgIR 1 28 1a) BT RS A A S U7 SR Jm x 3 1w) L7 ERFAIE
BEAT TR s BE U GG (1 N AS I D S8 s ], ik s n) By

-14 -



1T iR

P i A5 AT X W s A7 R £ R 531 g

55 3 F A AR T ) BT R AR AR TN S . B T A
RO SR AR GRS AR5 23l B L B VEBC AT SRR ) L0 2640, SR
T TR PERVEF LA S LR B 5 7% a1 P Hh g 44
LI A9 1) S B DA 45 2R

55 4 FON 2 B NIRRT I BEAT WS, A5 HE 1S A B BURR A (0 ) s
O R 2 LS NI R YE . B 5E 4 T A5 2 2R e as ATy
o JLRAEBLIEAN b, SR T T A 2 R A R ik e, 4R
T R /MbE 73 BB R RO HAR RGN ZR 0%, Al i 12 a) 15 TR Ak
(R 2HB 22 28 0 KA R 05 o 0 22 8 25 N A 595 64T S 38 B0

AT SRRE R

IJr e SISy, X SC AR T B4, JF AR T AR
Ji T .
133 BRI EETM

WICTAFM EZoTeR S 4 b .

1L ARSOETYRR R ESCE B, SR T b i s 1m) 105 ARk,
TR INAE 5 P R AR R 7 o 23 0] L7 PP AIE () I 220 1 ) Ak 1
SUHRAE S AN ) 25 M 5 6 o Seik (2 1) BT R S H b PR S0
FORHE,  BATX HAR AR A GE o, i ELRENS IE 1 1 25 Fh S AL )
IR R

2. R T 8] T R AL I R IR ARSI v . TR
JZor IR MRS BEAT 326, s ) R h R ksl . %05 k2
—ANE M AR IHE S, REWS iz H] 21 48 Fofr gt 204 288 551 10 18 0 A 0
RS, Ban O i ARl . BRSO IE AR 4%

3. PR T HE TSR0 Al o VEAVRF AR A O IR IR IR IE FE U5 ik . SR M Fisher
72 U b BN B A SR 73 ) JEE R AL 19 253 ] o PR Ik 2 Th) 1) 58 o
FORAE, PR SRR bR R /N HARIEFRRFAE 748 . VA AE AT
LI AT 200 20 JERF AL, 10 HLAE ORUE 73 RVERE M 211 1 BRAR Ty
(R S Y TV €

4. FRH T T AR 2 I RAR N 2 LS NIRRTk . TR
AEE S 22 J ) RAR IR, R B 23 Tm) L7 PR Ik 1 0 A A i B9

-15-



I 73 AR T2 22 1 S

Ji& B 2 A N Al () Ja . [RIE, %ﬂtﬁt?f%ﬁﬁ%%*/\%%&%
IR TR A () ) R, 3 M8 T DASe/IME 2 RS R0 B AR A I 2R 55
i ZEL UL IMEBE R R RN HAR, B IEPRHIE TR
W28, MR W T T 2 A5 A (1) 22 28 43 8 48 500 ol 5 TR e
1) 1] 78

-16-



5 2 7 3[R B PR IE S A 5

F28 ZE H77 B EREFIR S

215|8

YRR AR LSS U AR R I IR R A ) . — JBORE,  f HEES
AL AT AT LA bt o EATT 0 002 - ()Fe ik A2 & F AT B 10 2800 W] 73
PEs (2)Rr k2 18] 2 15 AR EL AR AL 80 H AN A O B)RF A T+ 23 2RI 119 70 S8 4 1%
REARA: GRS RABMRNT . M mE, Wk — M
L HA BRI AT 23, 1y HL IR AL & A ik 2 18] BT BN AR DR, TR
PIRANRFAERT TR IR AN B S A R o AE S SEI N A 2, TR
ZRPEW AN EE bR, w1 T SERR I A I AR g (K Y A AR AR AT
AEH R, AT S $R B[R] N L XL A AF IR AR, A8 A3 W AR s R AR (B 7
TR RN 2R e 1 S T I PR HE ) R

AR PRI R S AT, S T Sk K 1) HO R AR, T
PRI 55 IR AL R 7R o T RIS L, AR SCHE A 0 70 R A ek (1 72 Th)
L5 R AR 25 8] 5 R AIE o AR B () B R T 9 22 T B R AL 19 S X
JTAEANABN G A, I HAE R R 0 B8 R N RS I R 25 8¢ 2 T Ly B AL 14

T 4k
2.2 == 8] H 75 B E Y12 EN

RIS, B IR € R P i B A R E SO i,
N BRI S, X m il NG O N . G
G RA —E WK EE AT . B Ay TLZk o3 AT A SRS A, I 25
PR T NG G AR (1 SO A . SO AT W TR . 3R R RAE
Thfig, Al VLR R A IE D) I AL eR o A s 5 2 P Zhfe, ANFA) 44
HATAF s, FAEE — i X 2 AR A

PABEAE RS G AT, I RAEMER, XS B Res H T
R AP PR . 0 T R YA, AR MR 28 ) BT B R R s )
A, A R AU Y 5 el R 220 i ) A 1) 8 AR g B R OB BT
LECR A PR SRG : B—, SR SO R F R 1A, s B s R SR
LA 5=, MRBEAT RS HOCR, YRGS 7 X R

-17 -



I 73 AR T2 22 1 S

L5 R AE

25 W) 17 PR A S — b 4 15 U A AN 22 (8] G5 M I AR R R T ik o 125
T2 R T PR A8 ) 8 X sk ) 22 8] 5 B R s A, JF HLARECS H s 7SR E
JSEFR) Je FS S BRI

221 8BEHHE

SR EGHR A FEM S T BRSO MR I B4 WA
PEH . — Mk, SUB TR 7E B I S 300 Ja A =R e A1 10 HE 371 6
W o GBS0 T VL AT LU il = 2 SEvh By . g Ry pe AR L AR del 3%
[106]. A3CRH (M SCRFAE 2 3 —{H 8 (Local Binary Pattern, fi&jfx LBP)
FRfE. LBP B 7 & friate i —Fr B G 8k ik, wisEmy, o8
Bl e T 0 I T B S0 B 43 0N i 3 55 4313 [23,69,70,71]

LBP S FAMRE AR, ASCIUEH THASA LBP H 7. WK 2-1 it
i~ BAEG E MK EME RN G AL1<8). M TEGE P ESE, R

A e\ ARV 18 3 K AR T 53 LBP fH .
9;9,]9;
94199
9 97| 9

2-1 LBP F 5 PR 5 R
Figure 2-1 Neighborhood for LBP computation

WG AR R R BEE AT LU, R A T EHUE, MR ARK
LU

1’gi 2gO

0.0, <g, (1<i<8) (2-1)

S(ngi):{

¥ 8 ARG Z 0 (A, RIS i OB 2 LBP i, 5
Tk WK (2-2):

LBP = 3 5(g,. g,)2" (2-2)

i=1

-18-



5 2 7 3[R B PR IE S A 5

— NS LBP (sl i 2-2 s

o] 5| 2 1| ofo 1124 1{ofO LBP = |+8+32+128=169
71 6] 1 1 i b 15 8 §]
9 T 11 af 1 32|64 |12 2|0 |124

(al (b} (c) (dj

2-2 {14 LBP (¥4
Figure 2-2 An example of LBP computation

BT B T AR gL A, AR BT BERE Rk . o TR
BE, THESET B o7 B R R s P R E

® KA Uy 20— U7 iR AL B IR AR DL R O B

® KRG FHFEAA LBP &40 B G # 45k LBP B4 ;

® 5kt LBP B H 7K.

Kl 2-3 Wor 7L AR EEFAGE AR B& . e LBP BRI K LBP
HE. B 2-4 875 7 JUIRMIARZE BEMEIERE BB e LBP B
LLA LBP H 5.

0.045 0.09

L lmu kim 0 ML.J.LJJ-.L.&M

100 200 0 100 200 300

T l

0.06

0.07

100 300 100 200 300
oo
A | [ AJ L J
0 dlh RV ...L.JJ...._JJ mz?)? 300
0 100 200 300
(a) (b)

2-3 N (@) AHE N (D)% . LBP &4 A LBP E J7 ]
Figure 2-3 Examples of face and non-face image samples :(a) face images, their LBP images

and histograms, (b) non-face images, their LBP images and histograms

-19-



I ZRYEE TP ORA 7 T2 2 s S

0.07

300
300
L alboadd L
100 200 300
100 200 300

0 100 200 300
0.07
0.04
0

0 100 200 300

Bl 2-4 Ty A 3 47) AERRA U 347) KA. LBP EIE M LBP H 7K

Figure 2-4 Examples of side-view car and non-car image samples

-20-



5 2 7 3[R B PR IE S A 5

MBI E 3 #r, 55T H 7 B SRR AT B8 08 Z1) i 40 4 28 il i 3, ) e
WAl LU T X k. lan K 2-3 FlE 2-4 s LA H, [F—250 1)
Wk B AT SR A AR 8O 7 B, T S R BI AR FE AR SO H T Kl 2
MAFAE LR I B 2= . L, gO 7 R S — @ik aaae 1. x4
PE T AE BAGAS R A AR R 0 A 45 21 1 560

g 7 R HE T ARG I SCE o A i B, g i T — i S T g0
FEAE ) B IA, RGBT A2 T 2N . B, SO HETERE
TERE T AN T P ARES N I 22K, FLAR A B DRt 7 I 20 1 AR 1 % ] 45
Rl B, BRI 23 B 0 A AT dmdd o X — L83k H bR ik G f g 1k
E&, eNraB B EARFE AL, H 2 BRI A XS R U T
LU 7 B ARSI ) 1R X 2 B8 0 38 26 AN fi 28 20 40 A4S WU TR0 RS A 25K

48 7 B BB 2 & W 5 IR VAR I JRI BB 45/ R R o WA JE A AN A
(1) 25 ) e JR — s MUV AH e iy S B =, i 2R R AR e 7 Bl 3R &5
MRRR TR N Tl ANabs, JF H 380w S0 B 7 B3R T8 P ik
ORI 3 R NS A AN I NE W ST e

T8 SC— AWK A ] e ROST (K 1 11 G, 25 18] B PRl A 2 T
B AR () SR il SO A S . ] 2-5 Fios, EASTA] R BE 16 4% bR B
KEET NEME, &0 LBP AR 1AL B G B A Bi A EAR, fifbEos
HW o AR E — AN HE X (i AR B a D rh I X T R), RO
Hrt(x,y,w,h) s IR A B A E R (X, y), RO (w,h) .

BRI B X an B 2-6 FTon o 4y e W AR S AR IW R AR () R AR
rt(x,y,w,h), $ERCHHBIAR A S T RGN ETTE . ISR ETTE, R
k2% 18] B 7 K (spatial histogram), g /E SH ™™D (qw) ,

-21-



I ZRYEE TP ORA 7 T2 2 s S

SH n(xle1vW1vh1)(|W)

L/LUNTERN
&G (W)

: | SN
N 2R ORERR, 1t (x, y, w, h) g T, SH™" (IW)
K 2-5 i 23 e 5 AR 2 RO E AT S AR I R s R B

Figure 2-5 Texture and spatial distribution is encoded by spatial histograms in image scale

space

(xy) S T
h height
N

width

Kl 2-6 7 A BEAR IR s 2 &
Figure 2-6 Illustration of spatial template

AR 2 7 R BE & WA T 7 B 2 TR I ALY, 48 40 7 7 B IR
(Histogram quadratic distance), x4l & ( x *-statistics) Fl . J5 Kl 1148
(Histogram intersection)[9]. & T @ MEAIH R B A% S, ASCRH BT
IR AZ . R H A H, 2Pk 4E BT K, B7 B As iz A X (2-3) 1 5

Zk:min(Hli, H))

D(H,, H,) = = (2-3)

-22 -



5 2 7 3[R B PR IE S A 5

2.2.2 A E 75 BYFHE

Bef R {5 BRI E S B AR BLE RS S T A R
P R ST BT B A D B R e, 0 3 ) W 81 R AR A AR Sl BARL £
BRI A . LA R, AR SCREECAE 1) 5 B Ry AR R R s W PR R 53 )
PRI o

YIRS YR R
v LBP G KA B

h J
. *DTU\‘H: > F <[ f LON: n(m)]
e @m0 3

G5 LBP&I SR A
HIiH

2-7 7% W) .7 EURFALL f0 342 HOHE 28
Figure 2-7 Framework for extraction of spatial histogram features

28 W) L7 R AR AS i B H AR ARSI AR SCIE, R LR H AR i K 5
P REA (R LA R . 23 18] 155 PR AIE R 3 IO 3 T LRSS i 2-7 Preow
RIHEZE . AR ER I )Pk ) 7 BERSEAR (1A) 40 DR 2 1) 15 P AR 1)
T faR R
1 YR ETT BER: 4% MR MEARSLES (Ehtddn
NPIRFEADY RS2 (AR, 2 3 T e 22 TR AR 1K) 90 4k Ly I
AR REARES P H T, Lk

18 (2-4)
rt(x,y,w,h) _ rt(x,y,w,h)
SH "™y = H j§=1SH ’ (Pj)

-23-



I 73 AR T2 22 1 S

b PR NREAR,  rt(x,y,w,h) £ B

2. ZEEFTEFERE: X TAEE—MEARP, & 2 H T EF
fiE (spatial histogram feature) A P 12 [i] B J7 & R4 4k 4 1) 7 [ 45
RAE, THE I H A K (2-5)4

f ey (P) = D(SH " (P), SH M) (2-5)

g LTIk, — AR O Y — AN A3 AR 4 B {rt(D),..., rt(m)} (m 245
WRECH), — ANWARFEA B m 4E 1 B 7 B AE Ko, JLRRAE ) &= 08 -
F=[f"®,., £ "™ 23 [BIAR o) DL & A [F AL S RAS [/ R, 3 803 )
LT ERFIESE A IR R BUR K. IRk, 23 ) B 7 BRI AE B 45 vl AR R 44k 1) 8L
LAY AR S5 KA o

2.3 228 B 77 BIFFERI 7 5 S 4

BERP IR 1 2% 8] 5 R AR A B AT H bR K RE 7, AT D S ) 4k
FrI R AL @3 12 AT o AR AN R G R R B A, AR SCAR TR+ 1 WA
SRR AR IR G54 S RN S AR S 1K) = R A Sl X 22 1) Hy I
AR S T PEREAT SE P U] . AERE I, ARSCRHA] Fisher #E N
oK J8E R 7% ) 15 PRl R A PR SR mT

2.3.1 ZE 57T 414 B9 SC 45135 AR

o3 VAR SR Ak b Y 1 0 AR MR A AR PR R B B . A
o PSSR R A IR LB 5 R F R FEAR I, % AN S0 2 T () X 7

A0 50 LA T4« N AR 7 o 1, 2 BURS € K725 18] HL ) B A
1911 W) 4% 1) 1507 BEURFAE (R 2R 00 w23 P o AR A 2 e I — AL MR R ACRT— A
R TA)REAR, AR Y. FR) 2 1) 5 P AR ik L SR BB AR T S B AR 4R 5 B AP AR A 70
T Qi Qe R A 7 (e o e LT NE WAl < K S 1510 P i o

2.3.1.1 MR & a4k
NIAR ZE R AR TR AR I TE AR R E /N, e B &P B 1k, A hiX
AP S g R [38]  110) 2 T) 5 R HE A T A i i AR s DL 2 N i

-24 -



5 2 7 A IR B PR IE S A 5 A

Yk, LCayRZE KWL, SRR, EE T NIR S AR . FRATT LA
TET Y2 A R WA S5 R AR TR -, SR 20 B 223 8] L 7 LR AE ) e 2R P A 1 28
I

SE SOOIV 42 A AR 20 I K /N ok 100x40, % FH IR A4 rt(40,20,20,20) &

< 15 E A7 T (40,20) (K1 K/ K 2020 [ 4% [EJBREAR o SH 202020 2 il 4fs 24 X
-4)fE— M 200 T EEREA IS B, VA B TR
AN BT ISR o DN BURRE R YA A 31 SH J10202020 g i g f 02020200 ()

Kl 2-8 Wor 7R IE O AR S B R RS o A Bl o b, R4
FEATT 2000 4>, AEVEZEFREAT 15000 4~ HEHIR REFEEMTE R, 5k
A /R = NrER S (T 1= M S s e

WKl 2-8 s, WIASKH 0.7 BIERKI 7 Hbw, wLI1G3] 99.1% [ 1E
Rl R F 45.19% 0058 % BI{E 0.8 772 93.8% (1 IE A A I Al 12.1%[1) 1%

feature value distribution
[

— car
—4— hon-car

0.05

0.04

frequency
[}
=
[ 5]

0.0z

0.m

a o102 o3 04 05 0B 07 048 08 1

feature value

Bl 2-8 LAl AT AR

Figure 2-8 Feature distribution: side-view car and non-car

-25-



I 73 AR T2 22 1 S

2.3.1.2 EMIA 4 ¥t Ak

NI R s R oL TR IR B AT RPE B AR FE R . SRR AR RAL, 1X
Fh ISR P A EL AT 25 P S8 25 A, 2 P 3K S AP e R — o 1 2 T) 5 F HE 1)
AR o AN ) Z RO TE T WA AR B B S A 30 A2 A A 1) 22 P = o &5 4 44k
HARARTE R N2 —Fh s R AR R 5 ik, BRATT AN A 49
3 B 205 8] T 7 R R0 =1 DI A 25 40 A (R 288 030 T 012k

B NG B RN 32x32, K F IR rt(0,0,32,32) & &4 b fir

F(0,0) /1 K /Ny 32x32 IR . SH 0023 S AR5 /0 3 (2-4)7E — M 230
AR ES B, WEARMAR— A7 BB . K FEA R
SH [0.0323) yy i gy f (0032320 (P 4 Sy A RFAE

K 2-9 IR TIEm A E AR EREREE A . Hh, AEFEA
5 11200 4, AEASGFEAA 12500 4. w1E 2-9 Fros, WK 0.7 Bk
Y B s, v LA1F 3] 99.6% ) A 1E BRI R 30.29% 11 R AR K .

feature value distribution
D.05

T
— face , . . . i | .
0.08 | —# nonface | . SR S L b R |

L et T e S S
oY SRR SN S N S M S W

e o S S S e S

frequency

(DU VU S N U N S _—
oY NS RO N S S SR SPYE NS DR M-

oY) NUURS SOV SN SN USRS SURNO S ™Y SN O SO

) S S SRS S ST A S8 T—

g g 0a 04 06 06 07 080G
festure value

2-9 FRAESM A NI FIAE AR

Figure 2-9 Feature distribution: face and non-face

-26-



5 2 7 A IR B PR IE S A 5 A

2.3.1.3 yrEBER ik

BRI S b — PR Bk, EATCASCERE o 3, AMEAR &R
i) gt e, T ELA B WA . FRATTRR e R T A o SC S k. H A
TR Z YRR R T SRR AR, Bl SCEE . B BT AIRSE . FRAT]
CASC G R, 43 B 223 ) 1 7 B R AR 5o S BEASE X R 1 28 3 ] 43

S ST B A KN R 50x20, K FH IRAR AR rt(0,5,50,10) 2 4 LA

F(0,5) I K/N Ky 5OX10 R . SH OS50 B HE /0 3K (2-4) 7 — MU 180
IR SCFREAR RS by THREAF R — A SO G E T BB . R A AR 2
SH (055010 gy i g 11050100 (P g JAREF AL

Kl 2-10 R T CFIEMAEARE R A . o, SCREEFEAR
H 1936 4, AESCFEIGREASG 12313 4. WK 2-10 Fias, WSS 0.75
B KR H AR, "L 3] 96.9% S IEIAS I AT 43.1% [ i K % 5

WK 0.8 BIME KK Bhr, nILAAHE] 87.5% [ 30 IEAAL I ZFT 17.6%
()R A

feature value distribution
0.ov

I
— text

—4— nan-text

0.06

0.05

=
fom]
=

frequency

0.03

0.0z

0.m

feature value

K 2-10 RpEo> Al . SO AR ST
Figure 2-10 Feature distribution: text and non-text

-27 -



I 73 AR T2 22 1 S

232 LA HENEE

ASCASE ] Fisher Y U bR 3 [7 21415 S 25 1 15 77 P43 4 169 26 500 T 430 k0 40 1
R 0 TFATR — AN BRI f, 1<j<m, BEH N MHEE
Xy Xg ooy Xy 0 BENBEA X HE f, (VAR AE (R o AEIREEREA, N ANFEA
BT HEMER o), N, MEARET HEWER, 18 0@). BEAZKN
BE B S, 4275 P AN 3 D) £ B 2 <

S, = (M, —m,)’ (2-6)

E*,mfﬁ;zxmﬂa,m%ﬁiﬁﬁﬁio%%%ﬁ$%W%%&
i xeo(i)

THEAKXWT:
LS x-mtic2 (2-7)

S, =
Ni xew(i)

BERNEEE S, R B RMPEARLRN IR ZH, R
S, =S,+8, (2-8)
M 2R RE M B, BRA A AR AE 22 [ B, - 2R AL AT RE 70 19
JFEe, R A B AR A S A) B S, O BLT [A) I Ay B & 2R RE AR N IR S R
B, BNR N ERE BN BT . BRIk, VAR PR, Fisher YR p&i % J 4 e
SO REAS TR PR3 S, FUR S BE &5 S, 1 LA -

J(fj)=§—b (2-9)

R, J(F) 0K, oA BT EIRFAL £ 2] R o PR .

-28-



5 2 7 A IR B PR IE S A 5 A

2.4 = E E 77 BFFEER & BGRARKRAN  &5

ML L3 fraf ORI, 22 8] BT R i B AT X AR I 265wl o e 0 T
MR IR A1 BERBAEIX — £, A SCHE R AGT I A D B F S8, 51N 728 T
J7 B IR AR 7 Ao

B TR PEAR B8k, IRIE BAT R IR (s e 28 1) L5 R Ak T
D) BREOA RS W MR, RO Edg —MEEKX 5
fite 1M H, EROEGT, ARG OE RRIE S T3 E

Rk, AT R 0 B G AR R B AT AE 9T o I H AR A5 A i -
A H IR e R TR (5 B S 18] HO R AR 20 A H 2 i A e
I R AT 20 50 A =5 18] L P A Ik PR A AR SR AL RE ) AIX 73 BE T

241 ETREBERNZTHELEFHE

T B A — P RO AE, EW AR R R A AR ) 15 3] TR
LN IR ORI R ITERIE T =3 A PN RGB 45A], RGB 4 [A|4:
REAR M, AT B A RN . AR SCEEA B AR RS 1 B AR
[73,74], #EEEAEEMN RGB 2] YUV “F[E], &b EEmh b g H s A)
H 7 EIFFE

— ARG A S T RGB FHfEE, M RGB [ F] YUV 5[] [ #%
vl DL R R IR o an R A

Y
U=
\Y

FE YUV 0], SEREH Y &on, B BRI AR S B . Ol 2RO
W2 TR AN E X 2> (FF P, andnsn, #6392k, B55%. fE YUV =,
Rt U RV R ) R A AL A R s, il 2 3 (2-11) 15

0=tan*(V/U)
fEIX A, AR O RSl 32x32 IR G . 454 RGB %

~0.147 -0289 0.436 |G (2-10)

0.615 -0.515 -0.100) B

0299 0587 0.114 J{R

(2-11)

WAl RGB F A EE, WLIRA Y. Ry G. B Ml O% A4 mkkon

-29-



I 73 AR T2 22 1 S

NI EME, 2k m(i),i =1,2345, BOAREAME R R B0 — a0 K G5
W3 18] 07 PERR AR, 2RARL T A 2 G vb 3 T) B 7 IR AR S IO v . 1 56 3RS
FHR IR OAE B & AR5 5 e AN EEAT LBP AR 3, 45 31 T4l
M) LBP K5 5 fa i 25 AR B & vk S 20 & B LBP 17 18

N2 LA S 255 48 B 4 B JUART 1R &5 4 0% R A e R AR B . AR S
WUk T 23 FoRp R ) 2 RS R i SO R () 5 A RE il e &l 2-11 Brow, B4
B B AR E X R 7R, XL R 7N ER P IIRES . S B
FURBAE X k. 1X 23 DM AN AS B T — MRS, BEERN
{rect(1), rect(2),...,rect(23)}.

il [H] H® |®] Sin |m

m @ @B [ B 6 (7 @/ @ [0 (1) 02

By ju] u/¥ [N m

(13] (4 M5 ne Q7 Qe (09 200 21 [22] [23)

2-11 N 23 AN 23 (Al
Figure 2-11 The 23 spatial templates of face pattern

BT RO AR R 23 8] 5 PR I AR KA B AR B 5 1R SR Ak B R AT UF 5
R TR, TR OGRS 23 A2 E BT KL, R

{fra® | Free) 212345, T HoR AeBat, R AR5

i EIRFE AL A E—HE, A —A> 115 4E 2R TR (s B0 25 (0] B 7 B REAIE 1)
§7 EI]

_ rect(1) rect(23) rect(1) rect(23) (2'12)
F _[fm(l) LR 1:m(l) yry 1:m(5) LA fm(5) ]

2.4.2 ¥ 77 3%

NSRS 2 — AN X AR AE NG 10 7R 288 40 28 1) i, AT R FH il B 1) 1L
J7 B VLT 1 Ip 2ok 04T H bR 4328 B 7 B UCHE J5 76 A2 EF X s AN 25 [8) B 7 R
MEREAT I, EIHESR A 2-12 Fios .

-30-



5 2 7 A IR B PR IE S A 5 A

LRI —AS NJK 25 10) B 5 R AE AR .- Sh(M).
2. R3K
BT T L R, ShQ) AN 4 18] 57 K o
Wi D(Sh(1),Sh(M)) >=T, I | J& T A%,

AN, R T AR AR
Horp, TZULEEEE

K 2-12 155 UL AC Uy vk
Figure 2-12 Histogram matching method for face detection

PRI, A SCHR A€ T = AR DX E i 2 8] 7 B R OR BEAT
Jr B UGS o EATT 0 3 N P 2 J DXy OUHIR B3R v ) s X, [

2-13 7o
-
=

(a) (b) (c)
Kl 2-13 57 EIVCECRAAE X A (@) NI A X 8, (D) LR XA, () o 1) % Xk
Figure 2-13 Spatial templates for histogram matching in face detection :(a) entire face

region, (b) eye region, and (c) middle vertical region
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Figure 2-14 Flowchart of two-step histogram matching for face detection
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Table 2-1 Testing results of face detection in color images
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Figure 2-15 Examples of face detection in color images
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Figure 2-16 Examples face detection under various lighting conditions
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Figure 3-1 Process of object detection using spatial histogram features
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Figure 3-2 Simplification of maximum likelihood decision rule: form (a), and form (b)
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Figure3-3 Training method of cascade histogram matching
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WK, AHZ IR IE TR o R RE &

XT3 T A 0] 5 EREAE ARSI 55, o] A e 4 (4R AE 25 ) 4K
FMe B A= w i B 68 ) 5 AR SRR AE T4, D0 R BN SV PR I i A
77 AR A% R T 0 8 A A7 9 A S o N FH T K

3.4.2.1 BT R 7 S PEFFHEFR X SR EFHE R R E X

T 1) SR ) BEHL P SRR A R BUA 200 70 RAF AL, AR SCER T3
TS PERVEFAE A S E R AL B S . IR R A R ESE %8
TRFAEIRI S AT 23 PERVRF AEAR DG VE B2y THRFIRIE SRR o — Ui, &€
KM I PP R AL T AR I PERE . fRIE T 70 2R 1R RE

B IE GRS F={f.... o}, HAPhmERHIrH. AW

REAEE FE 773570 T Fisher 4 DU T AR 5 R R A0k 1) 288 ) AT 2 R ARy A
PA WIS R S R (v SRl U L U e 3 R N D RPN E R R R K 7SV
AL T A I 0 JMERE, LAr SSae R R /N H b, e B A9 BUHFAE 1 5
Foecr o 1 3-4 438 TR AEIEFEEVE I R G451 o

MHEAR T, AT R R A 34 0 7 AN T IR R A5 5 2% 11 10 26 2
INEVRFAE T 2B P o RARDBRTERUTE

1. ERHIRAC IR Foe BN AR SRR AT ALK W] 0 PR 5, 75
PRS0 AT 20 PEBE A o R T a0 P e 5 R AL TN Fogeee "1 2> JT U6 XE %
Foetece AR L RE o

2. B IEACRE, KRYE R > PEATAR Ok B R AR A R AL, JF HAUINZR—
AN G SR VP I AGE T8 RF I 5 1) Fogeee 1 20 RSP BB, T R $ 31 17 20 28 IE
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e, MG RE AR S 0 B RFAE T 4E Fogeq o
3. FRGWIG, RIIFFAE T2E P o 70 K80 BETH R FRAT T Fon 75 4 0

NFFIE, AT 73 KA 25

Wiatk:

&Etﬁ“?ﬁ¥7&h l:select j‘j%

l

R B e

l

K nr VR SRR R N
tl:% ﬁE?ﬁ I:select

¢<

AL AR G vH B

l

AR AT > PERAR S R
AR AE T it f
l IVNCEE (RS
A

£ A0 Fogee YEARFL,
Rl 7y 25 as: C

ﬁﬁi%ﬂi’ j\&-lﬁl Fselect
Kl 3-4 455 ] 7 MR SCPE R IR JE £ 1) R L 4 1

Figure 3-4 Feature selection based on class separability and feature correlation
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ERA AL A 00 T o MEAVRF AL 2Z 18] (I GE VT AR S, AR ST JE— ol L
BE 7 AR L FERFALE TR Foee» T HAE TG0 23 2R 88 VRN 5 AL 7 S 10 0 2
PERE, M1 A5 247 21K 20 FERFAE

B EA LU AT 1) W ET RS IEES F={f,..f.}, (2
g A £ A S={0 Y)Yy MO W B AR 5
V={(X, Y1) (K YO 3, xRy S B m g2 (0] B 7 B REAE A
A,y {0 My e{03 RFEAIGIRTG o RAAE TR Fp MIEFEL LW
JITik:
(1) T F AL () =12,..,m), EIGHEARES L, i5E
f¥] Fisher #EW B&2{E J(f,):

(2) Kt Fisher #E W) pg M M e KB R AL £X . P ={f*}
F . =F\{f*};

(3) W ERIEHIHRAIU N 0, RN Acc (pre) = 0 F1 Acc (cur) = 0;

(4) X THRAMRE f e Ry, EIGMEARESS B, TFEIZRE S RHIE T
R Fogee AR L H Corr (f, Fger) s

(5) THERFALAH SN B {E Thre

Mincorr = min{Corr(f 1 Fselect) | f € I:ori}
MaxCorr = maX{Corr(f ) Fselect) | fe I:ori}
Thre = MinCorr * (1 - &) + MaxCorr *

(3-17)

XH o ZBE(0<a <1), ALY LR a=02;
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(6) MR k5 AT K E B Thre , SR Fo 5 Foq AH G T 55 1 5 Ak 4R

F

candidate ’

R

F (3-18)

- ndidate ={fj |Corr(fj,FS )<Thre, fj eF,.}

elect
(7) 5 Fopans FAEHE L 1K 1 Fisher ¥ ISR BT BKIOAFIE £e O

f'=arg mfax{.](fj)| f, € Poandicae (3-19)

(8) MM Ml Foyo 1ENRFALE, INZRAT 2] — AP0 70 2645 C
9) HERRBFEARESY LR RIER.
Acc(cur) =1—%Zkl:| C(x})=v4l»

o C(x) T N F B0 K8 CXHEAR x 170 K4 R,
C(x) e{0,1};
(10) fun 54 K IE A R 35 A2 4. Acc(cur) — Acc(pre) > & (& &2 — AN/
50, BAPAT LT EHrD 5K

a) Acc(pre) = Acc(cur) , Fuey = Foee V{f'} Foi=Fi \{f'}:

b) BEHE A (4), RS — Uk FEAF AL G
(11) IR RESE A, IR RFAL TR Py o

ERBEAPG) (6)s ()25 T AR 200 w] oy M AVRF AR AH S 7

OB R IR R . B, AR R, 5 P MRFEARSCPE BIME Thre s R

E ’ ﬁ‘_{ﬁ Fori EF‘ 5 Fselect *ﬁﬂ\%‘rﬁigg H@##?E%/a\ Fcandidate 5 Brai)ﬁ ’ %E Fcandidate tl:#ﬁE;EK
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R AR R PR R IR A AR R AL
Sebr b, FAETW LR 0 2R C T LUR &M OE U 70 2R A%, B
WAL ARy I« VUM IR I L AR SRS . e B 8 NS R ) LA . ASOR

T SRR I LA PP 23 I8 48 C o SRAFRFAE 148 Foe S AR ILAE Ay ¥
NRFAE I 5 55 B IS FH 00 A ARG I £ S5 1) BEBIL 23 2485

3.5 LI IEh

TEILSE S, S IR AR H AT AR 1) BUBE 43 A7 Fl 2 (R 25440, R 30mT A
R o3 =R, nsE 2 PR, X SRR AL R WA G R SR AL AERIA
GER RN G AR . WA SS R B ok BT B8 30 F, JF HE R R
VORI e, B anyide . ARNIAR 25 8 R R A4 2 v AR TE I R 1tk = dE 25 0 44, 4l
WA . SO AR YR A AT 4 h S A DGR, Bl Se .

AT DN I T 2 ) BT PR A TR 0 AR A N 75 92 68 A (] 288 TR A 4k 1) A R 1k
FIEF A, ATy et =i SR R AR S 34T T SE 5, B HE 1E T R A
DU A0 T 2 S W R R S A, DA IR 2 [R) BT B RRAE X A [ S T 4k
(R Ak 78 ) A ) e

N TV I ARR I T A R RE, Gl R B — e I AR HE R AR A
VERIAEE . F B R feAn A dG W R LI

(1) 41 Z (Detection Rate/ Recall):

%WH_E%ﬁWﬂ%Eﬁ%%%ﬁE
SMH =———— - Y
MAREE 1) B bR 1) S 5

(2)1% 45 % (False Positive Rate):

ﬁﬁ$:%ﬁﬁmﬂ%5ﬁ%%%ﬁﬁ
MRAAE b P R v 1R s 4

(3) KL MIKG 2E (Precision):
- E@@Wﬂ%ﬁﬁ%%%ﬁﬁ _
TR0 2 1 H AR A + S50 21 1) H A A% H
(4)ROC [ili£k(Receiver Operating Curve): ROC fli£k s T & 45 kG
FFRA R Z A IR K R 5
(5)RPC H1£k(Recall Precision Curve): RPC HHZk /e It T 2 ¢ [0 K I 5 A0
LU RS i 2 TR (1) 9K 3R s

-50-



o5 3 5 T ) 55 R A D

(6)RPC 24 (RPC Equal Error Rate): 1AM iR AIANE, X H RPC
SR 1R R (1) S SO A N 20 RS U0 K P52 A 45 IS PR N % 250 1E

3.5.1 IEmE A RS+

BATEL T — M 11400 Mg E i Ak EE R 17285 1 -E K B 5 1
WEEREARE S, FBAFEAR RS2 32x32, XUEEFEAR A T HREG . Ml
ARSI . A e SR T 4062 M R B AT 5139 M Al A G AE 4 56
MR AE S . 3000 MRAS AN BRBEGH T =4 kbE45. B 3-5 BT
— e N I ZRRE AR (1) 5451

Py N el

[ SSR &S
ENE KL E S

K 3-5 1E i A I 2 A 1) s 451
Figure 3-5 Some training examples of frontal face

7E 32x32 11 M v 1 e I 3 o) B R IE SR & S AUIR K, K42
832351, MLAE G T NI T 5 0k TouAR . SLhr b, R4 3 [ AR 1 R
PR, AT MBS T BRI TR 2 AR, A8 SC PR
B LL 5 AME R W20 KAEACP B8 B 15 77 I ), i B AR B AR L R ~F 4
5T 10x10 FRTAR H T4 s TR) L7 BIRAAIE

W 2RICRBEM 2 J5, FRATFERR S B 5 B VU I ik R rp 8 mT 42 52 (1A il
KDWA 0.95 @R 11 A mEH T EFE(LE 3-6 Fros) Tk

& 7 L. ’—‘ D E D
Nm [N

Kl 3-6 1 i IS AS I O 1 & LT TR DG MR B 10 A2 TR AR AR
Figure 3-6 11 Selected spatial templates for cascade histogram matching in frontal face

detection
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T SRR B, A 3 3-SR0 R P AN R AR S A PR R I e 8 Rk
BEATINZR, 52 23 A2 E 7 BR IR TSR i AL 2R A . SCRF AL
P REGRK AR 7 H A% RBF pREL

3.5.1.1 £ CMU+MIT it & E Ry &E R

AICEF X CMUAMIT R A [1] 70 1) B gEAT PR Re bl A, XS
130 TEEg, 5 507 AT AR .

N TR R — AN AR TR, BT D U S T B DR AN
YRR AL KR, AR LIS T B ARG R I L, T SR AS A X
B RS R AR R . BLUR A0 T4 CMU+MIT IR 4E B ROC HhiZk,
3-7 Fi7Ro

1
2
P 1 S S S AU S S I S AU S
R S S e R
@ " . . ] ] i i " "
[=] H H H ' ' : ' . .
L T S S S s R B
03H----- ....... ........ ....... ........
O I T T N S SN S S S
05 1 15 2 25 3 358 4 45
False Positive Rate win®

Kl 3-7 IR AS I A AE CMUHMIT MR 4E L 1Y) ROC il £k
Figure 3-7 ROC obtained on CMU+MIT face detection test set

N T TR IR I3 2RA% AR B R PERE RIS W, A SCOR T P £ sk
% )5 AL CMUHMIT A EBEAT K. 20— 7 58 HA IS By UL
P R BEAT RN s 58 A U5 SN RIS L B WL S Uy R RS ) L 2R 4%
IR 73 2 0 RS BEAT RN o n] LU I e AR Bk L0 B UL S ) B R, 3RS A
R Z A RIS R K 3-1 o VIR A kg R . S8
A 1 RS LT P UL IC Y B R R AR, P DASRA Rl 5 LU UG S 805
2 v e LT P UG IRC 0 BB LN, P RASRAS ARG 3 L3R

-52-



o5 3 5 T ) 55 R A D

2% 3-1 1R MRS N AN AL B Be /e CMUHMIT 2245 LIl 45 2R

Table 3-1 Results on CMU+MIT set by different phases of frontal face detection

Egiiikioalll ST 01 I 011 Y .87

WA H | IARKEH i

ZH FAfFH SVM 400 230 78.8% | 63.4%
%A1 i SVM 390 10 76.9% | 97.5%
ZH KAFFH SVM 486 530 95.8% | 47.8%
%A 2 il SVM 478 67 94.2% | 87.7%

M 3-1 I EEE A R T LA Y, IS L5 DG S 5 vk e 8 3R A Ll A
Rrferi -, (E2 iRA LR LU ™ o, S BRI A . AR AR Al ik
SCRFIR AL S a8 KR P IR P iy TR IURG B, (RIS AR DR 5 17 LA oy (1 s
o HUER I, ASCHTR IR 23 2 73 2888 T3 ik 2 A 201 o

R 32 T A JEE CMUMIT MR & B s ab . AR
WA T HE[1,21, 331 4r (P g, AEAH R pe ke A H s 00, 345 T

RN 3 o A SOy P RERL I T-[30] FF H AT S 4f A PE fE

T8I RE /AR B, AR SO 0 BAT B PR IR A

# 3-2 A JTELE CMU+MIT WA A A M 2 1) %6 Ll

55 [30]H Uy VA

Table 3-2 Comparison of different frontal face detection methods: detection rates on

CMU+MIT set
whr N H

Jii: 31 65 167
Viola F1 Jones [21] 85.2% 92.0% 93.9%
Rowley et al. [1] 85.0% N/A 90.1%

Schneiderman #1 Kanade [30] N/A 94.4% N/A
Li #1 Zhang [33] 89.2% N/A N/A
A CTT 90.7% 92.3% 94.2%

ARSCTTE AT A I R 20 5 MRS FlE A . 18] 3-8 f2os 17— L8 da il
S SXLEER RS AT AR, ANET SR IR AR

-53-



3-8 1T A S e B £ 75 451

Figure 3-8 Some examples of frontal face detection

3.5.1.2 &£ CAS_PEAL ARE ERYMIRER

CAS_PEAL Jf J& t1 i BB v 5 i (1 I BRI 50 8 4 17T X R R0
M EAT B ) — AN R RS (=N 18145 4t P2 [108] . CAS_PEAL I T Y
EURLE G T TR R B R 405, s 7T &&. R WP AR 4 s
b, 3 NH G HAT Y 5o BE B RN R) 5 A8 4k . oA 1 O (8 NG DR ) 4
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B ] CAS_PEAL NG %, i RAE A f2ft T CAS_PEAL AJK
FE LA CAS_PEAL_RL, 4575 1040 ATF) 30900 I K15 .

FEN A M S5, et ARl . O BEAR A N1 S5 AR A X LM D0 A2 5%
R fE I H W X R R = . TR A SO A B, FRATTIE I
CAS_PEAL_R1 1E [ A B G 1 12 o B 350 23 7~ SR BEAT 1 T A I 0 900 3K
HARM S, T 4TSI, et s . REES. BHES
M SRS . R334 TR THREBIBIG I T4 .

* 3-3 T IE T A RS MU 1¥ CAS_PEAL_R1 148 1 - 41 vt
Table 3-3 CAS_PEAL_R1 subsets used for frontal face detection testing

M 742 BYR BN N# | BBIANKEH

PrESE G R . BRI 1040 1040

KIWGES | BEDCEA T 5 MR £, 377 1884
BiJE B PR, SRS

S 9 LA ARk O FEAE S 233 2450

HaEs 2~4 PSR RAE TS = 297 650

Kl 3-9 45 T LA I IE A S I 25 R se il g . K 3-4 WoR
TARSOTEAR X LA MR 74 BRI 25 R . fE bR B & 10 P SR A AR B
JEPRM AT, IE T ARSI GE S B T 97.00% 1A Il 2 F0 - 94. 2% [ K DA
o e 3NESG TR G s, Wlrkaeam R, H2
PSR EATF T3 25 B, 3R15 T 93.5% LA L IR IS R 9096 LA L 11 A4 i K
fE o XEEMEALE WKW, ASCTTEX TR G S 4 0 T
0PN o2 S a1 EEEENRY/ SRR =z o

% 3-4 CAS_PEAL_R1 14 b 1E i A i A i) 3k 45 S

Table 3-4 Face detection testing results in CAS_PEAL_R1 subsets

MR 14 EIGIN | Rz | Sk E iRl
HH MAREH | NREH | R | B
PrRUfESE 1040 1009 62 97.0% | 94.2%
KiEES 1884 1804 152 95.7% | 92.2%
S 2450 2328 213 95.0% | 91.6%
HREs 650 608 55 93.5% | 91.7%
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WERES, (d) MRS

Figure 3-9 Some examples of frontal face detection in CAS_PEAL_R1 subsets: (a) Normal

subset, (b) Expression subset, (c) Background subset, (d) Lighting subset
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3.5.2 I ;5 Z= 4 )

MANI L, TR 2 LA B s s, BRES . Eit. F
UIVFIZE G 55, IR SO 4 AR G [ 5 1 28 () & A K R HE A . RIS AR EE, il
HVZEAE R M M R R PR 2, LR PRAE VR4 b e v JRUR i S

BAVESL T —DEIE 2725 HAEES 1 14968 fPaaEIFf$l§H%<EI’JUIIé§
BEARES, SAMREAM R 100x40. Hid 500 NMAAEREAR A UIUC
Image Database for Car Detection[83]/1Il ZrfE 4, eV EFAX AT AR
BIG . W CRAAT . S ANE AR T 1225 R4S ERAGR 7495 I8 AR 45 K%
VEN I AR & . 200 IEAS S VZEN AR BGH T4 k£ 6. B 3-
10 T gh T —Se M H VA N R R A R 41

E"’"" -"E”’*’““'j

H-E@
P 3-10 ) THT VA A D0 B 1 2k B AS s A5

Figure 3-10 Some training examples for side-view car detection

£ 100x40 [ MG 10 H e X2 R) B B EAE A IS EUR K, K4
JE 3594591, BLARAXT TR 5 TR . M EIURBMRZ G, AT
FEEE H o7 B U I o F2 rp e nl 252 R 26 D ey 0.95, & il 251
F| 15 ANAFE EH 7 EERAE CanlE 3-11 Fron) T Y ZER I ) e T I DL
Beo AT $& @R IRG FE, A 25 128 50 mT Jo P RRARE ik AH DG 1 TR 4 i 3 P 500
AT IR, 133 25 A0 H 7 EURHAE T VA I 1) S HE ) bl oy R8s o
RF AL AR AR 10 2% RBF R 4L

| m | o | I — —
I 1™
|y [— -

Pl 310 ) 1T A A I A kg A L P DG I ) 15 AN 7S )RR

Figure 3-11 15 Selected spatial templates for histogram matching in side-view car detection
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A SCERXF UIUC Image Database for Car Detection [83] 4 (13 22 & 1B 4T
PERE LA, EANEE D I THE. BN THE (WKL A)F 170 17K
%, BE 200 FMNTVRLE, XLV E RO A B e 7E 100x40 Zify. 55—
M8 (W4 B) A1 108 MREIER, M7 139 #R/N& =B MmRg. X
PN FEE T BB A5 5 R YR, e — SR E RS L T
s, PO AT M TR I, AR ORHERE .

h TR R A — AR TR, FRATTE 1 P ORI L DL R
SCFEMENLN 2 REAE, ENERE A FNEREE B b2 5is 47 00 i v 4 Kl
SV, NI SRAF AT B (R A I 22 RN R A 2 o LA A T Zeillil4e A A ik
% B Ly ROC gk, Wik 3-12 1 3-13 fion. K 3-14 f1 3-15 WoR 75k
FEMRAE A FTA4E B L) RPC 4.

1 I

09

Detection Rate
(]
o

nz 0.4 0.6 0.a 1 12 1.4 1.6 1.8
False Positive Rate ; 10'5

K 3-12 UIUC Mik4E A £ ROC il
Figure 3-12 ROC obtained on UIUC car detection test set A
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Detection Rate

01 i i i i i i i
0 02 0.4 06 08 1 12 1.4 1B
False Positive Rate y 10-5

K 3-13 UIUC X4k B L% ROC Hhizk
Figure 3-13 ROC obtained on UIUC car detection test set B

Detection Rate

02
0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 02
1-Precision

3-14 UIuC MlldE A L RPC il £
Figure 3-14 RPC obtained on UIUC car detection test set A
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Detection Rate

il 15 0.2 0.25 03 035 04 0.45 o0&
1-Pracision

3-15 UIUC lit4 B L) RPC 2k
Figure 3-15 RPC obtained on UIUC car detection test set B

5 ONEAT I SR Bl ASCRM TSR 48 UIUC KR A &
BEATINGR, AT AT J2 IR 23 S8 as AN A5 O R UL RE s o 25— BT 5
SRR 5 B VL e 5 AT R s 55 — 855 S M R IBC & HLy B UL RS vk
ANSCRF 1 AL S A ALK 73 2 73 KA HEAT Rl o vy LAIE i 828 6 5 L &
VCHC B, IRIGA S HEEAT P IIAEi R R 3-5 Bor TIXPIRT %11
MG R Hoh ZHaF 1 IS H B USRS K B LEAOR, B LAERAS f
MARBAR; S HEAE 2 IS H 7 B USRS B A LEAL AN, B ARG Al
B

4% 3-5 M T4 K N SVE AN R B BeAE UIUC IHRER A B 45

Table 3-5 Results in UIUC set A by different phases of side-view car detection

EYiiikioalll STy 0 I 011 O .8

(145 H (1% H s

8 | RMEH SVM 164 187 82.0% | 46.7%
M1 | AR SVM 158 11 79.0% | 93.4%
ZH | AMEH SVM 196 441 98.0% | 30.7%
12 [ fEH SVM 193 45 96.5% | 81.1%
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R 3-6 FIH TASC B4R KA RS R . AT LUE R
ST AL U3 2 7 AP IR RE, AR s i HLAR R R A
% 3-6 VU RIS A T fiE LA

Table 3-6 Car detection results comparison

M A N4 B

(41191 AL [41]1 /Y AL

WAREA J7 WAREA WAREA
MR EEE, T 200 200 139 139
IEMR M EH, TP 183 193 112 120
MR rEcH, FP 557 45 1216 37
=, TPIT 91.50% 96.50% 80.58% 86.33%
Ky IKS B2, TP/(TP+FP) 24.73% 81.10% 8.43% 76.43%

B T [4L] R M ERIAR ST v, IR 2 EE AR NNAAE A BREAT T PERe
e £ 3-7 HIH TILR 7 ¥E4E UIUC W4 A I RPC ZRHF K 1) LU 1
o ARXTTIEHAT T 92.5%[1 RPC S84 1%, w1 [41]. [421A1[43]. [44]+
JIER BT H bR A o — RO MR 4=, FrbUE3R1S T 97.5%(1) RPC 4%
iR, REWIL, ASCAG 788 T [44] 1 73k RPC AR5, 1 H.
CIRDR oall EAYNSE- X T TREw o

K 3-7 AFTJTEAE UIUC IHAAR A B AR R 6 1050 LA

Table 3-7 Comparison of RPC equal error rates on UIUC set A

[41] 1 [42]7F 1) [43]1 1 | [441H 1) AL
DARA DAREA DARA WARZA WAR/A
RPC 77.5% 88.5% 91.0% 97.5% 92.5%
SRR
e 2 ]RE & & & 1 &

ARICTFE R AT 2 85 50 R & R v 42 Bl 3-16 o T — 284G
WS o XL R S A R RS, AR s FRmAREdE. £F 3-17 1
(@A(b)h, —ERAE /N T 100x40, FrPARFME]; (c)FI(d)Ex T —28iR
£ ) B
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Figure 3-16 Car detection examples on (a) UIUC test set A, (b) UIUC test set B, and (c¢)

some other digital photos
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Vel 317 0 THT ¥ 2 o 45 SR S+ DR PR 1R 10, b) TS AR PRI 17 0 (c, )

Figure 3-17 Car detection results: missing detections (a, b) and false detections(c, d)

3.5.3 LS =4

SR A A N BB PRI SO A A AT, I HOE A HALE A
ARSCA I tH 1K) J PN AT AR, LA 360 2 ) Ly B e SR fi
X I) G H SR [ ) e A AT e AR SRR R R, SO AEAUE SO RE
50x20 MK B Y, It HR A ) 57 R ME A2 SO A Bt o SCFATA D 53
NP B — R SCA RS 14 2 UL R &7 5, P2 A S0P X
WPl s 55 DR R SO AT o B SR [BATE SO X A BRI AT, 14 3-18
R 13T NSRRI — L5

“CLESolbaith g 4:034
AGU! I RTBFJ Tk
B TURQUI YRR PiTA |
B ANDE! [T [ Sa IS

Kl 3-18 LA I A AL 7 4
Figure 3-18 Some training examples for text detection

PATENL T — A5 2936 MR BB A 12313 i 307 EHR 1
ARG (A ST A2 50x20), 4R T 2012 (R AL R A1 6865 1
AR 3T BB AR I R0 K45 N A S AR B 15 o 230 AN & 371K F AR R
TR IS . @l fafa®l 17 A2 By BRAAE (sl 3-19
Pras) HFBCE HI 7 EIULEC, 32 A2 In) 17 B R AR T SCFF 1R REAL 0 38
#o SCRFIARAL JEae K42 17 5 RBF A% e 4.
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3-19 ST rh R 15 L T B DL A IR 17 A ) ASEAR
Figure 3-19 17 selected spatial templates for cascade histogram matching in text detection

AT EEAE A T Microsoft Research Asia(MSRA)RL S 7 KR 4
[85,86]E4T T ik« #F ® k (http://www.cs.cityu.edu.hk/~liuwy/PE_VTDetect/)
ERTRARX AN MR S . I T MPEG-7 Hids L 45 il Sr K
%, SIS 128 N AN WIR v DU R I 34T -

AR T HESL T F4E MSRA MIAREE A LT IR, Wi 204 2
KRR TAF LN R m . 55— & R MBS A 7 B ISR
JIVESATRE M s 5 A U7 M IS BT BV RC T vE R SRR 1) AL 2R A 41
B 53 J2 A SRR AT R I o mT DU e SO B L B SIS B B AR, SR AN [
ZHEAT TR S R . K 3-8 Wor TR MR 7 MR R . Hh S5k
P11 IS B 7 VLIS 0 BE EE O, P DASRA A I 2 LU AR S804+
2 A EL o R UCE ) A L3 /0y, B DASR A A I 46 L s o

* 3-8 WA M EIEA R B B e MSRA MR F il 45 1

Table 3-8 Results in MSRA text set by different phases of text detection

EYiiikioalll STy 0 I 011 O .8

(1455 H iR QS| s

ZH | RMEH SVM 78 112 60.9% | 41.0%
M1 | AR SVM 72 2 56.3% | 97.2%
ZH | KMEH SVM 119 237 93.0% | 33.4%
12 [ fEH SVM 114 5 89.0% | 95.7%

N TR R — AN AR T AR, FRATIE B P SR A T EITL I
RISCRE AL A A, AENNREE ST SCAR IS, T IR AR AR X B
(R I AR A 2, LU R A T 48 MSRA {45 i ROC kA1 RPC
2, 3 RlinE 3-20 FE 3-21 Fios.
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Detection Rate
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False Positive Rate x 1D'5

5] 3-20 SCF RIS E MSRA iR 4 4 L) ROC il 2k
Figure 3-20 ROC obtained on MSRA text detection test set

Detection Rate

0 0.02 0.04 0.06 0.0s 01 0.12 014
1-Precision

K 3-21 SCE RN AT VR 4E MSRA IR 4E A 1) RPC il £k
Figure 3-21 RPC obtained on MSRA text detection test set
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® 3-9 B2 TAEASONERANES LSRR SR, IEFkiE T 116 4
FAT, RRISCTATH 16 AN, BT T 95.3% KL AR 95.39% AN I K
o MSCHR[86]H I 5 ik AR LL s AN Sy A AGL I A RS K B L RS 1 5
LIS R B 3-22 25 T 307 Rl (e ]« S 36 4h R AR W] 2 1) By B R AL
X T SCT R A R, ARSI AT DURI B 2% 1S 5 R B AT

* 3-9 MR VESE MSRA B4 BRI 45 J % L

Table 3-9 Comparison of text detection results on MSRA test set

VNSRS Hua et al. [86]
LFATHEEH, T 128 128
IEARS I 2 ) AT 5 . TP 122 117
BRI B S ATHCH , FP 16 6
%, TPIT 95.3% 91.4%
K IKs 5, TP/(TP+FP) 95.3% 95.1%

3.5.4 X FRAFEHNIEE RIS

R T PEAN RS DU A RO AS DUDORG BE S b 2 A, R G0 I T 5 6 ) A I A
EE AR A B2, JU AT — e SBR[ SN R Ge v, 49 o R A
S, G Y A AT o R IR OB IR 2R

ARICGEA BREAR, SEPL TR TS R B B E AR RS, E R
S5 1V H bR A S A AR W0 () % O B R B R, AN BRI H AR A 2k
e HAT, % &SR0 A0 B IE AT L VA RN SC AT = AT S
KM KB H-6 & Pentium 4 TS5 3.2GHz CPU, FR KT 3 1 40 5%
#* 3-10 Fion. M RTLAEH, FE 23500 B 7 BRI 020 PR AR I 2R 4t e % 6
FF Sz A o

2 3-10 YA I 2 45 K AT

Table 3-10 Performance time of our object detection systems

Rl K NN FLE R
1% (% x i) P35 I ] (ms)
I TN IS A 320x240 pixels 100
YRRy gl 320x240 pixels 120
B el 320x240 pixels 220
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Figure 3-22 Some examples of text detection: (a) MSRA testing set, and (b) some other

video frames
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3.6 ZE /&

AN SCR AT A L5 B VS R AN SR [ LA BOR, P T 56 2518 HOy I
AL A ) ARG IN 5 3 o T VEAT RN A R T SR 28T SN (M AR 1), R
AR BRI R

HICERZ AR I EMLL, AR SOERA B vk, 5T
2% 8] L5 RS AL R P ARG I 7 3 AN R DA AR BE LA I8 35 22 ) 54 58 AR K ) 1
R, LR T A AN s iy EL AT RAAR BEAS 25 [ 5 3 8] 5 ) 5% 2R R ) 44
Fe s, BRI 7o IX AR W] 2 18] 5 B RS IR K 2 75 5 R BE S 3 N AS [ i 28
INE7/R LTIt

SCUG G5 R, TR R T ] o MR AR A AR SV R AR IR R, AT
LA B3RS H bR A AR IR 1 70 SRS AL o 2 VEE H T AN R 2R B A4
FR IR AL B, EAME AT U3 A 2 70 S5 AR, 1o HLAE PRAE 73 2R 1k RE
RIZAE T BRAR TP IR LS, B 1 0 283008

R LLEIE, W LA 28 18] 5 R AR B AT HE ) 2R 7 B 2 Rl SR T )
PRI Sy o DRI, AT RAHE — 200 3 2 ) B IR Ik R 0 AR 0 D5 i AT 9
&, ARSORAE R — TR 5 1 09T TAE .
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FAE ETURBEZ RS XFHZEZS ARSI

4135|8

RS BRI — SR, e SR R
TSR AT M R 0 4K, A BRI SO T AR
HERE, R OVARTII A EAPb AR . SRR A SE 2 PR A, Bk 2
MBS 3 9 6L S A I R AR T SRS I G IR . AR 0
M. LSRR PR A (I AL E) 55 7T« e UK 6 1
KEME R MTEIC FREAE L. TR, AR R R DA
178 T e U BB A 05 0k

590 3 i T HE T L BT B AE O R T, O ELRFIE M 7%
PR T IE A K B RO RR Y . AESTRRBLI T, 5 )R B
IS R 2 A N . AT 60 AR 0 5 AT B, A
B2 e )RR T 79, T ELE T L s 10 K i
AR 9 T«

ESCIESFEIES TP S N TIES (E 2 SN o oF b
e VTR LA BT S R RE AR, KA T ) L7 BT O 10 0
SR 2R MR . JESN, o TR AT A0 A B 2 e,
ASCHE L T LA 2Rl FERIRBE A W5 %S0 LRI R
INPE SRR O CE S e R S S ER S YN 2 P S iah
SRR

ATERH A BUNT o 5 2 WA T SR A AN K7 T e
BEIL LA, 55 3 AT AN E KA rik. 55 4 IR T 458
FLy P A A G 5 02 I % s AR RE AL . 57 5 Tl T
5 S A TR B B Y 2 600 SR i e 85 6 S R 1 2
ARSI AT T SR . BUR AT N

4.2 HRARIIENDB

BOE SRR HLGERAL B R, A 2 28 N2 o 1 T 11 R T e AT
Ve T TR ), A =AM T R, gt BN R e
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4-1 NI Z %A ()iE (b) L Niek (c)/ct ek (d) Vi e

Figure 4-1 Multi-view faces: (a) front view (b) pitch view (c) profile view (d) in-plane

rotation

CRAATRICHR,  H T 2 A5 N ARG DN igp vk Uy ¢ 2 AT DU Rl A%

B BRI T AR SSRGS 1 Tk AEUIZR R, E RS B A
SMNEREAEE, R Jr 0 RERR 225 N IR Z5 08 B ker il 2% o £ KB
B, 1 SRR S AR I N RS I 8 N A A AR, 19 2045 B IR &5
R R IR B R R e (0 2 S A NI AR A R [97]. I Fh I
TR SR AT 3%, B SR 2 Al v e 45 20 11 (0 K EB0&
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A, AR5 kA R B S B Rl A N A 2 e o Rl g R
[98,99,100]

5 R SRS A AR IO IE T 1) B2 I NS B A,
sk T TN G A I A W7 L2 5 9 K. Rowley 54 H (1)1 1HI e i Ak Ao
WA 1018 T X KTk AT LA IE 1 ) BN A bt BB FE A, R M &
W) 26 U1 A5 BIAARE AR () e % A1 B2, I LA 1E A b v BB FE AR 2 IE T\
i Rl ER L TN 211 NP e DN

5 SRR IR AR I N A AT, DU R 22 A N A i) A
[102]2R F ~F- 1 R £ 20 ) N M () 28 A i X . [1031 R 2L TR &M A S
B mMIE R R N o Ao XLk i AR B A S I S B i A,
N HE NG I R 2 2 A v A R — HE SR F b AT SRR, (O kA KA

55 DU 7 VSR A8 SE B A AR ) — AP R B, JUE A TR 1 e
2N 1 S ST G = X N (= £ 1 ST ST TN 5 0L - NS T = i < 1 R N
G4 — 5 TR A0 S8 I A4 1 e B i P A ) G v ) 2 1T N G [104]

UL EPURTTEANR], ARSCHE R i g 8 B . RS, R
ZRENERMENEAN—N 2K RKN B, @It 2 A0 KRB KA.
XFEM S MR NI R, S M RS A TT AR A A & A A (1) 2R
il A RER SN B AR, T H &SR T B 2 ek

BN R CEldn: E ARG JE T 528 H AR R I
WEFCIE ], 2 S N A I — 0 2 28 B AR iR R AR5 . 58 H AR
ARSI A] LA 265 8 — 2R 40 2R AN [\, 2228 H AR AR I 2 5 52 2% (1)
EZ S A S ETE T

Hul, k2R 0RATTEFER =R, QBEENZ RS KE
%, BlImkRER C45. N LMAEMEE, Q¥NErRELHEY B2 2
K, B—RKWAH AN REBRX ' EARGMILE, #la0 one-to-one,
one-against-others %5, (3)4 2 2 ) @1 3o g it 75 UG AL A P 2R 1), 431 n 2]
B 5 1) 77 2 (Error-Correcting Output Codes, ECOC).

43 BT ANBBBZEIERE

T ARERS 10 2 26 53 07 RAR IR S5 B S L 825 ) B8 58 ST T 1 1)
— T e I, AR R PR A (R A BRI TS BN, A SR
A A A8 P 2 S L B 53 2 1R 1 S

-71-



I 73 AR T2 22 1 S

431 EREHMAREE 5 LEE

AN A B IR AR BEAR AT TR L U0RH, G T A8 S M e e iR,
i 2 % SCHR[87,88,89,90,91]

P s SR ] SEE R R, RIEAE R AR — H T IER I H AR
fFiE g 4 = fF S S e — M EEFB, o8l TS FEMERE,
753 AN RIS AR K )t

A (Shannon)7E 1948 4 T & L HIMEE R H, ZEBiEH: X
T MRS EE, HEURIR b DK 75 8 25 & I 3 0% 5
W — 5 AFAE — Fhgm i 771k, A7 PR R At 158 2R Bl A 00 1 1 18 042 48 20 B 24T
E/NPME. WRPRIEA e, vV AR AMEE RS AR, A A
DEA IS G E L SYE

15 18 g b o BOA 32 S BUR AR ) T FE VR B T BB SR, BRI BEA G
FEVAT ¢ H Q] 25 44 s FAR I S B AR RS 1K) 7 vk, B (S 1E gm0 & e FR
T EGRER T 0. @k pA 2 A S ), Hur Q&R 2 A 2000 4 04
Tk, T — AR AR . 85 i H ARk & 15 18 g 5+
AR, T E AR S PP AR 0 S B AR R T SR . AR ST A I IX
3 B ASE FH 24 i i R T St B 3K SR

DLAY R A AR A, AR G R g8 n] LRI W& 4-2 BB, 7e it
BEAS e, 3 Ui (A VR A N B U, e A o R 8 g IS - x o, T
SHEIANGE, BT EEAR DM E T, FEAENES y TRER A
W, Snt A ETR PR AT y TP AT R REAT A IE, 1 RGP A G
(CREE L

>

fEU gl 5 —» {5l Sy — {516
M e

4-2 {7 B AL R G R A A Y
Figure 4-2 Model of information transmission

-72 -



o5 4 5 LT AR 2 R R 2 LS N

AR ) BEASE AR SINTUAR BE, B A3 i £ A% i P £ JEVAE G i 468 o —
e R, AR AMANERS BRI R AR B, DU S B R B RS
1y REAE 12 3 v \E AR IOV, AN T B2 iy 3 A P SEPE[87]. W H I A B A L W
(N3 d iR N TN E R Ik AT R

HAr, KEHEERGH) 2R fEmes. £ 418074
(7.3) ML A B 1o %] T RS A AR 8 AN, MG 7 AL
CRERIMCRTR, ok 3AERIRE R T, 4 AR RIS T, XA A
Sl DU T 2°=8 B B AR

41 AR — AT

Table 4-1 An example of error correct code

(BRSS! (CER
000 0000000
001 0011101
010 0100111
011 0111100
100 1001110
101 1010011
110 1101001
111 1110100

h T R A RS I RE, T B S NBCU (Hamming) FE &5 (0 . AN G
Fox, oy (A, 6N AL HUE A F AN, RO AT TR B R,
d(x,y) #7~. %41, x=0010000, y=0011101, W d(x,y)=3. 7F — "4
W, AT AN AT B IR e NME, RO IR A [ B N R R,
d, Koo WRWAE S P IEARB R, — /DB E N d P, =2 a4
E/N{%J (Lol a e sy AvBrist, Blin, % 4-1 Prd mim A

BB EEE dg=4, B BLAIE 1A E R
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432 RAEBNRATE XS EXTZE

EAE B, (FiEedefs AL M. SR N Aol B A H 145 S
A B 30 T B A R S R BRI CInE SR, JBEF. MR IR S, LIk
bt JEBL S BAF IR o (SIS S S H — M aA UL L — NS5
AR, [FEn] SN SR A S Z R ER R, Bk, (F
o] R 7 R0 H A A BN A Gk sl # e LA MR A S E, B — A
oy RA OB e T T LR —AMETE.

Dietterich F1 Bakiri[92,93]4 L #% 57 > Hh 1) 43 S 28 AT AL F A AL b AT 288
oo Ao RE AR (1) 2 01 5 38 0k 40 R A XM T UEAT AR B ) o 00 45
RR R, YT B R, AR, FAEEEZHTRAELS.
RFAIE B B S5 7 R I 7 Y, I LAROIME B R AR AR i . DRI, e 4 R hd 21
WML IR, A AT Bed im0 B4R 110 mT 5k .

e A MR LAl F, Dietterich 1 Bakiri 1 5CHE H T 2 2540 2K ) (8 18
ok AV RS TV R S PR A R ), R A A AR RS A, JR LA
N FERIRAT Z A AR P 40 2485 SR A A 00 300 38 Sk 4 IE W 28 7 R 48 10
MR AR . IR 22 SZEG K W [94,95,96], X ANHEZE ] LL I AN 22 2 0 2K )
filR AT SEE, B s RPERE.

S ={(Xys Y1)sooos Ky Yo ) 32— D2 E R I 2R 4, Hob R FEAOK
AFFIEFRES X, Wx eX, HAIGNS yARIRT ZHES, Mg

EHT e EBEEMNESY ={0,... k-0 (kZEKMNEHD, Wy, eY . ZRHIM

R RSB THR—ADREH X SV, BAERFEAR x Wi 22K %E 5
H—MrSy, yeYo

FEAEERGHE S b, i ok 22 9800 IS ) ALK 5 — 25 2 73 il e 22 A SRS
I, o A B A . — IR GE E RIESE BH R AR R 21 4
PR AS . 8 —AHE Y O M L AR REZ , RN kxn, k22
WH o BASH I RE— AT AN, 2B — MRS n 1 AE (0 A1 1)
5 H, MR T AARFERRI AR — SIRIE S K AR 5, KA S
HOHRN I AN B I, R SR

T ARSI 2 R RINEN RGP B 58— DB, i
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XHEE— S AN Zi— A S0 FEae R I3 PTAS B (RS, AT B T n A 1
RopIdn, XD AP 32K 2 A DB R,
B A 23 FERDBTFEA 73 5N B n A 53 SRR BEAT TG0, K 20 R4 R R ko
NP D (R R R g e, RREE A R R RTRS A B R AT R, A
I AN WTAEAS 9S00 o 35, B R S /N DOWT R s U, B 4 A g
[ 8 [ 0T 28 e /N PRV RS 7 BT S L PRI R0 5, A 0 73 S8 1 B

G SRAE B N i O B LA S i LA R S I 2 )
AR, WEXAEE O e etz fmiE. T RAERI[91]: & & ieic iz
TE RN DU B A S U 5 e KB AR P S S5 o A SR PR SRS 2 T
WU, I AHE T AR 1K) 22 58 73 2805 10 I R 110 e /N D0 W B 12 Jist U 32
i gt A% 1] T s K ABLAR 23 S S

4.4 BT L EBH S LB AR

ATCREE 3 B IR I L2 6] L B RE Ik S il £ SRS ARG TN g 9 AN
T ARSI 2 2R KT IEAR S 5, SR T 36 T 2B 5 1K) 2 28238 N B A Iy
%o LS NERINEFE K R GHEZMEFE 0 i 4-3 Froas, 70 A AN BB
Y ZRBI B A W B B

FEMZRIT B 1 PR B KRN 20 28238 N B BORE AR R AT A B A X 11 ]
GREAS, IS A 18] L5 BURF AR, AR R s 2 T L7 PR AE 1R 2
ARG o, B L I AR R M A 1) HL BRI D da N, Tl L B L
P AN S 1) S MLBEA T 25 (K 2801 ) 1

NG 3 F P AR I I RS ABL,  AEfar A\ B 1B rb 1EAT 22 28 25 NS AL 1)
prEciiE =A% (OBERGETE. QWiErk. @Rllai RiNE
Ie HP R =B BRI 3.2 AT IR A R R . AR 2 A E T
DI HUR IR 2R S 22 2800 2648, BENE I 414t T 12 5 0 W) 4k H
br, JF HAfE FC R A~ H AR 4S80 .
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Figure 4-3 System overview of multi-view face detection
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e RTREAS N IES, AR O BB SRR R By AR, AR AR
T3 B VG E J5 R RS [ B L0 S 2 P T x o 15 s T AR IR S . o3 2848

() A A A A B n B SRTER TRLEEV = [vg, vy, V] HEHP VRS A
Kasmfmt, v, e{0L, j=01..,n—1, %t 1) ATAY R ] DO R
BT VA, g XwR

L =512, v, (i=0L.k-1) (4-1)

AR A 21 B AL P T 0, ) SR AR A e 1) R P 1 D B o
“{}%’/{EE(J ’ ED:
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H(x) =argmax{L, |i=01,...k -1} (4-2)
ERERCN
KI5
X
23 [A) L7 B RFAE 2% [6) .77 PERFAE
TS, e THEs
/ 4
A WA
7 BT 7 BT
H v o 4 5%
gy | SRR EAL SCRER L 7
% GEs ZE
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255G
EJIE
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Bl 4-4 T A HE A5 0 2408 10 22 2 25 N Ao

Figure 4-4 Architecture of the ECOC-based multi-view face detection
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SUBMST ISR oy 2548, ARG HEH T ECOC 733848, XFEAEA SR B
A YN 25 IR HE (1) ] B [105]
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ARG A ) HOT R IE, Sl T NS I ZR i SR AR TR . IR
JiE LA ECOC 2R FE I AR 1 R die /I H b, AR 3 25 18] Ly I
R AN 5 73 28 8%

B Z R k 1S HAn A, JF HLRAT LU M A G 1F:(1) 25T H7

HEEHE O F ={f £}, @QUIGREARLE LS ={(x, Yy) oo (X Yo )R BE A6
BV =LY s (XL V') s HEE x X 8 FLFT m 4525 [ 7 LR 1) B

A,y e{0L.. k-BHy, e{0L... kK -BEFEARF IR, (3) HBAMFEZ,

FRAD T kxn o BEAUIZRAp IR REW R Prid
(1) KHBEE T EULRCINZ (L 3.3.2 ANAY), AR B rh i) s —
IR & By B UL R » e, RN i p 2R 4s . XS s

by, b I T HIEH ) ECOC 22850 K48 H

(2) WEDRIEHEYILE A 0, B Acc(pre) = 0 A1 Acc(cur) = 0 ;5%f T4 —
5, skt Fisher #E W bR A e K M S ) 7 B R AE fT

Faea ={f'}> B =F\{f'}, i=01..,n-1;
(3) IFHAF—H A KA R IEM R, HRE 7 210 2 5/ IR 540 2
b O<t<n-1), &M HID N b EFERHE;

(@) X TRATEE T ERE feFy,, TEIGERESS B, IIH

H Fisher #ENp& % J (f) FURFAEAH G B 5 Corr (f,F)) 5

(b) T EHRFAEAR P B Thre -
MinCorr = min{Corr(f,F.,..)| f € F,.}

MaxCorr = max{Corr(f,F},..)| f € F..}
Thre = MinCorr * (1— ) + MaxCorr * «

(4-3)

XH, aZBE(0<a<1), AXFEEKFIERRa=02.
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(c) K Fisher )RR BB 8K 1) 2% 18] B 7 EIRRAE fre Fy o B

f'=argmax{J(f;)|Corr(f;, Foe) < Thre}

(d) fEJT £ P AF NHRFAE,  7E b BT 23 BB R AR A 5 Bl 2575

Bl AP RAFC, KHERMSCFF B S A: Eb R NS

7 VL BE AT SCRF L C I A AT 445, 58—k ECOC
ZRPRAFTH*.

(4) WHMRFEARE SV L RIEmE,
Acc(cur) ﬂ—%isign(H *(X )Y

Hf H*X) 2R RER, H*X)e{0L.. k-1,
1 a#b

sign(a,b) = {0 ach’

(5) 4 H 43 E MR AL 4 Acc(eur) — Acc(pre) > ¢ (& 72—/ N IE
), MathAT LT D IR

(a) ACC(pre) = ACC(CUF) ’ I:stelect = Fstelect U{f I} 4 I:otri = I:otri \{f I};

(b) 2 ECOC £ /KA H HEH N H™*;
(c) Bkie2(3), 4REE T UCOEPRFRIE G EF

(6) VIRt FRsh ok, WRIEFAE T4 FL,, . PAsp2%h, O<i<n-1), BI&

ECOC £ 2K4rK48H

e g T2 i) 117 BIRRAIE 1K) ECOC 43 888 i B an 18] 4-5 P o
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={f}, Fl. =F\{f'} (i=01...,n-1)
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Y
FR30 732 1A 2 B /M
HLpRAE b (0<t<n-1)

h J
THEL Ry HIRFIEA S PE B {E: Thre

Y
HLIRAFE: T

f'=arg max{J(f )| Corr(f;, Py ) <Thre}
SR
\ Fslelect - Fstelect U{f I}
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IR RN PR L 1 2 R Redls - H HooH
AT T o 1 AHFIED
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Figure 4-5 Flowchart of constructing spatial histogram features based ECOC multi-class

object detector
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AR =AML N EAR A, A SCEAR ) 2 238 N A 1) s 3L A
VUS% H bri 4
KA EE I 2 A5 NSRS U I DU 2K AR AT b, RS AC Z 2 4x 7 [ %E
M, W3R 4-2 Pios. XA /N EE RS 2 4, MR A B, %
H e % 2 AT — 7 1R 2 S %
* 4-2 ZRENIALN ECOC gwfidh (1945 A

Table 4-2 ECOC codebook of multi-view face detection

oy | by | by | by | bz | by | bs | bg
)

FEAME(C) |0l O0O|O[O0O]O0]0]|O
1ETH A (Ca) 1|11/ 1/0|01]0
LAMARC) | 1100|110
FAIMARC) |10 1|0 [1]0]1

N T2 ECOC 2284, ATKRAE T /MU 11400 N E 1K K]
%, 4260 NZEM NS, 4080 /AT K BTG Fn 17285 ANk EZ (1)
MRS (BEA RS & 32x32). il 7 i A BE A A B A
H oy 228 I A B0 IR 2E Ao 3000 MR A3 A B AR G T 72 A
WIS G . NI BRI G A7 11 DL ] 4-6 s .

R TS ST
(a)
R TR

Ao Ol R

Kl 4-6 N BRI GAEA B ()T A, (b)) 20N, (c) A Ak
Figure 4-6 Some examples of face samples: (a) front view, (b) left profile, and (c) right

profile
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LN TR T AN 2 A NI g8, DU RGBT
K18 HO7 BRI 758 . X TR RER IS, KY 9~156 A= [a] H s B
REAE T BG E7 B AL, K&y 20~25 A23 (0] H 5 B4R AE T T 52 R ) 5L
Iy, SRR AR AL R B . 2 A NIRRT 4% i 7 A o 2R
00 P BRI NS - AN NI N S TR S vl EAT N

4.6.1 Y SERDIERE ST

AT oA T AR B3 T A B 65 1) 2 L Nl S I vERe, A SOiE T
IR G REAT I . XA RS 5400 M IEEKGE B 3011 A2
NI B8 . 3546 A G -8R 6257 AR A B R R FE A (FEA RS2
32x32). A SCRKILEE A 0 A B 5 1k RE M AE 5

R 4-3 R T R RAAE A TR RE N S B R IR R T
17, FADRIX LS R AR BT A S, MR T 2T 2 10 2 2 25 N e
fro K 4-4 Z3 T AT AR 1N 2 A N AR I A AR R RE NN AR S B SR
PERE. WX, WA, R Rasd S dt T ECOC M2 %
SN &8 2 )5, BRI 17.9% F 2] 4.0%. XASEREW],
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Table 4-3 Classification error rates of the basic classifiers

LI aE JISIES B R AR
bo 81.6% 18.4%
by 81.6% 18.4%
b, 81.7% 18.3%
b3 82.1% 17.9%
by 95.3% 4.7%
bs 75.0% 25.0%
be 77.1% 22.9%
Sy 82.1% 17.9%
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Table 4-4 Classification performance of the ECOC_based multi-view face detector

eyl FEAZH JISIES i &
Co 6257 95.2% 4.8%
Ci 5400 98.4% 1.6%
C, 3011 94.5% 5.5%
Cs 3546 95.3% 4.7%

St 18214 96.0% 4.0%

4.6.2 EHEMNRES LHKEER

ASLLL CMU_PROFILE MR AE[3014F A K . X ANES A 208 1 K]
15, B 441 N NZE 0 BI04 NSR B e i i Az, Herb 347 AN g Tl A .
K 4-7 BT ARSI 2 R3S AR R4 4E CMU_PROFILE iR 4E L7

ROC k.

Detection Rate

False Positive Rate

K 4-7 25 NIREI 525 i ROC fih4k: CMU_PROFILE ik 4
Figure 4-7 ROC of multi-view face detection on CMU_PROFILE set
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Figure 4-8 Examples of multi-view face detection on CMU_PROFILE set
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Figure 4-9 Examples of multi-view face detection on other images
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Table 4-5 Comparison of multi-view face detection rates of different methods

A N # H
WARES 91 700
Jones 1 Viola [100] 70.0% 83.0%
Schneiderman #1 Kanade [30] 86.0% 93.0%
Osadchy et al. [103] 67.0% 83.0%
AT 82.0% 90.0%

4.6.3 LU$ER0 5 — 33 & YR A0 AY ELER

g 2 K REEARZ L emiE 7, RGERT “—X 2”7
(one-against-others) Y X L J7v: . WIS 4-6 Frow, EEAF =R & M 2R 51
Gy BETE AN B oy 2R g ok X oA B B H e 2k (s AR 2R X4
i /N DU BE B 1, ARPRAER LB, ZgmtS A e kAl BT —
P 53 SRR
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Table 4-6 One-against-others codebook of multi-view face detection

L bo by b,

K
B PN (o)) 0 0 0
IETH A (Ca) 1 0 0
ZEMA R (Co) 0 1 0
A1 NI (Cs) 0 0 1

AT HEBEET ECOC (12 as Nl SEvk S — Xt 2 4 Jr X2 9807
REGERITERE, FATIIL T — MR 4-6 P gt )y UM ) 2 28285 AR ker
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Figure 4-10 Examples of results with different codes for face detection: (a) one-against-
others, and (b) ECOC
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Figure 4-11 Comparison of RCO curve of multi-view face detection on CMU_PROFILE set:
ECOC vs. One-against-others

4.6.4 L HE

it B2 RS NI LR a5 R, R R LA 45 g

1. SRS 5k ) DU R R 5 g 3 (1) 22 2825 NI AGrily, - 6 s o 000 3 P 4R
BB B TN A B A R S SRE A AR S ) 45 R

2. MEREHTIRIG R W], AR VAR A TRy A U, SR
i 8 o /N S U A 1) 3, WA 4R i T 0 R AR I IE A

3. LG L R I VAAN LE (B0 —xF 2 G5 1) U7 k), Al 2
HRIPRITIEWAT T 4 1 PERE

4.7 BEINE

AR IO B, SEl T —FhEE T AR 2 2R KA M2 B AN
(Rl PR A RES IIBURAE: EE IR PR (WE 2 S PN g ok N2 FEIR 8 (R DA E
SR R R R, R A R A AT BRI &5 R . AN TR S As R T
) B 5 BURFAEA R A s 5 3, Tl BT IR DL BC AT SRR [ LR . AR

-88 -



LR Sl P S eSS IN el

TR T PSS E AR R AR IR AT 5 T e I R S 2 B 22 28 00 2R
1753, %07 1R AR A B 0 2 2R SR8 IR DR BN o H b, IR
ROFFAEANZR 0y S o S g KR W], AR SCHT I M ISR i ok 1 %
S NIRRT ) 2, AT T R AP R I PEfE -

-89 -



I 73 AR T2 22 1 S

&Hie

T YRS TN SR AE B8 B A9 5 SCANAE B H v (R S 2840 R, e
KM BT AT AL, WEFTR A BEAE AW o . AEVH SN 27
B, ARA I — EE B PR P B B R . RSB N H , RAS
DNBAKE 1 5 B ABEAT AU SR B TR JAT D (Al il A8 vy S22 1 SOZ Kk B
SR N R AL T AT R N R RIB LI, DR RE PRI A P 52
ANAEHHLE . PRI BARAE 2GRN BT SR st SRk, #1
B BB AT« ARSI S AT 21 T2 (KN

AR SCEF ) AR AST I P 1K) 2 2 0] 7, AR ) A R s T R AN A RS T SR
AN RIEAT THEIE, B H R IRR — A R AR R I s vE T H
IR 7/ il PNTTE e S /RN iod D R TIIR P

WICHIBIE 5 T ZE TR 450 h

A SCHE T AR R A SO 73 B, B bR T Sk 9 23 18] Oy B AR, T
PIARE AR 55 IR IR 7 o BRI I 55, AR SCHE W AR IR sy 1T 11 6 2 5t
BRARDLAE =ANJ5 i oG, DA A K SCAS BO S5 M5 B EIR 5, 2t
ST 5 H AR ARSI AR DRI IR 2 1) FO BRSO ik R, WS T ELY
BURFAEBEAT TR RE D e M s ddm, R T S IR HOT R AR I R R
2, AEH Fisher U e KM B AR G20 Jall B 5223 18] 105 B RS AL 1) SR 01 w23 1
AGETHH R A o

P T Pl RE 3 8] L B AR K2 R AL AR AN 5 vk . %5 VRR
23 0] L5 BURFAEAR o, O HAE I hofH 210K ) SREms R 07 1 UL S AN
SCRF IR AL S a8 M 73 J2 S R ¥ 73 R4S HEAT W AR el o 5236 5 SR AR Wi 5
R LA B IR i R ARG DN ) A, BRI RS . TN, VAR
ARy REYE, DU PR g A, S (1) BT B3 S i &
OGN P AR S, B T4 s (2) AT AR TR 1K) SR 1k AR I 1A 2 4y 28 7
=Yk, IR s (3) AN # B A & b J s ) Ok AR 1 S B R SR L )
s, Blanscy.

FERFAEEFE 5 10, R T — P 4l & S50 mT 23 1k ARy AR AT 50 P R R Ak 2
BTk, A AT B0 oy FRRAE o 1% 07 R oy A VRN R AE T 4R 1
RE, ERESRNERE et iy AN Z [0 A SCPE S8 IR AL, M B2 A AIE T4 . AL
R 1% 5N e 3 S B 2 1) EL BRFAE 5 4R, D AR b o SRR B

-90-



451t

IR AL . SR 45 RARWIZ I iR RE W H B3RS H bn ) PRS0 A SR IR (1
P RAFAL, EAME R AR AT RN 2 SRR, o HR R T SRR
R 128 1) HL7 R AR (R ) A AGL I R BEAT 9 e, BRI TR AR Y
2RIy RN 2 LS NIRRTV o 2 IR0 2 LS N IR 2 — AN 2 26
PRIE, 2 IR M . HoL, WA EHE 2 EEN
i ol TG 9 95" /SIE 2 e 1111 I S Y T R QP g e S N
P23 1) ¥ 5 B AR A D P A 3o O 3, Tl 1 s B D PSR S 1) LR
s e, SR HTDUWT R 5 d /0 Tt WU P 20 A P g A B I 45 R . B
TAVES 2 I IR N ZRIR AE IR ) A8, S i T DA /M 7 SR 1R R H bR
RS I ZRbik . SEIR AR RN, %I vE W] LUAT ROt 22 2838 N HRAS il 1)
A, WA T RGP R PERE .
B2, ARCHE G AR BEAT TR R, AT T — & KT R
Ko BEERRWE: 0507 5T RSN IR AR R Tk, R T o
Ry 18] HO7 PR AR s B Hh 1 3 23 ) BT BURRAE (0 )2 R AL ) AR I s 4
SR R s i | S (1 PSS T S (T vk T RSP = il TR E Wl S KR 18
I ARG I SR HEATHE ), SR T bk 23 a) By R AL AT A B 0 70 S
(K122 23S NIRRT 735 s Hons 55 T 2 A Y 22 D8 70 2485 IO U 0 IR HE £ ) e, 92
T R /M 73 R R RO H AR IR A U 2R
JEEAK, DRI AE0A 78 125 APk v I B Br TR AR
Mt — 2P 58 Ah, A aT LU EUR LA J5 T 5 HEAT 4 A der il (1 T 5«
1 FEEUE s, 5 B R W AR S B A (R e
2. KeEIa) BT IR AR AN LS A PR AL BEAT Bl s RN SR (A 5
RRAE ) A B P I, B35 T SO T AR PR 2 s oy AR Rl 35 SO 1 20
AL 5
3. FEWMIRKIN R 5 I, R T 3] B (K VA AN T A (1 VA 2t
TRl s TR AT LG R M A AN [ 8 o3 AR 5 45, AT B2 g
BB S B I HER L IE W DLa S I strb (i B SO, $RE)
PR3 SRR JE 5
4. FENLER AT BB TR, ] L2 R~ RS (R A 22 50 5 ik A e 5
(K27 2 D535 51N A der B (0 AT 5 403

-91-



I 73 AR T2 22 1 S

10

&% 3k

H.A.Rowley, S.Baluja, T.Kanade. Neural network-based face detection. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 1998, 20(1):
29~38

C.Garcia, M.Delakis. Convolution face finder: a neural architecture for fast
and robust face detection. IEEE Transactions on Pattern Analysis and
Machine Intelligence, 2004,26(11): 1408~1423

K.I.LKim, K.Jung, J.H.Kim. Texture-based approach for text detection in
images using support vector machines and continuously adaptive mean shift
algorithm. IEEE Transactions on Pattern Analysis and Machine Intelligence,
2003,25(12): 1631~1639

M.Turk and A.Pentland. Face recognition using Eigenfaces. Proceedings of
IEEE International Conference on Computer Vision and Pattern Recognition,
1991:586~591

P. N. Belhumeur, J. P. Hespanha, D. J. Kriegman. Eigenfaces vs. fisherfaces:
recognition using class specific linear projection. IEEE Transactions on
Pattern Analysis and Machine Intelligence, 1997, 19(7): 711~720

M.Swain, D.Ballard. Color indexing. International Journal of Computer
Vision, 1991, (7): 11~32

J. Huang, S. R. Kumar, M. Mitra, W.J. Zhu, R.Zabih.Spatial Color Indexing
and Applications.International Journal of Computer Vision, 1999,35(3):
245~268

Q.Zhao, H.Tao. Object Tracking using Color Correlogram.The Second Joint
IEEE International Workshop on Visual Surveillance and Performance
Evaluation of Tracking and Surveillance, Beijing, China, oct.15-16, 2005
B.Schiele. Object Recognition using Multidimensional Receptive Field
Histograms, PhD Thesis, I.N.P.Grenoble (English translation), 1997

R.L.Hsu, M.A.Mottaleb, A.K.Jain.Face Detection in Color Images. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 2002, 24(5):
696~706

-92-



225 3CHk

11

12

13

14

15

16

17

18

19

20

21

P.F. Felzenszwalb. Learning Models for Object Recognition. IEEE Computer
Society Conference on Computer Vision and Pattern Recognition, 2001, (1):
1056~1062

M. A. Smith, T. Kanade. Video skiming for quick browsing based on audio
and image characterization. Carnegie Mellon Univ., Pittsburgh, PA, Tech.
Rep. CMU-CS-95-186, July, 1995

T. Sato, T. Kanade, E. K. Hughes, M. A. Smith. Video OCR for Digital News
Archives. In IEEE Workshop on Content Based Access of Image and Video
Databases, 1998, Bombay:52~60

M Cai, J.Song, M.R Lyu. A New Approach for Video Text Detection.
Proceedings of 2002 International Conference on Image Processing, 2002:
117~120

M.R. Lyu, J.Song, M.Cai. A Comprehensive Method for Multilingual Video
Text Detection. IEEE Transactions on Circuits and Systems for Video
Technology, 2005, 15(2):243~255

F. Bernhard, K. Christian, Real-time Face Detection using Edge-orientation
Matching.Proceedings of Third International Conference Audio and Video
Based Biometric Person Authentication, 2001: 78~83

M.Zobel, A.Gebhard, D.Paulus, J.Denzler, H.Niemann. Robust Facial
Feature Localization by Coupled Features. Proceedings of the Fourth
International Conference on Automatic Face and Gesture Recognition,
2000:2~7

C.S.Burrus, R.A.Gopinath, H.T.Guo. Introduction to Wavelets and Wavelet
Transforms, Prentice Hall press, 1998

C. P. Papageorgiou, M. Oren, T. Poggio. A General Framework for Object
Detection. Proceedings of Sixth International Conference on Computer
Vision, 1998:555~562

C. Garcia, G. Tziritias. Face Detection Using Quantized Skin Color Regions
Merging and Wavelet Packet Analysis. IEEE Transactions on Multimedia,
1999,1(3):264~277

P.Viola, M.Jones. Rapid object detection using a boosted cascade of simple
features. Proceedings of IEEE Conference on Computer Vision and Pattern
Recognition, 2001:511~518

-93-



I 73 AR T2 22 1 S

22

23

24

25

26

27

28

29

30

31

32

33

D.G. Lowe. Distinctive image features from scale-invariant keypoints.
International Journal of Computer Vision, 2004, 60(2): 91~110

A. Hadid, M. Pietikainen, T. Ahonen. A discriminative feature space for
detecting and recognizing faces. Proceedings of the 2004 IEEE Computer
Society Conference on Computer Vision and Pattern Recognition,
2004:797~804

E.Hadjidemetriou, M.D.Grossberg, S.K.Nayar.Multiresolution Histograms
and Their Use for Recognition.IEEE Transactions on Pattern Analysis and
Machine Intelligence, 2004, 26(7): 831~847

E.Hadjidemetriou, M.D.Grossberg, S.K.Nayar. Resolution Selection Using
Generalized Entropies of Multiresolution Histograms. The Seventh European
Conference on Computer Vision, 2002: 220~235

W.Hsu, T.Chua, H.Pung.An Integrated Color-Spatial Approach to Content-
Based Image Retrieval. ACM Multimedia, 1995:305~313

M.Stricker, A.Dimai. Color Indexing with Weak Spatial Constraints.
Proceedings of SPIE Conference on Storage and Retrieval for Image
Databases, 1996:29~39

E.Osuna, R.Freund, F.Girosi.Training support vector machines: an
application to face detection. Proceedings of 1997 IEEE Conference on
Computer Vision and Pattern Recognition, 1997:130~136

C.P.papageprgiou, T.Poggio. A training object system: car detection in static
images. MIT Al Memo No0.180, 1999

H. Schneiderman, T. Kanade. A Statistical Method for 3D Object Detection
Applied to Faces and Cars. IEEE International Conference on Computer
Vision and Pattern Recognition, 2000:746~751

P.Viola, M.Jones.Fast and Robust Classification using Asymmetric AdaBoost
and a Detector Cascade. Proceedings of 2001 Neural Information Processing
Systems, 2001: 1311~1318

P.Viola, M.Jones.Robust Real-Time Face Detection. International Journal of
Computer Vision, 2004,57(2): 137~154

S.Z.Li, L.Zhu, Z.Q.Zhang, A.Blake, H.J.Zhang, H.Shum. Statistical learning
of multi-view face detection. Proceedings of the 7th European Conf. on
Computer Vision, 2002, (4): 67~81

-94-



225 3CHk

34

35

36

37

38

39

40

41

42

43

44

X.R.Chen, A.VYuille. Detecting and Reading Text in Natural Scenes.
Proceedings of the IEEE International Conference on Computer Vision and
Pattern Recognition, 2004:366~373

K.K.Sung, T.Poggio.Example-based learning for view-based human face
detection. IEEE Transactions on Pattern Analysis And Machine Intelligence,
1998,20(1): 39~50

C.J.Liu, A Bayesian discriminating features method for face detection. |IEEE
Transactions on Pattern Analysis And Machine Intelligence, 2003, (25):
725~740

B.Menser, F.Muller.Face detection in color images using principal
component analysis. Proceedings of 7th International Congress on Image
Processing and its Applications, 1999:13~15

M.H.Yang, N.Ahuja, D.Kriegman. Face detection using mixtures of linear
subspaces. Proceedings of the Fourth IEEE International Conference on
Automatic Face and Gesture Recognition, 2000:70~76

A.Mohan, C. Papageorgiou, T.Poggio. Example-based object detection in
Images by components. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 2001,23(4): 349~361

M.V.Naquest, S.Ullman. Object recognition with informative features and
linear classification. Proceedings of 9th International Conference on
Computer Vision, 2003: 281~288

S.Agarwal, A.Awan, D.Roth.Learning to detect objects in images via a sparse,
part-based representation. IEEE Transactions on Pattern Analysis And
Machine Intelligence, 2004, 26(11): 1475~1490

R.Fergus, P.Perona, A.Zisserman. Object class recognition by unsurpervise
scale-invariant learning. Proceedings of 9th International Conference on
Computer Vision and Pattern Recognition, 2003(2): 264~271

B.Leibe, A.Leonardis, B.Schiele.Combined object -categorization and
segmentation with an implicit shape model. ECCV2004 Workshop on
Statistical Learning in Computer Vision, 2004

B.Leibe, B.Schiele. Scale-invariant object categorization using a scale-
adaptive mean-shift search. Proceedings of DAGM'04 Annual Pattern
Recognition Symposium, Springer LNCS, 3175, 2004: 145~153

-95-



I 73 AR T2 22 1 S

45

46

47

48

49

50

51

52

53

54

55

Y.Y. Lin, T.L.Liu. Robust Face Detection with Multi-Class Boosting.
Proceedings of International Conference on Computer Vision and Pattern
Recognition, 2005: 680~687

Y.Amit, D.Geman, X.D.Fan. A Coarse-to-Fine Strategy for Multiclass Shape
Detection.IEEE Transactions on Pattern Analysis and Machine Intelligence,
2004, 26(12): 1606~1621

F.F.Li, P.Perona. A Bayesian Hierarchical Model for Learning Natural Scene
Categories. Proceedings of International Conference on Computer Vision and
Pattern Recognition, 2005: 524~531

Fei-Fei Li, R. Fergus, P. Perona. A Bayesian Approach to Unsupervised One-
Shot Learning of Object Categories.Proceedings of 9" International
Conference on Computer Vision, 2003: 1134~1141

L. Fei-Fei, R. Fergus, P. Perona. Learning generative visual models from few
training examples: an incremental Bayesian approach tested on 101 object
categories. International Conference on Computer Vision and Pattern
Recognition 2004, Workshop on Generative-Model Based Vision,
2004:178~186

A. Torralba, K. P. Murphy, W. T. Freeman.Sharing features: efficient
boosting procedures for multiclass object detection. Proceedings of the 2004
IEEE Computer Society Conference on Computer Vision and Pattern
Recognition, 2004:762~769

ZW.Tu, X.G.Chen, A.L.Yuille, S.C.Zhu.lmage Parsing: Unifying
Segmentation, Detection, and Recognition. Proceedings of 9" International
Conference on Computer Vision, 2003:18~25

M.H. Yang, D.J. Kriegman, N. Ahuja. Detecting Faces in Images: A Survey.
IEEE Transactions on Pattern Analysis and Machine Intelligence, 2002,24(1):
34~58

C.Y.Kin, R.Cipolla. Feature-Based Human Face Detection. CUED/F-
INFENG/TR 249, August 1996

C.Morimoto, M.Flickner.Real-Time Multiple Face Detection Using Active
[llumination.Proceedings of the Fourth International Conference on
Automatic Face and Gesture Recognition, 2000: 8~13

P.S Penio, J.A.Joseph.Local Feature Analysis: A general statistical theory for

-96-



225 3CHk

56

57

58

59

60

61

62

63

64

65

66

object representation, http://venezia.Rockefeller.edu

M.H.Yang, N.Ahuja, D.Kriegman. Face Detection Using Mixtures of Linear
Subspaces. Proceedings of the Fourth International Conference on Automatic
Face and Gesture Recognition, 2000:70~76

R.Feraud, O.Bernier, J-E.Viallet, M.Colobert. A Fast and Accurate Face
Detector for Indexation of Face Images. Proceedings of the Fourth
International Conference on Automatic Face and Gesture Recognition, 2000:
77~82

S.H.Lin, S.Y.Kung, L.J.Lin. Face Recognition/Detection by Probabilistic
Decision-Based Neural Network. IEEE Transactions on Neural Networks.
1997,8(1): 114~132

L.R. Rabiner,B.H. Jung. Fundamentals of Speech Recognition. Prentice Hall,
1993

F.Samaria, S.Young. HMM based architecture for face identification. Image
and Vision Computing, 1994(12): 537~583

R.Xiao, M.J.Li, H.J.Zhang. Robust Multi-Pose Face Detection in Images.
IEEE Transactions on Circuits and Systems for Video Technology,
2004,14(1): 31~41

R.Xiao, L.Zhu, H.J.Zhang. Boosting Chain Learning for Object Detection.
Proceedings of 9" International Conference on Computer Vision, 2003:
709~715

C.Liu, H.Shum.Kullback-Leibler Boosting and Its Application to Face
Detection.Proceedings of the 2003 IEEE Computer Society Conference on
Computer Vision and Pattern Recognition, 2003: 587~594

H.Martin, H.Hunke. Locating and Tracking of Human Faces with Neural
Networks. Technical Report of CMU.CMU-Cs-94-155, 1994

S.Tony, A.Pentland. Parametrized Structure from Motion for 3D Adaptive
Feedback Tracking of Faces. MIT Media Laboratory, Perceptual Computing
Technical Report #401,1996

Y.Dai, Y.Nakano. Face-Texture Model Based on SGLD and Its Application in
Face Detection in a Color Scene. Pattern Recognition, 1996, 29(6):
1007~1017

-97-



I 73 AR T2 22 1 S

67

68

69

70

71

72
73
74
75
76

77

78
79

80

81

H. Wu, Q. Chen, M. Yachida. Face Detection from Color Images Using a
Fuzzy Pattern Matching Method.IEEE Transactions on Pattern Analysis and
Machine Intelligence, 1999,21(6): 557~563

R.L.Hsu, M.A.Mottaleb, A.K.Jain. Face detection in color images.
Proceedings of International Conference on Image Processing,
2001:1046~1049

M.Pietikainen, T.Ojala, Z.Xu. Rotation-invariant texture classification using
feature distributions. Pattern Recognition, 2000, (33): 43~52

T.Ojala, M.Pietikainen, T.Maenpa.Multiresolution ray-scale and rotation
nvariant texture classification with local binary patterns. IEEE Transactions
on Pattern Analysis and Macine Intelligence, 2002, 24(7): 971~987

V.Takala, T.Ahonen, M.Pietikainen.Block-based methods for image retrieval
using local binary patterns. SCIA 2005 Proceedings of Image Analysis,
Lecture Notes in Computer Science 3540, Springer, 2005:882~891

B, kA L B AR O Rk, 2000

TR AR, £ 5 2 e AR 4 A 0 B 2 R L A, 1979

- 5 58 AL AN I BN DTS P H A, 1988

V.Vapnik. Statistical Learning Theory. Wiley, New York, 1998

T.W.S.Chow, D.Huang. Estimating optimal feature subsets using efficient
estimation of high-dimensional mutual information. IEEE Transactions on
Neural Networks, 2005,16(1): 213~224

Y.M.Wu, A.D.Zhang.Feature selection for classifying high-dimensional
numerical data. IEEE Computer Society Conference on Computer Vision and
Pattern Recognition, 2004: 251~258

C. R. Rao. Linear statistical inference and its applications. John Wiley, 1973

P.Langley.Selection of relevant features in machine learning. Proceedings of
the AAAI Fall Symposium on Relevance, 1994: 1~5

H.Liu, R.Setiono.A probabilistic approach to feature selection-a filter
solution. Proceedings of the 13th International Conference on Machine
Learning.1996: 319~327

R.Kohavi, H.J.George. Wrappers for feature subset selection. Artificial
Intelligence, 1997,97(1-2): 273~324

-08 -



225 3CHk

82

83

84

85

86

87

88

89

90

91
92

93

94

95

96

97

J.H.Yang, V.Honavar, Feature subset selection using a genetic algorithm.
IEEE Intelligent Systems, 1998, (13): 44~49

UIUC Car Image Database, http://I2r.cs.uiuc.edu/~cogcomp/Data/Car/, 2004
R.Lienhart, A.Wernicked.Localizing and segmenting text in images and
videos. IEEE Transactions on Circuits and Systems for Video Technology.
2002,12(4): 236~268

X.S.Hua, W.Y.Liu, H.J.Zhang.An automatic performance evaluation protocol
for video text detection algorithms. IEEE Transactions on Circuits and
Systems for Video Technology, 2004,14(4): 498~507

X.S.Hua, W.Y.Liu, H.J.Zhang.Automatic performance evaluation protocol for
video text detection algorithms. Proceedings of International Conference on
Document Analysis and Recognition, 2001: 545~550

D.J.C.MacKay. Information Theory, Inference and Learning Algorithms.
Cambridge University Press, 2003

K5 e N HE B LAl 5 425 kL, 2001

AR 2 A5 - BR Al e 55 W L 7 O R A, 2002
ZEPEAF AR 5 G [ B 2 5RO A7 Y WAL, 2004

TR, LA A - R S TV 0 2 R K A A, 2003
T.G.Dietterich, G.Bakiri.Error-correcting output codes: A general method for
improving multiclass inductive learning programs. Proceedings of the Ninth
National Conference on Artificial Intelligence (AAAI-91), 1991:572~577
T.G.Dieteerich, G.Bakiri.Solving multi-class learning problems via error
correcting output codes. Journal of Artificial Intelligence Research, 1995, (2):
263~286

R.Ghani.Using error-correcting codes for text classification. Proceedings of
17th International Conference on Machine Learning, 2000: pp303~310
J.Kittler, R.Ghaderi, T.Windeatt, J.Matas.Face verification via error
correcting output codes. Image and Vision Computing, 2003, 21(13-14):
1163~1169

S.Mahamud, M.Hebert, J.Shi. Object recognition using boosted discriminants.
IEEE Conference on Computer Vision and Pattern Recognition,
2001:551~558

H. Schneiderman, T. Kanade.Object Detection Using the Statistics of Parts.

-99-



I 73 AR T2 22 1 S

International Journal of Computer Vision, 2004, 56(3): 151~177

98 C. Huang, B. Wu, H.Z.Ai, S.H.Lao. Omni-Directional Face Detection based
on Real AdaBoost. IEEE International Conference on Image Processing 2004,
2004: 24~27

99 S.Z.Li, Z.Q.Zhang. FloatBoost Learning and Statistical Face Detection.IEEE
Transactions on Pattern Analysis and Machine Intelligence, 2004,26(9):
1112~1123

100 M. Jones, P. Viola.Fast Multi-view face detection. Technical Report TR2003-
96, Mitsubishi Electric Research Laboratories, 2003

101 H.A. Rowley, S. Baluja, T. Kanade. Rotation Invariant Neural Network-
Based Face Detection. IEEE International Conferences on Computer Vision
and Pattern Recognition, 1998: 38~44

102Y. Li, S. Gong, H. Liddell. Support vector regression and classification based
multi-view face detection and recognition. IEEE International Conference on
Automatic Face & Gesture Recognition, Grenoble, France, 2000: 300~305

103 M.Osadchy,M.L.Miller,Y.LeCun. Synergistic Face Detection and Pose
Estimation with Energy-Based Models. The proceedings of 17th Advances in
Neural Information Processing Systems, 2004: 1017~1024

104 J.Miao,B.Yin,K.Wang,L.Shen,X.Chen. A hierarchical multiscale and
multiangle system for human face detection in a complex background using
gravity-center template. Pattern Recognition, 1999, 32(7): 1237~1248.

105 O.Dekel,Y.Singer. Multiclass Learning by Probabilistic Embeddings.The
proceedings of 15th Advances in Neural Information Processing Systems,
2002:945~952

106 T.Randen, J.H.Husoy. Filtering for texture classification: a comparative study.
IEEE Transactions on Pattern Analysis and Machine Intelligence, 1999, 21(4):
291~310

107 Z.W.Tu. Probabilistic Boosting-Tree: Learning Discriminative Models for
Classification, Recognition, and Clustering. Proceedings of Tenth IEEE
International Conference on Computer Vision, 2005: 1589~1596

108 gK e, L tH 8, I, v 5, A 48 e X 48 G .CAS-PEAL KA rb (1A JK: ]
15 s e S L EE A DRI A 41 T SHEHUA Bh v B BB 22 224, 2005,17(1):
9~17

- 100 -



IO ) BRI RS

Bz LA (8] & R B FE RIE X

BAEE R

1

Hongming Zhang, Wen Gao, Debin Zhao, Xilin Chen.Object Detection Using
Spatial Histogram Features. Image and Vision Computing.Elsevier. Accepted.
[SCI J5 H B 1 71)]

g b BB, Ry 3. R TR LAY L ek 2 o 20 RN JIe 5 R ARE 2R (1 SF [T e
B N A AL 447, 2002,25(11):1250~1256 [EI J5 FE A — 235 1]
Hongming Zhang, Debin Zhao. Spatial Histogram Features for Face
Detection in Color Images. Advances in Multimedia Information Processing
- PCM 2004: 5th Pacific Rim Conference on Multimedia, Lecture Notes in
Computer Science 3331, 2004: 377~384 [SCI]

Hongming Zhang, Wen Gao, Debin Zhao, Xilin Chen. Learning Informative
Features for Spatial Histogram-Based Object Detection. Proceedings of 2005
International Joint Conference on Neural Networks, Montreal, Canada,
Jul.31-Augest.4, 2005: 1806~1811

Hongming Zhang, Wen Gao, Xilin Chen, Shiguang Shan, Debin Zhao.Robust
Multi-View Face Detection Using Error Correcting Output Codes.9th
European Conference on Computer Vision, 2006 (Accepted as Oral)
Hongming Zhang, Debin Zhao, Wen Gao, Xilin Chen. Combining Skin Color
Model and Neural Network for Rotation Invariant Face Detection.ICMI'2000,
Lecture Notes in Computer Science 1948, 2000: 237~244 [SCI]

gk e S B B, IR R BR . S A) LT B IR A FEAE P A I e i 2
(BN R)

FYERIL:

8

10

5K SO, L, it B RS R R R, iy S0 R TR Gabor 224K EL T B ¥
FR NIl 3R 5 R0 5 ik A k(B )

Jun Miao, Hongming Zhang, Wen Gao, et al. FaceTracker: A Human Face
Tracking and Facial Organ Localizing System. The Proc. of the 8th
International Conference on Computer Vision, 2001:743~743

Lijuan Duan, Guogin Cui, Wen Gao, Hongming Zhang. Adult Image

-101 -



I 73 AR T2 22 1 S

11

12

13

14

Detection Method Base-On Skin Color Model and Support Vector Machine.
Fifth Asian Conference on Computer Vision (ACCV2002). Jan 22-25, 2002.
Shiguang Shan, Wen Gao, Jie Yan, Hongming Zhang, and Xilin
Chen.Individual 3D Face Synthesis Based on Orthogonal Photos and Speech-
Driven Facial Animation. Proceeding of 2000 International Conference on
Image Processing, 2000, (2): 238~241

Jun Miao, Hong Liu, Wen Gao, Hongming Zhang, Gang Deng, Xilin Chen. A
System for Human Face and Facial Feature Location. International Journal of
Image And Graphics (1JIG), 2003,13(3): 461~479

Wenchao Zhang, Shiguang Shan, Hongming Zhang, Wen Gao, Xilin
Chen.Multi-resolution Histograms of Local Variation Patterns (MHLVP) for
Robust Face Recognition. Audio- and Video-based Biometric Person
Authentication 2005,July 20 - 22, 2005: 937~944 [EI, SCI]

Wenchao Zhang, Shiguang Shan, Wen Gao, Xilin Chen, Hongming Zhang.
Local Gabor Binary Pattern Histogram Sequence (LGBPHS): a Novel Non-
Statistical Model for Face Representation and Recognition. Proceedings of
Tenth IEEE International Conference on Computer Vision, 2005:786~791[El]

- 102 -



W ZRE MY R A e 2 1 ST ) P 75

e /RETL A K F 18 2408 35 81 {4 7 A

AN JeAb P A2 i 1 22 018 S0 (O T R B SUBARF I 1R 40 1R
R TTIRY, AN I L, AERS IR b K 5 B il - 22 7 19 1) ik
NEREATHE S AR BT AR o S AR N BT, 8 SO B i W B 2 AN
A N B AR B S 0 BRI S R o 0 AR SCHIAIE S A Bl B 2 Dk S AT
e, Yo AE 3Oh LU s W] . AR B A 4 0K S8 4 th A R 3H

(=S H 3 F A H

RREIWXKFETZMEXERRNS

TR A SCHARF A (R ) ARSI 7Y AR A N AE I R T8 b K 5 I
[ Ses  VaPAtE] LT S =R Sl N5 ) 1A e X VA R N M ST E 0 WD % R LU
N R, AR SCHIWE TN A UL AL 4 SO . ANTEA
TR AR RS R TR Ar s A AR SCH R, [ 2 R OR B O 1 AT
RABTPEAZE IR BN A, SRR iR SCRE RS B o A NS AU
IRIE N RS, LRI EN . 4 B s A ) - B R A7 1R 30, l LA A 18
SR & v B oy N A o

RO, £ RIS AR A
NS VAT R
AR O
E& 4 39 = 3 H

FIMEEA - H 3 = 3 H

- 103 -



I 73 AR T2 22 1 S

Brigt

HUL R e s by, BB 7w 578 Ja I =it . frt, FRE LIRS
ek R OGO WA RER M T AN

HoL, FREFOBAH IR I AT . S IAME S T R B R
S, 1 H B B AR R B ALRUE J5i . B9 IR EIE RS Sei it e
WS AR £ J7 8 2 e AE ) B, SR RRIE AT B RITA BN S M E A8
PERTEE I . AN SER AT A AR E AR SN, 2 A
O AR MR ER R B ATUT A RE AL Sl B A BTIE K 1)
K, (EfAAE%AE,

SR S0 (R EL R . BRI R B OR IR, W TER SRR %
HOARAT T MR Z TR Z 0 N B AR 0o PR Z UM R 2 1, SO i) JE 4
AR RS ORI AE TR AT, TR — EARIAN 22 ) (RS . T A7 &
IR 2 ) RAZ ek 2, A 3R A2 35 HE VK

S S0 S X RIS 2 . ARATTJC A 2 R ) AR RS AR R SR
(IR R, & B ) B FE

B e A S T B, AT A Z e S 1) BG4 BT & £ 4F
DLk — B AR GE T TAER Al . B g6, B, PMBeHe. Eamssiii
URAHM FE By o B FEET . WA B, RSB BEE. Wk B
Ay WSFAESEXT R AR A M B, J&i IDL B4 SE5 = B g 1022 il fi
Al 2AT], REILFEE TS KU, BAITEB . B m &R s,

I F I ACBE . IZET . BLAFRIM SR N R R e i B I s, AT 2 4K
X TR 2% — (1) 5% A Bl A2 T AWk B ) B 77 .

A7 B E K A RB RS (W H %5 60332010). K 863 il K
(2002AA118010). HRFEE (| AvHRIm BE ). Big ikl Z 1 H (03DZ15013).
DL b = Re RO BH A PR A /i B

-104 -



T

N
sKEEHI(1976.4), 5, VLIS N ELWTITAEON AR . AL
MBE BGAEEE . BOR) . Hlas s ). AERCE M 2n 0l Ia], AR AT H
B Fe S 1R EAMTNE S 1R BB 4 5, JifH 5 Ak e
FEAERICT R A E A LA 1T

HAEEH

1994.9~1998.7 My /Ry Lk KA LRI A 5 TR &R, L%+,

1998.9~2000.7 M /R TN K2t H LR 5 TR &R, T%m 1, »30#
H: NI A 515 2

2000.3~2006.2 M5 /RIE T K2 iF EHLRN S 5 TR AR, L% 4, w308
H: 3T )R8 SRR 0 40 A4 A W 7 7%

Bog 422 W a2 5 Rt o H

1 2004~2005 Z& T-AEWHFAE (7 & g HO W 50 (B 5K B AR B} 2% 25 4 5 I
H, WH%5: 60332010): L2 T1/E: WAk F L0 5¢

2 2002~2004 Z AR NS EAE S EARm(E K 863 ik, I H g
5: 2002AA118010): FE TAE: B3t i Nk

3 2001~2003 AEYRAE R AIAZ OoFi AR 5 O HE ) S 7T (2K 863 1HKI, i
H%i'5: 2001AA114190): F= % TAE: XJ % HECE Fe 1 ot N K I 4503k
B 57 55 SR

4 2000~2006 [HI % A 5T (LA R BE IR AR A BR A F R B I H ) -
FETAE: NI S 72 F13E )4 Ak I 553 1 i 90 5 sE B

5 2004~2005 PEMSEEH A HRIEE I H

- 105 -



	基于局部纹理特征的物体检测方法
	OBJECT  DETECTION   BASED  ON  LOCAL  TEXTURE  FEATURES
	摘要 
	Abstract 
	目录
	绪论 
	1.1 课题背景及研究意义 
	1.2 物体检测领域的研究现状 
	1.2.1 物体特征表示 
	1.2.2 物体检测方法 
	1.2.3 物体检测中的典型案例：人脸检测 
	1.2.4 物体检测中存在的问题 

	1.3 本文主要工作及结构安排 
	1.3.1 论文的主要工作 
	1.3.2 论文的结构安排 
	1.3.3 论文的主要贡献 


	第2章 空间直方图特征及其判别分析 
	2.1 引言 
	2.2 空间直方图特征的提取 
	2.2.1 纹理直方图 
	2.2.2 空间直方图特征 

	2.3 空间直方图特征的判别分析 
	2.3.1 类别可分性的实例说明 
	2.3.2 类别可分性的度量 

	2.4 空间直方图特征在彩色图像人脸检测中的应用 
	2.4.1 基于彩色信息的空间直方图特征 
	2.4.2 检测方法 
	2.4.3 实验评估 

	2.5 本章小结 

	第3章 基于空间直方图特征的物体检测 
	3.1 引言 
	3.2 物体检测的系统框架 
	3.3 联合直方图匹配 
	3.3.1 联合直方图匹配的推导 
	3.3.2 联合直方图匹配的训练方法 

	3.4 支持向量机分类器及其特征选择 
	3.4.1 空间直方图特征之间的相关性 
	3.4.2 空间直方图特征的有效选择 

	3.5 实验评估 
	3.5.1 正面人脸检测 
	3.5.2 侧面汽车检测 
	3.5.3 视频文字检测 
	3.5.4 关于系统检测速度的实验 

	3.6 本章小结 

	第4章 基于纠错码多类分类器的多姿态人脸检测 
	4.1 引言 
	4.2 相关研究工作介绍 
	4.3 基于纠错码的多类分类方法 
	4.3.1 信息传输系统模型与纠错码 
	4.3.2 将纠错码应用于多类分类方法 

	4.4 基于纠错码的多姿态人脸检测 
	4.5 构建基于空间直方图特征的ECOC分类器 
	4.6 实验评估 
	4.6.1 纠错码性能分析 
	4.6.2 在标准测试集合上的实验结果 
	4.6.3 纠错码与一对多编码的比较 
	4.6.4 实验结论 

	4.7 本章小结 

	结论 
	参考文献 
	攻读学位期间发表的学术论文 
	哈尔滨工业大学博士学位论文原创性声明 
	哈尔滨工业大学博士学位论文使用授权书 
	致谢 
	个人简历 

