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Abstract

Finite element (FE) simulation of contact and impact process is an important part
of the automotive CAE technology. It is widely applied to engineering problems, such
as car crash simulation and sheet metal forming simulation. This kind of simulation
usually involves material nonlinearity, geometric nonlinearity and nonlinear boundary
conditions. Due to these three kinds of nonlinearity, the FE analysis of contact and
impact problems faced with enormous computations and low computing efficiency.
Therefore, there is a very strong demand for parallel computing in practical
applications. Nowadays, the most common parallel computing methods are based on
the coarse-grained parallel domain decomposition strategy, and use CPU-based
computer network as the computing hardware. In these traditional parallel computing
methods, computation efficiency is directly related to the number of computing nodes.
Furthermore, in practice, more complex programming and expensive hardware are
required for more computing nodes. Therefore, they are not cost effective for both
individual and business.

Modern graphics processor unit (GPU) has developed into a kind of multi-core
processors with highly internal parallelism, and its float point processing ability is
much higher than CPUs at the same period. In the meantime, the appearance of
programmable shaders brings several general computing characteristics for GPU.
Nowadays, general-purpose computing on GPU (GPGPU) becomes to a novel and
effective methods for general large data processing and numerical simulations. The
early GPGPU needed to use high-level shading languages to code, such as Cg. Several
researchers have tried to use early GPGPU to improve computing efficiency, but these
GPU-based FE codes cannot meet the demands of requirements in accuracy and
efficiency. This is mainly due to the limited of double float support and the data
transfer efficiency. Later, an efficient and intuitive GPGPU program development
tools named compute unified device architecture (CUDA) is presented by NVIDIA.
CUDA brings an efficient way for GPGPU with low computing cost and general
programming language.

In this paper, a GPU-based parallel strategy for explicit FE computing with a full
fine-grain parallel contact algorithm is presented to meet the demands of engineering
applications. And, the high performance parallel computing of automotive body crash

simulation and sheet forming simulation on normal personal computer with a
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CUDA-capable device are realized. The main research content and result are as
follows:

(1) A GPU-based parallel explicit FE computing platform with independent
intellectual property rights based on the characteristics of explicit scheme and
lightweight threads parallel computing model of GPU is presented (Patent Pending
Number: 201210266435.1). The main advantage of this platform is constructed three
kinds of one-to-one mapping relationship between CUDA thread and computing
object, including thread-to-element, thread-to-node and thread-to-freedom. Compare
to the coarse-grained parallel FE algorithm based on grid partition technology, the
fine-grained parallel strategy can enhance calculation efficiency without any
pre-treatment processes and boundary data processes. Therefore, the most parts of
explicit FE calculation processes involving nodal speed computing and displacement
computing can mapped to GPU computing to achieve high efficient.

(2) The nodal force assembling on fine-grained parallel platform has long been a
difficult subject. This paper proposed a pre-index strategy to realized parallel
assembling on GPU with few additional works. In the meantime, parallel strategies
for two kinds of shell element including Belytschlko-Tsay (BT) shell element and
Edged-based smoothed triangular (EST) shell element are presented based on the
above parallel computing platform. Parallel reduction method is introduced to
calculate all kinds of single variables, such as global time step. Finally, an entire
parallelized explicit FE iterative process based on GPU is proposed, which can obtain
an optimal computational efficiency by reduce the data transfers between CPU and
GPU. The numerical examples for nonlinear shell structures show that this method
can greatly improve the computational efficiency with the same computing results of
serial computing on CPU. For example, about 37 times speedup obtained by GTX580
GPU compare to [7 CPU for an elastic-plastic large deformation problem with 18.5
million degrees of freedom.

(3) During a FE analysis of contact problem, the time consumption of contact
algorithm usually occupies more than 70% of the total computation time. Therefore,
an entire GPU-based parallel contact algorithm is proposed in this paper, including
parallel hierarchy-territory contact-searching algorithm (HITA) and two kinds of
parallel contact force calculation algorithms involve parallel penalty function method
parallel defense node algorithm. HITA is an efficient contact-searching algorithm and
especially suitable for complex problems contain self-contact phenomenon.

Furthermore, the computing independence of contact segments searching in the same
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hierarchy is suited for GPU parallel computing. Firstly, this paper proposed several
technical means to realize the parallel search of test pair on GPU, including thread to
segment mapping scheme, the GPU-based sort method and the technology of improve
the size of thread granularity. Secondly, in contact pair searching phase, a mapping
relationship between thread and test pair is presented to achieve the parallel searching
in the same hierarchy. And, a store strategy based on sort is used to realize efficient
data transfer between higher-level hierarchies and lower-level hierarchies. In the
contact force calculation phase, fine-grained parallel strategy based on thread to
contact pair mapping is present to parallel computing contact force, and atomic
operation is used to contact force scatter. Based on the above mentioned algorithms, a
GPU-based contact process simulation software named CPS-GPU (Software
Registered Number: 2011SR001966) is developed based on the self-developed serial
contact process simulation software DYSI3D. The numerical examples also
demonstrate that this software can get highly accuracy and efficiency. For example,
about 20 times speedup can obtain by using GTX580 graphics card to calculate a
Body in White (BIW) crash model with 17 million degrees of freedom.

(4) This paper presents a complete GPU parallel computing method to accelerate
the FE analysis of sheet metal forming process. According to the requirement of high
computing accuracy for material flow in sheet forming simulation, a parallel
computing method for shell element with complex material constitutive and
friction-considering contact force computation are proposed. In the meantime, the
way to parallel a simple contact algorithm integrated in the self-developed sheet metal
forming simulation software CADEMII is studied. Firstly, the wide broad search
method used in real-time collision detection is introduction to test pair searching
during the pre-contact searching. Secondly, a parallel contact pair update method after
pre-contact searching is proposed based on the information of adjacent contact
segments. Finally, a GPU-based sheet metal forming parallel computing software
named CADEM-GPU (Software Registered Number: 2010SR052426) is developed
based on CADEMII. To extend the computing efficiency and practicability of this
software, several usefully technologies such as data asynchronous transfer method
and real-time display technology based on OpenGL are added. Numerical examples
show that more than 20 times speedup can be obtained by using GTX460 graphics to
calculate sheet metal FE model with tens of thousands of elements.

Key Words: Graphics Processing Unit; Compute Unified Device Architecture;
Parallel Finite Element Method; Contact/impact; Sheet Forming
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RGN B I AT T SR B A S K BRI BE AT T R D R, TR R S g e
FEET YH-1 REMRAR 7 A R o7 B H Y MR g & A 2 B 3R A7 7 5 A% 20
AT RE F B AR NS B, B8 7T RE R, I 5 B Br b E S0 78 7 R R
G20 o 3 D K 2 Bk T i A 1O VR A 7 8 ot R R 5 A ) 4 1 R R R 1 5
T e TEEM TR, &3 40 Z2HE KR, EENBIFATIFE#ERERD
Zak B E R AKE, BREES B EUH AR — S @K ELY —EA T
TOP500 HEATHEHIE AL, AIME A2, FREFA %2 B F 7B FFAT v 5 3 AE
Bz, FEENSKIFTIHENOMHEA. Bk, a8 E A7 JERAEm
TE R fe 7172 3 H R R IFAT T E AR K R AT 2R IR 3, A ST B AR B AR
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501 8 A — 1 TR
1.2.3 #EmnliE BRIt o thaE8d

2 fih B i AR 07 LA VR A CAE M E B ARy, T2 B TR 4Rl 4 2 4 bk
B 20 M 1 25 B 78 5 A R 5 b A RO 1 RE o AT S AR o LB AR Gt o I kil fi
WARAE Sy bl R B R AR R U AR AR 2 R A SR T A SR AR R M =
ALt /B, W B EE A R s MR AT R LA FIR TR T
BORERL . Bk T 50 DL R B i S . Bathe!®® Y1 SE A HISR A T.LK% U
ULANXEY THTRBIXEMBEELERN BN SMEEEGRTTRE, R
RE Dy R B g ST 7 R TR AU TR AR A A R e 20 A TR SRR 4 07, BT
EATEZEAREm R LR ERIC T EA, FRH s R, X
SHUP A7 0 B RA, (R I IR LA AR G 1 SR AR e R RIS S, DR S TR R
XA ) P, R RS B, HughesP' 2% &8 At 22 fih f 38 25 i 25 1) R ) 2 2
VR 40 UL K% Belytschko ™45 A ) 50 25 3 25 1 1) 80 v 5 5 75 8 70 1 BF 9 2 o 32 fk Al
A PR T AUt T L TR .

P fb A A2 ) R ) A PR T 23 B O R R E PR A B A R e T f
TS Horr, B S0 B R R B kX R 2 [ A B 25 I TR) e R R AR L
] AR 0L, 4R B3 i %) . Hughes 28050 % il Sk O WF ol T P2 A 2810 T
T, A9 R S L o RoR A B s o, (B2, mTHREER, I
fEOARAHTHM ARG B . BT, BaEE K Z R A P s Aok 4t
H. WEmE I oy a ENm L. HEEN A EE . M EH
HALLQUIST 255 4, JE4 i T LS-DYNA #cfhrh . 7880, 95 o 18 99
R N FE MMM, HFHERENGABETFFRER, HEFEA]LFEENR. %77
S BRI, (R RIS T e A, 3 AT A A R A —
sk, R G EA R. FIR 5 H ZHONG 2600 ST 7 28 Fss [ RE & 32 1, 4K
o R 48 TN — R — SR IR, 2 v R T R S
AT DA 25 F — R RO B2 bR I, AT AR R A TR . vk K 2 0 A 4 1) 2 ik R
G AA MBS RR, FE R E 2 T B T ARCRE R AR 4 R S R
d, AERTT Hoar g AR e P, iRk Sk B ZHONG PPN I, s,
K FH A 2 HE 5 OO s Ao A B9 OV AT & R R, R Gk i B AR AT R R,
Tt — 04w 7 B SR . SAh, Hew A ERE A N
Vi 2 o T O

R x 5, wh EAR IR P 1A 1) 32 3h MU TF S R Ao PR AR Ak, W R Y
el Syt S 7R T R BGE AR B H R PR TR BE B H AR Yagawa!®
R, JERERTZRVE, | Bathe!® A HughesPY&5E 4k 8 K M52 ¥ . T 51 68
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HoEm Bkt e, HEFEMAE RGBT RS SMmMs, S4M N LS-DYNA
ST R R IR i S . R B H SR TR R E A TR,
BB AN AR B AR, S X AR S HERTEHEE,
BRI, fEscbr TRETHAMEM . Gk, ZHONGPIE 1988 4E# W T By 15 ik,
S — i IV RS B T SR Ak ), SRR B S SR AR I ST T RR AL I BV, IR T B TR
7 Rl 8 7 R 4 J AR R} 2 R R I L

1.2.4 ZE 545 h i3l li1E o) @

TEARICH, VR ZE B 45 F b 0 2 b Al 1) 8 2 BEAOFE AN B 7. — 0 W
MRE 2w BEA GRS et Wit SUR KR E R A R o i ik, 5
— 53 2 K & B 4 B BT BE B RORE O A BR T8 A T T

VRl A A FR T 40 A B 2 B 4 R0 R A ) A A R R O B SR A, B RLT 4R
T Karnal V7 5 F S 56 A5 401 1) 5 925 3R A5 K AL Mg 24 (0 B e e M 0 Hr i 2 . 3t
TS AT BT . 2] 7 _EARAD 70 FEARKT, IBL IR R T BT AU S B A R
JR R R RO B S, BEE LS-DYNA 55 Mb 8 1 P, 95 4 Tl 3 R 90 15 3]
TR JE . BB BOZ AR 3 B R T R E LR F A R Rt 1%, Rl R
F1 25 BRI G2 TR v B e B e e A U [ P IR R R e A e RO A
- M)A ERRTE, FRRY, W KT, RS REEEXANTTH
IR SR %%, SR @S T H Ok Se i v, JEIT R T 8 aaMA R E
IR LR VR AR R 8 7 A o VR R A BR o 0 3 B SR A R R B K
Rk, 7 B IAT TS 5 2 W SRR Stz o it it ) R 50 PR G AT HVE B AT
TF 46 T Belytschko 1 Plaskacz Z5V® 7713 F SIMD B 347 ML 1) & 30 50 47 (b WF 72
2 JG, Brown"*VEEHL I T IE TR R L FE A — AR AT S MG . Lodsdalel”™
S T IAT I & BRI A R TR R E R T k. B B R 0, i
RN, s R S e T AT ol AR O AT T SR 2 A R 4 G R AU v R S
AR, FEREE AT TS BRI IFAT A A 8 Fk R 8, B RER b 2% AR
AN, #RTER B — R R AT T SRR B AT 55 2R B 7 A8 SR R SR 8

F T 93 B iR 4 4 5 OB A% BE B AOR} BT 1 A7 PR o AR 40010 R 2 12 Al il 488 55095 O
=B IR BORE SR I R AE A BT bR IR AR, e B A ARORL DY
A 12 B A 38 I 4 Ak e R R AT ARORE R AR SRR TR I AR . BRI fE I R T AR A
b, TR s S A e, PRl o R LR . H2 B T M RHAE B 20
(R PR VE AR T AN EE S 7 A, ERLU 6) BORE BT 1 A2 7 B B B 9T 3 AR i AE A R AR K A
KA 25 )5 . ], Wang A1 Budiansky!™ 5% F ¥ 5 AL b5 AT FR A 2 3 36
2 3E F T — R BORE BT e R S SR AR . R T R S RS R, Nakamachi®!
% K F Kirchhoff ¥ 76 A5 B4 ik AT OB M RE B 20 o B IS, BB 70 i 247 1 3%
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KR #, DYNAFORM, AUTOFORM %5 — L 75 0945 B 4K PR A0 4k HE o 17 78
1980 4£, Tang"™"Vgh b F /N A BRCHE F AT £ G B4R REE . EEA,
b AT K AR RS, I R K 2 2 e R POV e o s o 1 T A K [ P AR
AT R RER T o EZEMIER . FRAT T 7% FURE AT DA 20 32 =ik
BERE T H 2GR, I B O KEE T4 G715 -F & R R R Mk B R 3

o194

1.3 GPU BRI E F AR

FHWIFFAT IR TT %, ERAREI EEERMAAAXHE ., T2 &R
FIFAT A BEEOR, T SRR A 32 R BL CPU N IF R L IR I E T & . B
TRGIFTIUHETFENIF T HRT i EELAEDTHAL: 5H—, HHR
TeME R GR B — g MU I, PRI T 1 R B & T B A S SR 2 18] (1 38
HAERTE, (i txE AR TF . 58 =, ST iS5, R 5 R A
HORAE e, mrk S S BN, 2 TSR R A L A R GG R A B 4
s R PEY R . 2R =, TR NAT R T o B AR, BEOREE A
X UE S AT R R AR, AN BE R 58 A W HRAE, Pt DUR XEAE H % AR A
FHE p e 02000 Rk, fEE SmtEReg it H At s, BRA%EFK—F
HAR A5 770% . 5 T GPU Bl HI vF 507 0m /2 75 & 31X — 26 1R 1 5 2
ATt HEE R,

1750 r GeForce

—_— P g
GPU 5% GTX 580

w1500  ——CPU ¥l
A . €Force
S 1250 f T GPU R £ GTX 480

— =y
E 1000 CPU XUk eForce
@m o 750 + GeForce GTX 280
g 8800 G
2 500 | 7%’8180&;‘;{ Tesla C2050
H 250 | GeForce Tesla C1 io

FX 5800 estmere
0 Pentium 4 I I
2001-09-01 2004-06-01 2007-05-01 2009-12-01
i} 8]

1.2 NVIDIA GPU # Intel CPU % B %k

i R N R R e R R B L O R MR R TE K, GPU 1B K R N
—ME B IATA . 2 ERREPAT H B A RO S B H R ST A Z AR FE S .
1.2 F1if -+ 4 NVIDIA 2 & 1) GPU F1 INTEL 2 &[] CPU 4 Fh kb 3 88 (1) V% i3t
Hfe R BILPTEIR, R GPU F S iHHAE 2 48 B T FE CPU 1 10
Gl b, MRS T sk B 5 5 0L b, JEHBESE GPU MK, XMitE Rl
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ZPIETEAW Y K. GPU MR Ml kK e 2 A TiEA T E ) EZH3N ), M
GPU 3 H v+ 51 5 e A8 52 T 4% 1) s 1k e AT T SR T R .

XF GPU i vHE B 7872 M 2003 SEFF46 1, IF 15 264 8 T GPGPU & .
fEIX Z Hi, NVIDIA A {E 2001 F &K 4i ] GeForce 3 RAF= i 56— IRSEHL T 4
3 B AT g FE M, 8 GPU M H 2 T [ 5 T RE B 70 40 B 1) & FH Ak 28 485 32 £k 9 BLad
RGN E, BERER oMM aEH S, EE T GPGPU MR EHE
it 21, Kriiger!' "% AT 2003 R4 5T GPU FO 2% o AQ 8 18 N A T 048 4 #r
d, & GPU M F R B AR . X — I GPGPU 152 L 75 24 ] &I IR 2%
APT K38 FH S i S Rl o B A B 2 b R TS 3 00N, Rt B k. JE R B
ErmiEE BRI KA Cg (¢ for graphic) 254 (015 5 WML ML T i fE
(I3, U0 Hillesland ZEU°ER ) GPU #EAT K% A0 HH L 72 28 M A B8 16 1 n i
Li 21812 B GPU % %£ T Lattice Boltzmann(LB) 75 2= [V #4855 400 85 4T Im ik . [ 7
S B A U0F 2004 44 3T GPU [ Fl i+ S 34T TR R M HE, JExt L m 174
BEAT T HE. AR, XEIET 537 B GPGPU SEHL T B KL T i xt |
B AL FE A GPU 4586 BOR N R AR, FLIE 75 205 Bod we i B ar o, (A3 gm g il
FEXT HOHE A AR AR R, X TR MR LR R ARSI . FE, gh
FEN IR B2 57 B 5 (48 A BN &t ad i A7 A7 A S H U P S — S i PR
R, 7EIX— B B, GPGPU HA (1 B A6 Bl A B, 3 Bk 2 F T B R b 3 AH ¢ 1
i T A

2006 - NVIDIA A ® kAT 7 Hi& & T8 HiH 5 G80 484, 5 It [F i, NVIDIA
AFE KA T HT GPU EHITE RS —iH H A (CUDA). CUDA BE=Z —Mi&E T
GPU $ATWIIFATIHE AN, X2—MmEiIES, BF A LLE#IHAH CUDA API
XP GPU #iAT ¥4, it 7@ E B B GPU EHATIIERE, 4k T it ERET
) T 3 5 R0 A ] . CUDA RIS B K9 & 7 GPU i@ A THA R B F e [, A
£ Google ¥ AR Z 5| ¥ ) “CUDA parallel” N85, WIS 2 H%
HWRds, HN ARG HEEH U0 Ay B S A ar BEEUOS
1 B g O T R G R L SR s S O g S
HLAL ST TS, 3 G i 200 B i Ak )y 2 U2 12 m g s 5 e g g e A
Gy ¥ Eh )l 0 Py, A R R N E] T GPU T
MR FEAT 50, WE R R BT BUE SR, FRAT R AT R AT U1
Wik, X GPU @A tH EH AR TR KAHESEM . Hdr, o B R B A 42K
YT HAE GPU mtERETHE T HI R B oTEk, T 2009 44 NVIDIA A w4 T
CUDA 5l .0 (CCOE)IFR 5120, tx £ ik CAE B 4Fth &1 E T GPU K&
1F % B8 /1, Abaquas/Standard M\ V6.12 lRAFFIE M A XS GPU B #E, AT & #
BT AR BBk, W LLIRAS 1.5-2.5 i nsE EEP . Ansys M Release 14.0 iR A
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WIF 6K GPU F - hn s # 55 75 72 16 B 82 ALk AR SR, v LLIRAS 2-3 5 10k e
321 o, 1 LS-DYNA/Implicit 7 CentOS Linux F IR ik, MSC Nastran f{]
Version 2013 A4 PL A Marc ] Version 2012 fi A 25 0 #8 [if 22 % | GPU £ H 44
Fa) 32 75 FE 1 SR A g g 1231,

Zibir 10 FRIKE, GPU @M IHEMIR &Y T H AR B 4 #2145 5 A
9 FE 4244 . Bk NVIDIA A #] ) CUDA 4k, AMD A # 7E 2006 £ k45 T HF GPU
B 5 CTM(Close to Metal)if 514, i #2 /7 51 B & Ui il AMD 2 & &5
GPU L KEMIFATIHE LM, HIF T AMD )& GPU it St AR K P 4. FE)a,
AMD X HEH T ATI Stream SDK!'*%1, J:7E ATI Stream SDK 1 #3# T Brook+!!%,
Brook+/& —Fl 5 CUDA RN EEITRIES, ERHIERT AMD A& 1 =
X GPU il TS A v 7 &, BT — S840 ¢ B A B R o (E 2, A X T & 5 Brook+
%A CUDA RiE, HREEZ, FEHEY HEA NVIDIA A& k.

NVIDIA A A [f] CUDA 1 AMD ‘A #l ] Brook+¥ A A ML, RLFFHXK
GPU, XWAAF T GPU BT HEEARK K E. H R 2008 4, H Apple A H]
73, B4 AMD. IBM. Intel A1 NVIDIA & it BN A FEW R E KA T 4
NP 515 & (Open Computing Language, OpenCL)! O g~ F & i+ S HEZE .
OpenCL [ 4w F2 LU F1 CUDA 2, H BG4 MK L&, XHFH
Z %0 GPU. GPU. Cell KEAIHH DL S #0515 5 A H 25 (DSP) 55 2 M HF 47 AL BE 2%
MK &R R TG

BANEHAT GPUBEH MR FECEHI 7 2 Mt E88, HE, RCRFFEH
CUDA fE A ENMERF I R-G& . —J7 1, /2 H T NVIDIA A+ %451 GPU i
5B J1 iR, NVIDIA A IR KRR 3 2B i@ H it S5 55— 77,
CUDA £/ GPU @ tH BN F B & AN A TR, ek R, BRI Z, A
AWK T Iy, BJ5, CUDA &G RH4E T 2 A F-AT 15 nl UAR o 42 PEAR
vk B B B B T SR BE LB S R R BUE T R, EH bR B A2 AT
CUDA WHFIRIUH , 7T LA HAT 5L B0 7R R AT R 7 T R R AEIR 2 (AR .
Karimil>"H1 Dul**1%5 % 3£ i) SCHk th 3R I 7E 7] — A 2 K LR Al CUDA 4 72 7] LLER
3t OpenCL % (A RE . 77 BV R MZ, HATHRHTM AT CUDA L&t
MR IER, CHFE CUDA #% 3U B AT 1 AR RS B 82 4% 3 . OpencCL #% 30 1 2
FP, XNUUER ARSI AR R Y R E i E & R T H T RIE.

L4 XX EZMEAR

b
B

A A B K SRR AT KR (973 )RR 7R 5 T B8 A RE R B AR AL
iS5 EM R H %5 : 2010CB328005); VA K E K HAR %R 4 E ATH .
HEERKTEFTRAOSSOIETEOIHR S : 61236014 H BB T, &4
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VRZE AR v B il i 0 FE A PR T 0 A T B I, W R T 2R T GPU IR E R
B M Al i O AR () R AT IR TR, IR R TR R A e AN AR e e R S S B AR
). A SO B AN AR

(1) W9 T GPU HyFE A g 1 22 #y Al CUDA 22489 T GPU HATFE T R i 2 .
Hoe, AN T A B AL BEES 0 AT g 1 SR B, JE I XS B GPU AT CPU B A
ZeKy, T GPU BA M RIAAT R At ER B E R UL K& GPU @M HE k45
PE, JFEEM I T Fermi 320 B4R 2 s A ME RE 4B AR o FLIR, X CUDA B2 T 1
WFE iR, RREZ RGN RS BRLRIRE i BT R AT TRV, RS T
GPU @ H THE M AR . RN, XA SR H B IHAT 1 VP AL J7 k34T 1
B TEXT 540 o W il b, AR SCRH =R R BB BT GPU #EAT I s Bt
S R B 27 ) 3R SR A M REREAT 1A

(2) e T RAAERICEREDN GPU AT THHE 75, FENH TR &5 EE
LHEARITTH M. KA E MRS B 20F R Bk o] AT ST T
M, WEBH T B A BB G IR RAR AT B T GPU R B A Rooit Hid %
W B RO i S T AT R R R N O R B T R S T
KRS A. AESHEE =MERK — B vk, 5155 CUDA &Rt
HARRTEEME, ST HEER R RGN 4T . W5 T BT WEH
FE R B 30 5 1 = A 75 B e ESTR MO R s o B R (0 GPU I 474 5 05 72
BEXT BT R R N RN AR AE DL IEAT R R, BRI T R IR e, /£ GPU L
LI T R A AT AR SRR AR TR B E S EREE GPU B IFAT R
fE 775, SELT GPU R #Eih&, w7 GPU 5 CPU [A] #0408 =8 # 1 [7] B
R e () T B R Ak B A .

(3) Eflhi A R T/, BMEIET A 70%LL SR, i,
ACEEE T S AT RIS SR FRAT BT ARk v B v A IR AT S
BR B i 3 U ST IR AE IR A TR RE GPU AT MU 40K BE SR AT B Sk L JUR B VA R
—MdE T2 2% B R A e ) e i TR, R — G Bl i v SR ST M
Fi& GPU 4UHLBE TS B 2K o AR A 18 SR B, $ th TR iE 5 B — —XJ b
fY 400 FE AT 53, SEIL T G B R R — N B AT T T R . AR R ko 4
BB, A SCR FH 26 AR 5 M — — Bt 1 07 AUSE IR 7 A — e N BBk o 1 S, I
KA EEHFFRR T NG E—H 5 — RIS #e . Al J B
AW T 3T GPU B IFAT T B8 B0 A0 I AT 55 48 7 05925 0 R b g F B gk A
TR EE Y, R T RFES B fhoxt — — XF 81K 75 3R] B SRR AN B ik e A a5
AVEL ful TR 1) R AR B B E, JRR SRR, SRBL T B A it R IR AT IR R .
B 0 5 sk, 3R AR R R 43 S SR B RE  ER Rloet — — % L) RORE BE IR AT 1
Ji %, RIS SRR AN 4 A0 H A A sSORT B AT A R Ak Dy, R A R T ERAE
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77 AR BB ful Dy 0t B A B AR T S A R . 45 A UL RS, ARSCHET DYSI3D
AT R T BT GPU B B I 72 o B BT T B R CPS-GPU(RR 2 1 AL
%5 : 2011SR001966).

(4) ACH GPU AT THE I N B b R OB A IR ciH S, $2H 7 5881
AR I R B GPU FAT U1 5 77 1 o B 5 S AR v R BT R A RRE AR 2R 2 SR 4 vy ) 1)
PeH TIEH T GPU AT E M A S E R MBI AT E W B o AT I EHEAR . /B
TE R IBORL BOE 8 CADEMIT K F &7 44 (1) — P 4k 12 f 48 5 506 ORI B AR o
FRTE A7 B A B i R T SR TR, R, AR SO AL T A R S VETE GPU B
LT TR S B, BN T U SEHL IR b R T SR R A U ) 3
W37k, BAREMITEACE. JEE#EL T A E EMRRT, Sl 7
Bl 510 S AT B Ao R O A . BT B RO RE ME RE E R,
Ub, ARSCHEH T RS B )T E R E i ) GPU FEAT I 5k . £ CADEMIT 3K fF
Ll B, AR TEMT GPU AT 51 & & WA b & OB A 7 i R 4
CADEM-GPU(B A EVER 45 . 2010SR052426), I N S 45 H 4 4y H A =X DL 2%
5T OpenGL S BoR R, i 7 AR SE .
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£ 25 £T CUDA Z#R) GPU FITHEHEAR

5T CUDA K GPU il HtH 5 AR 2 — P oAK . AT SE A 5 Bt
R 1 W 8 € R AT UE B 5 V2, R AR SO 1 R il o 7E R N2 AT BVE R R G
TR EX AT CUDA 19 GPU 18 A vH 4 R Bk H B EEAF - & LA K 4 72 45 Y
BATIRZE M. FR, ATRIF GPU 2EESTHMR tEmBEEERENTR,
A B R B A SR AR — AN RURE FE N AR )86 GPU 47 ¥ s 80T S 1
REEAT 7 ik

2.1 HITIHHEHEAR
2.1.1 FTHERNERIKRLEN

HEHE R H KT Flynn!'*15 28583047 43 25, Flynn MR ¥E 5 4 0 F0 £ 45
MW ZEMEM ST EN RES BT Y REK: HE 4 5 8 ¥ i (Single
Instruction Single Data, SISD), % $& 4 £ .44 It (Multiple Instruction Single Data,
MISD), H.454 £ ¥(#5 it (Single Instruction Multiple Data, SIMD), % 84 £ ¥4
i (Multiple Instruction Multiple Data, MIMD)!'*4, Hirr, 4543 & 18 W1 28 P47 15
LA, BRI IR T, 260511 R G A KRS AR B
T VF R B AT 1 48 2 R 58 00 B R AN 2. DU RS, SISD w2 fR & 4 i e AT 1t
AL, EASFHAEMIE R AT 05, B 48 2 M8 s #OW 7 AL B . MISD 2 —
AN SCAAEMEEN, EHAET . SIMD & —ZKAEW A B H B Z L AT
THESEH), BT INTEL 1 AMD F R b b #2858 3 C 42 42 1 1 20> T S8 SIMD
WY RBIE44, W: MMXTM. SSE. SSE2 fil SSE3 %'l MIMD i 4 4§ Bl
e B 2 A AR 58N, B 2 DB OB A A, AR
RO H L — AN ALER RS, I ML B S g 47 2 Y. SIMD Al MIMD
HA SRR BB SCHE, 2 B AT H I T It R 3N, R E R B ST &
ATUI 1) A0 s E T S 198

P PR KU AT TH I R R B R AT LR S8, HoAk R G5 M 12 IR A7 4
i 22 G5 T S R O A 7 U AT 43 2K . 3= A7 4 (Shared Memory, SM). 77
40 17 i (Distribution Memory, DM) LA k& 73 A 3 3k = 47 fif (Distributed Shared Memory,
DSM)ZE RN = Fifh R G5 . X =ik R R R T MIMD 4249, i 2.1 f7
AN, AR AR o — ke, ROREREMIEARE .. 2 A B A ST AR 2 18] 1
FALRZ Kb B 30 o R 2% % R T AL B DML ZE K s 22 A Ak B R 0 0% 4 ) 4% 3t — A
fitg 75 25 (8] U AA) Bl SM 2244 o W1 5K DM 280 b F 509 S R O i SM 28 A,
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UL T DSM 224y, DM A1 DSM Z2#y52 H A e 8 WL IR AT HLAL e 6, (H 7,
X PR A IF AN & LT T S TR RN B BRI A MR AT L. il T
BUAR WY 26 38 45 BOR B BR i), @ A5 MRS 18] AR ¥ i, 55— 7 il stk S
HHBEMEEY S, S8 AGLEPMEHRAL . £ GPU H, Py it 5 #c
Yy ar DLl i e 5 ) A — A A AE A TR, A G Bl I R S AT B ss e, DO A
IEIREAL. B2, BT GPU H A& — AN b #A% O AT 10 8 0F B2 AR /D10, pir DU
& T GIRLE 1) I 4T B

30 §e===rT5T

DM DSM DSM

Q b 5898 VEETTENN R ITE=—RY

21 HITHEBENGARTEE

2.1.2 FHTEESRIFRE

AT B2 48 IR AT VR SR A R B 7 X, IFAT SRR I S AR E g R AR A
BEXTAS [EIAE AR 28K, 75 R AN R I 4 R A5 TR SR SE B OR AT R, JFAT AR AR
HEAR B s AT R A L AR B =R

TR AL AR 32 B T MIMD 220 | JF BOMRL R 947 50k %), — e
B I X 2 B A AT BT R T R R B AR . M E R SRR BT T AR
F 98 B A% 3 B RS A5 B A4S . PVM(Parallel Virtual Machine)!”Yfl MPI(Message
Passing Interface)!'”*. 475K, PVM M MPI &3 % ¥ 2 3t 82, &4 — it
B A ST AR AT, I B AT DU B AE A [R] S #dE 2 1R AT AN R A
B, B AL AR i R oy TAR #2942 T 3h 58 i, a0 0408 Kl 43 Ak A4 (A
(D, R, gm 2 L RRI, 7% B v B B A . BB 2% i T,

B AT AN L A A 32 ] T AR SIMD B2 4 A1 MIMD 22 ) E T & 4
RLRE B AT SR P 2R A RS b, X R IR AT LA AT LR ] SEE R 4 4
SLHLFATREFFIIT R . FIR, OpenMP! I 3 oy Fft 45 784 () — AN = BRE 2 IF Kb
#E, OpenMP H OpenMP Architecture Review Board T 1997 EH#HEH, HAj & > FF
45 C F1 Fortran /E N Z F S R w2 1E S - X T PVM A1 MPI %421, OpenMP
g AR LB 5, RIS T, ERAR - IMREFERIFES, TUFLHSIET RN
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TARZ 2 LR RE R 4T, 10 2R A2 F AR 0 ] AT K AR R AR B gzl . FHSEE,
XM 2 AR IFAT BuAT 7 K2 GPU I ) oF S5 i R FH i AT B =X

2.2 EIFALTE 25 AORE {20 44

22.1 B IBSENAREEAHIZMRE

R E AR S N TR OO 8 R i — R B R, bEE
THHEIEE AR Y, 20 et 80 FMRZFHT H I T L 11T BRIEIHE 0 A H#E A
PARREH TAER R+, HHTZEREH TGRS AR RS &K
RN . 90 FERIFUG, fHFEE N FEF X 2D 1 3D BE Ab 21 5 & 1) 2
K2, HUIL T L NVIDIA TNT2, ATI Rage 1 3dfx Voodoo3 Jft % i-F K AL Y
E AL B, B B i B i 28 . NVIDIA A& fE 1999 4 & 4i GeForce256
Y E LA S i, BLAR A XA 2 S N A R D Y 2 10T B i 5 0 VR b
(Transforming and Lighting, T&L)#& 2B H, JFHE —XIEH T GPU K%
&: GPU A e8I K. eI, = M5 B AIE G 5] 8 2 VU R 4k 2 5] 2 1) 4k
R . GPU A LAEL CPU B8 PR3 ¥ SE B 1 T & 19 3D LA AR e FOR RETH A, PR AR
KXt CPU ) & #i

[F) B AE 0 52 2% R AL BEGE ) RGBSR I R, 2001 4E 2 2006 48], &JE Ak #EAE
R I T & B 2% (shader) IR &, SEBL 7O R AT A AT 4 B8, JF HAE GPU
JE46 7] SIMD Ab 345 J7 ) K e, BAT T 8 43 i 2 Ak B85 R AE . B8 5 5 977 & NVIDIA
o8 ) ek R T S AR 1R %1 BB SR, 2006 4E NVIDIA & A i G80 ZE ¥ K T 4¢
— % 0} 8 (Unified Shader Model), #1445 GPU Z2H4 b Tl i %6 4 25 Al Y55 (0 3%
BB B NI RE T A — B IS H HG(ALU), RIILAE NVIDIA BTk 3 Ak B2 2%
(Stream Processors, SP). 4t (05 Y fie K [ 4F Ab A8 1 &F — 25 (0 85 4B AT LL 58 Ak
JR A R RE H MR T A LS S ) AR, HR e T AE AR . e, GPU K
JE RN T MIMD 224 (¥ 38 F A A% Ab 22 35 .

2.2.2 GPU 5 CPU & LL 35

BHEAE LT, 18 A2 2% N 32 ) 5T (control) . 1 #5128 5 T (ALU) FIAF
fifi .G (DRAM)SE 3 M AH i, ERMAEEHHEEARA-BWATET, =&FNEE
Bo b B e s 2 A BRAS B MERE . BT U BARBIANIE, GPU Ml CPU W & £ fiff
PEEER BB R KA, XA R AR IR R = AN M EcE R e B
K 2.2 F(a)ffinx, CPUKEZH&EEH TEHREMEBEMSEEZSF, RG080
FEZ s H B 0. XM & CPU #ifr 5w KB HIae /1, ATUER T /EE
FAZH G M RGER K FNG, WEEES] SRR 72 6 A N A7 D 1) 55
2 F, GPU MXitE CPU EaMK. WK 2.2 F1(b)fiw, GPU ¥ KH 41
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LR

RS BT O R ARIZ S T, IR T AR e . R I BRI A A
GPU il 7 KIE R EUMMTIHERE ), & TAARSERER, HEBRD X
7 B 0 K AR I AT Dk

25 1l 2% ALU ALU E:
ALU ALU EI

|
|
I
=
=
=l

(a) CPU (b) GPU

2.2 CPU #1 GPU BY & A& *FEE

i ESCRTR, GPU SR MIMD B HAT IF A, & T AT Bl AT R
ZERBREITIFE, KE 015 B A0 T DLORIE 7 [F)RE i 1R JE BT L
CPU &b Z 2. HE, RE GPU I OH % i KT CPU, GPU it# Ak
WA U OB B K, X2 BT GPU %O H 2 — AN B br B AL FL 8%,
/> FI CPU 0 —FE 2 WEEAF RGN 4y I Dy Re, FHH AN B AT R=
o I AN Ak BE A% O R T B 0P AR T SRR ) DR R S B R AT R, M GRO
AR IF G, NVIDIA st JT 4678 3 K 1 GPU 5] N 2% £ 2 1% (Gigathread) B A, fii
73 5T A 7 T R 25 [ 3EFRE AT DL E) B AE GPU A < 35 8 8 R s AT, 8 it sh & 46
W AE — AN K 2R 1) TARARAS SR AR IE 35 (28 1) 1 kP . B, Gigathread A&
AT LA 20 Hh B B AF A BN A R EL AT 5 I ZEiR , LS R . MR & A
DA A &5 1 S0 BR B0 T 2 PRI, ) 38 2 B BN axX AN A5 (48 B AT 20 A% Uk 45 JF T B
I B 25 A7 25 0 SR JE L RIERAE B R FR 45 X AN (2%, (RIEE BB 1E & R T 13
B Aaf 14T o
223 ATFEMEEBAITER Fermi 2244

B SCAE R IR BT AL BE AR () K & IR ik, 2006 4 LA, NVIDIA A #]—
HBFSR —EHFOEENES, AWKIRELAE GPU @M HE AU A . G80
ZeHe & NVIDIA A R 44— B 5 1F 5 Ab 3 48 N A T30 1 Byl I st . Bl S I R Am
ff) GT200 WP & T G80 MItERE S Thfit. it &K Ai i Fermil “ 42 ¥y 1) 2 41 & K NI
A AR 72 NVIDIA %2y GPU i F oH 50 K AT i 77 &, W58 2.1 fizn, Fermi 42
R AE XURE B T 5807 TH RN 22 A7 ¢ B 55 5 T AT 7 K E R itk , = ZERITE W
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HT GPU W% By G ke bl e 2R AT 1 7%

=D

(1) JtAbEE 28 P A s 38, TH 5 e 77 3 5 . I AL B 38 I A = i R B 512 A4,
JFHIFIN CUDA L4 7, RoaHABHITER ) L E. F58 E, Fermi
K A CUDA #% 0 #875 4 IEEE 754-2008 17 s i AR IF S Fr 52 5 i 32
PrEE R . BHONE B, U B RO T B RO ORI T, I E P AT &
ALk B RS FEVE SR 172, B IR A T GPU A BR IG5 M T E SRS FE A5

(2) LT I RAFHI L . Fermi 228 258 — IXAE GPU 5] ANWEAF & X _F 2%
15, ZA7 0 LIy B FE T 4 R A7 B S I IR, R )R 6 - JE X 55 A7 U 1)
. 2T Fermi Z2M %5 CUDA F2/F B, 1T DLSS A% %5 55 A7 U il i 225Kk, AT
A5 2 P SE N RAGE AN 5 AE . FEAII R UL, Fermi 22441 GPU A& T 6 N W%
il g, DA SRSl 5 AR IR o 2710, — N4t — 1) 768KB K 2% 17 4244 11t
TG MR A e, G4H SM BIUAS f o, =4
12KB — S A7, AN = 768KB %17 .

(3) BAFTISLEF 64 AL T4k, FHIMAN ECC KR INEE. Fermi ZEA4%} 64 £ T
Bl SR, mkAE W] DAE LB R B AT ORI TH R, T ECC R T Rgm
DA K B 2 E T S0 A7 1R A5 SR 02 17 51 6 1) o B R

% 2.1 NVIDIA A 8A =4 GPU ZE#xttt

4 BE ¥ b5 G80 GT200 Fermi
RN 6.8 12, 14 12 30 14
AL B 2% 128 4 240 4 512 4
XK HE S AN FF X ¥ X
AR BE
e ECC W 173 ¥F AN AN X HE
ERN
kernel 3 K $AT AN Fr AN Fr ®Z 16 1
AT L FE B 12288 4> 30720 4 24576 >
e X DA 32 fir 32 fir 64 fir
warp IR % 1 1 2
i . L H s # oo 2 2 4
i Ak PR 2% B
o HEERAF 16 KB 16 KB 48KB or 16KB
4 BE ¥8 b5
L1 2247 yn n 48KB or 16KB
L2 2247 yn " 768KB

CUDA C 2 n] MR 7 S 7E 56 4 i % GPU R 5 ldw 5 GPU & it H A%
Fe, {Bs&, X GPU ZRHIM T f#, HAILLJy CUDA R itk e ffEF], CUDA %
Fritfe /& CUDA fefy g Sl fe b HE 1 —2, Wik, 70 EX GPU MfF 5
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i
1

bed

T EHR

ANPSL VU RZ AL B SR, B 4 D SM,  — /N6t 51 22 (Raster Engine) fl — > £ JE 4K
INEY — 2 A FR BRI, FRON G M AL B B T o Fermi ZE M VEGH I RE S HnT 2= LR 2.1,

— ANHBE K T . A ST UL Fermi ZR44 R4, W& 2.3 Fias.

Ao N
32 I CUDA #%0», % R S HF 48 4> warp b2,

51 Z (PolyMorph Engine)ZH i, 4 4 4~ GPC.

CUDA C #& CUDA #24tn9

2.3 CUDA 4wz F1THR BY

Py R4, EBYEF C M C++iE

2.3.1 CUDA %&#
MR



HT GPU W% By G ke bl e 2R AT 1 7%

X3l API. CUDA FEs&4E T CUDA HiRFTITF RN HIT K E, FEOESHH T4
PR E 2 ) CUBLAS DL A T 5 B st 8 5Lt A8 45 CUFFT . BT it A& 1) CUDA
W, N T 7 CUDA fE& B ML H IS, e 4EH M T GPU LR
B A B CURAND 25 . & 411 R F % 28 CUDA FE %, 7] DLZE R IE TH 5 AR
FIRTHE T, BRI 87 A4 g FE IR AE

CUDA iz 1T API &2 i cudart B A ESR ML, B84 TN H I K O FIE 1T
B 2H A1, o APL RRELLL cuda BTSEAE AR IR, ATDAH TR RA € L. WS
HE WA U7 1) AR AT R B SR B AE  CUDA JF & I FE e AR TS AE SEBR B0 4T A 4 i
—Fh B ATAE CPU L EHLEACHD (Host Code), —MJ2IZATHE GPU | [y 4% Ui
B (Device Code), A A 28RS (11247 W #E A7 B P KRB U I 21 1) 55 5 %8 A 4
. Kk, CUDA & XH—RIMRECEBRERF, HTXANHERE. HA,
__device. [REMFH MR ARE RS AT, HARMELHAM. _ global
PR fF RN iZ R B L REE B LT, B BRI ENEA . JF HiZ 28R 3w 402
void KA, M2 Uit GPU THE &5 AR B4 & & B 2 =L, 77 ZEid
cudaMemcpy ()55 B B S H K E host  REFFRFZ R B A Ge i EHLIH A B
HAeAE F ML EHAT .

X7 API 1 nveuda Zh7 FESRAE, UL cu RTZME ARIR, BRAE T B AR & & 1 4
— MRV O, IBATR TR AL KR DR A B X — BRI, H U RE B AT
PN FE, W7 BN SCE U REIE TR . K3 APL RN A,
R 4, Bk, — M5 A 2 BMCR %K APL (H 1] DR A % & 0k 3 API
FUEAT IS APT IR A 458 FH 16 75 72508 B 6 TH 5% & e A 07 1) o

2 F CUDA JF R I AT B, i NVCC 14 3 85 B2 BT A2 B i L 24X
i A] DL E 82847 75 X FF CUDA iH5./) GPU b N T R IUE i+ 52 ¢ it o,
CUDA X H % %% T 5 68 71 (compute capability) i #E 2 Sk B i A5 [7]) GPU A& A3 4 M e
Z5 . X FFH—/ CUDA ¥, NVCC T4 PR 2RI Ui i E 5 S50k B
MBI PR EE H, (EFE P T LAEAT fi 3CHF CUDA ) GPU E#UAT, #ildn, %—A
K UG B V7 S AU 5 R P B — MR AU 1.0 ik 4 g i, BT
1.0 3% £ 78 32 55 UK B2 7 5 80 320, NVCC £ [ 88 72 8 g 1% 9 Bks B 37 ks 30
2.3.2 CUDA &2 2R &E#)

W ESCHTiA, CUDA 25 TRERLENIHATHATE L, HETM GPU & &1
HATPAT R T E AL . FH2 b, CUDA Al DASCHFr % H 2+ 8 K,
FLA W] DLl R AR CRERL 5 Th o JRAT AR H R o X T R R B A AT R
LI PE K262, CUDA Bt 3 MREHEREHALR N =D LI E R,
WME 2.4 im. wIEER AL Block) 2K, £RFEH DL =4k 48 b5 1078 2tk 47 46
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LR

RG] BT R BR S, AR E VT RN LIS E 2 AR, .
THHAE I N 2.0 &R KNENEH N 1024 4, WiH56E N 2.0 LT % 4 &
KRBEED 512 DMERE . P IRZE RO NS (Grid), J 28 [FFE L — A = 4E A4 bR
AT RG], =ANEESMEARR LR, HEefE%ER, —MitHE
R 71 2.0 L&, AIDLZRYN 1024 X1024X64, it 670 Z HANEMAET . Mg
WRINH - N =ZgREHN, S2RamENNER, B=4EE R EEE G,
I AT DUTE il — N R R 26 2 4

il il
R ity

Block(1,1)

Thread(0,0)

:

Thread(1,0)

:

Thread(2,0)

\
\
\
\
\
\
\
\
\
\

Thread(1,0)

:

Thread(O,/,l/)

/
/
/
/
/
/

Thread(1,1)

:

Thread(2,1)

:

Thread(3,1)

|
\ §
\
\
\
\

Thréad(0,2)

/
/
/
/
/
/
/

Thread(1,2)

E

Thread(2,2)

E

Thread(3,2)

\
\
\
\
\
\
\
\
\
\
\
\

2.4 RIZHMIE

CUDA # 7 1, F T GPU FFAT $AT I 1 7% I A AS PR kernel B8 45, i H kernel
PR B, B2 7 1 AT BLE i B W < <<NumofBlocks, NumofThreads>>> A4 K 45 € H
Z DA ERERPAT kernel REH 484, H ' NumofThreads #2485 MR A
ML, SHRHBLIEHN R, 1 NumofBlocks NI T E L2 H, 5
HhTR) 2% G RE LS L o 7E kernel AL, N T E T AR RV W, CUDA B blockldx,
blockDim F1 threadldx X =N WNEB M ZHL 8 NEGENELEEE IR F. WHE
2.4 i) ARG, RA - DM g, MG N 2X3, MBI
RN 3X 3. HATERIEVI IR, — MNERBEHOHRR, BAARRTHE T N HE 2.1
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HT GPU W% By G ke bl e 2R AT 1 7%

B 538k, TE<<<o>>TE S P AT LURE B kernel + 5 AT RO 4 A7 9000 AT A4 A £ 3675
122 A KD 5

HE 2.1 kernel &R 3 £ 2 AU (0]

IR RG] 55

int i = blockIdx.x * blockDim.x + threadldx.x;
int j = blockldx.y * blockDim.y + threadldx.y.
a[il[j] = 1; /2L FE B AE

2.3.3 CUDA 7Ffisst=aY

AR ATV HE T A, BT RERANAMERS M MEREZE, WA (Memory
Wall) & 5 i i 557 & 1 52 m gb 2 2% 1 R R 4% 10 Z R & U, CPU 420 b R A
LR R G A7 A AR B 2% G2 A7 1 ) 2 48 1) 7 AOR B WAE R I g . B2, fE
GPU "l H A B R WA IEH G R EAA T E, ALK AN AR, GPU
5% A7 25 R I 32 2 H ) T B X i AF 2 TR B BE AL D7 i) D0 A R ek R 4 SR A i A%
7 98 IE AU F R, BT GPU SR HAE UG W BB R R B AR A T, R
GPU X H 2 |2 UK 1 A7 il 15 B0 K il e N A7 S 0k &b 348 285 78 A 1) 52 1) o

Wi 2.5 s AIAR GPU 1R R 9 10 2 J2 IRAF il o 1 8, AR & > A7 i 2% e P
[ A[E], CUDA @ ALA M4 A7 1 &5 FHFUE « 72 GPU 34T B T 3 Z A2 #B AT LA
iR A R AF i A A B E Ay, Hob, 2 RAMEAS SR T B RE 2, 1T
BRSNS, HE2UREERE., CUDA 24t A N 1) API R E1T 4 5
SAETM . B, SRS ERAED LS EVAAEZ AT E 108 5574
wBA Rt BRE/MEZUMEER, &5 THFMATENSHELRE. £
[ — NI EEL R H - S EEE G RN LA S, L2 fm
A R . LA S Z A NAE R, (BT E AN B,
THE, A DL s A & JR A7 2 s X B S = AR A s b, TR A R nT
FREFEILZEAMER T, TES RGBS RG22 RaAMmE, Ak x4
FRWNAAVTEEHK. 5358, B NELEHEA - ERENFAAE, TFHAEHHEY
TR NEERA RS, ViR FAESAT AR b EAEH, —
R g PRSI TP I 25 1, B2, 7T DLidE U 8 g T 2 30 ) A5 A7 2 1
R ECH , DU 5 2 B 2 2008 R I o 55 00 75 22

HEMBEFRER TN —F, CUDA FFERHRE ke — M ErRY
LR HAE & & LA E . device MREMHHMTERREZLTENES L
B, Heghik&vin, FEHSNHEF EAEMERESEM.  constant  [RE
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LR

FERE AR A T B A A T, FRE R S N R AR R AR e A
__shared_ FROEFFREAFME T EA M AP RILEAE, Ao A AL R —F,

W
H H
Paop Wi LA A
A A A A
A7 AT A7 AT
% \4 # VL # \4 # VL
28 F£(0,0) LR (1,0) 28 F£(0,0) £ 2 (1,0)
—r— —t—4—
S ek 42 J5) 17 it 28
> AT AR

& 2.5 GPU &334

2.3.4 CUDA FZFH#ITIELR

AR RTHREA G2 20 EH — R CUDA iH8 8RB AN 5L,
MA R Bk, %°F 6 & B EHL(Host) MK %% (Device) 4 B[] — # CPU/GPU 5= #4
Mt EF & WK 2.6 A, & EHLZTE CPU MR AE, & N2 X FF CUDA
HHEKEE. RAXMET GPU K CPU/GPU M it 5 F & 3H4T I AT HH H A L A
MAZWE 2.6 i, AEHW T YA P IR:

(1)K HE % WA A% TAE , BIFE CPU 3% M1 GPU 3 43 it 1+ 5 B 75 1 72 4% 2% 1]
R 7 [ AT T E UG A AR

()% 1F 5 7% 24l N CPU & il 2] GPU B B A7 == H]

(3)F: T B A7 2 M s, 1E GPU i >R H W A% o8 20347 IR 47 1 55

(4)¥ it E 45 R GPU B 2 A7 2% A h 4% [ 3] CPU s

ALl BB IE S, £ CPU Ml GPU A RHiHEF&d, CPU
F B 572 1 TTRE (0 IR 4R R AT — LA 5 AT A B SR AT RS, GPU T 2 2
PAT HATIHE R, DL SR 7 AT R

PLE CPU HATIFE . GPU FHAT AT LA S WL -5 150 4% [A] 19 50408 £ i A2 L 2K e
Wit EF G R =R E BRI E H, BT GPU 5L SR 1 2 745 4710
IR W wmmmﬁﬁTu%%am%@ﬂﬁﬁ,ﬁ%,‘:ﬁﬁ%&ﬁ
W ERMESN, XE2RWFaitEnhiz—.
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HT GPU W% By G ke bl e 2R AT 1 7%

ER FAHl/CPU

itz <ﬂ . > i

@ | | @

B&IBE
MZ AL FE2E/SM

(3)
lock(0,0 lock(0,
R
& 2.6 CUDA EHIH BERNEKXRIE

2.4 FHITHEEM EN

I8 B AR VP AN HAT FAE A AT ALAS YERE I S EE AR AR, T 43 DN 4 N L A A
XTI B PR R S R o A Nl L 48 R R — o SO AR I R AT BEAE R AT IR R B
1E4T 5 AT FAEAE AT I EAL AT IR 2 . X GPU TR R &, Bl dE
W FEF 1) CPU AT B 1] £, A1 GPU AT B 8] 2, #H R, £33 GPU 115 F & 48
MitE & s, mXQ. DR,

s =lau 2.1)

p
tGPU

FHG NG b BN ARG 2 mORAT IR ENL, R E IR AT R R
TR B IS AT I IR 5 AR 2 S R AT T RN ERs AT I ) e b, e SRR A

_ ()
" (2.2)

ARICAECLE M E T, 8 — R (Q2.1) Fios 1 4axd hns bR -7 7 531 K
YERE. FEIR, 8 7 IAIHATRE e AR E M, o B v SRR LU i RS, X (]
—ANFRARE R, A SO AN R T SR AR R A A (R 0 B e RO 23 ) T B

2.5 GPU i+ E 14 88 1Y 41 25 M3

2.5.1 JUAR S & Fnlis E 451

EBAT IR NI 7SR, A T W AF GPU 2 B T 3476 IR o X &k Rl 221t
BRI R, A SCHE SR R B EXT GPU E’»JMW%‘:@%;&«TMMO AR FH 1
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LR

SEEIE 2.2 s, Hop, GTX460 F1 GTX580 AW A A [F #14% . % Fermi 224
e+, FERWEEARCCLERR FEERAATERE., Hd 17-930 113700 4%
A 2500 76, GTX460 I #8 1000 76, GTX580 [ %A 3000 75 .

=22 MiAFEAE

4, Bk A= TEMHESH
CPU Intel Core 17-930 F4i: 2.80GHz, 6GB N 17

GPU-1 NVIDIA GTX 460 384 4~ CUDA #%, #Z.OMi#:675Mhz, 1Gb )& 47
GPU-2 NVIDIA GTX 580 512 4 CUDA ¥, #Z.OHi%:832Mhz, 3Gb ] /7
BERSG Windows 7 64 fif

&5 Microsoft VC++ 2010, CUDA 5.0

2511 BREZFRABEE

B T RO B R AR S s A B 4 AT IR R, 2R
fH RN VB OY-3.4x10%° 2 3.4x10%. iy J-18 ] AL B 45 190 0E , FARG JBEIF A 07 R IE
Fiv e VF SRS JEE 1 RN ) BLSRAS B B TH SRR o R A9 s 20 T B DY R 2 A

PR EAE I E R &, BHEXIWAF ST, B, RmEEC L w
BB CE TR, T, IE5Z A XS 20 . B/ 2.7 B ik &5 5, 2008 #4624 GFLOPS.
i R AL
e
ek
JI[IFFS
0 500 1000 1500 2000
ik ek e i R AL
B GTX580 798.287 802.596 1561.388 27.309
GTX460 450.75 447.725 849.776 11.736
O CPU 6.821 9.14 13.563 0.215

B 27 BREFRUNSHEEREXSEL

2.5.1.2 WHEE

FRYEE

A PR TG 4 B 46 kG B R 27 v B ) e R 7 R B OSURS R e AT U B
DALORAE T SORE B . DRk, AERE T BRORE BT A8, AR ST 560 GPU X XURE FE V7 A
Btk E R S MO FETE REOR — Rl s ks B o =, R EH 8 M F
HFAE R, BUE R R EE T -1.7x10°% F 1.7x10°%, 4 15 8 16 NG &m0+ i
7. AUCOHE R AR EC S S SR RN AR, ik, R HERF R
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HT GPU W% By G ke bl e 2R AT 1 7%

float B! 2t il double BUBP AT . (H2, T RAWERR AR 1.3 DL ER®R& A CH
WG FER S, FTUAER A CUDA AT P4 idF ER W& i H e ik &
SM=1.3 83 5 =1, 73 W], CUDA % i3 5 16 23 58 4T % double B it 5 4% % 1 float 2,
T R 25 R 2.8 Fias, UE 47 N GFLOPS.,

W R AL

e

ek

JIIMFS

50 100 150 200 250
hnyz Teik e R

B GTX580 104.532 104.932 209.516 6.367
m GTX460 39.348 39.504 78.864 2.372
OcCcPU 9.121 7.268 14.898 0.138

E 2.8 WIEEZTERMEEEETE
2.5.1.3 N & 3055

B JE AU CUDA SDK HH 45 19— A N A& Il SRR /7 19 1F 554 BB R AT DU
N A ] & R SCHCE b — AN 7 S A& A I, o SRAR O A BRI WD B ) N AN )
A H R A 5 IR B2 2 T 2. 3X 2 e (1) B AN W 44 18] B A B0 1 486 FE IR AT
P, TR 7 B2 R B S SR R (A LR, DRk, AT DU RR A — AN AR R A
(1 B2 ful Bl 488 1) /. 1 2.9 BTN 10000 A44SR FH XURE V7 i B0 1 T B3 1 e T
Ee, &5 3R i EUE B AL 98 9 GFLOPS.

GTX580
GTX460
CPU
0 50 100 150 200
CPU GTX460 GTX580
B NAA ) @1 1.101 63.443 152.026

B 2.9 WIEE N o) & 591+ &4 gE xTEE
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LR

2.52 MIRNGER o

k2.7 BB 2.9 FroR R S5 R A vl DUAF B a0 R LR 48

(1) Joil 72 k47 B 2 (1) ¥ s v B30 =2 SR ol /I SR fif . GPU i S5 M R 4T
Bk E T CPU. AT BURE BE V7 Bt 52, W A PR g L AT BLak 2] 100 £5 L 1.
X T BURE FEVE R TS, GPU RO THE MR RE B R BRI BE 2K T CPU, {HZ W& (A
(11 fE LB RE Ik B 50 % DA B, SXRF A AT SO Fermi 8 44 () KUK B2 17 s 280 11 U6 B B
1T 3N RS FE V5 A 172 MR o BN Il S8R 43 B mT R X S R R A )
GPU Wit B R thiz X T CPU, i8] 72T CUDA 2K GPU & B &G T
SINAE R S o A

(2) SFF R —AN a8, K GTX460 F1 GTXS580 X i i & K &k B ANH .
R GTX460 Fil GTX580 1K H Fermi 4244, {H & # #45 ) CUDA # 0 UL K #%
ORI AR, IR0 P T M R AR BRI . GTXS580 ) CUDA #%
OB AT AZ 0 i 26 35 v T GTX460, B DL T~ LA _E i oF 5 i) 8 1 Be 4T 5y T GTX460
Wi e . R, GTXS580 #ifA M EAWE R, Kk, R F 15 KB R 2
I 7

(3) LAk 3 AW AW R B TR A R B AR 2 R B 0 HE
iaH . M GPU BAMH B THE R v LAWK GPU # 4T W A R oo i ot 55
SR AT DLAE ORAIE T 50K B 14 R) B A5 35 4 1) vk B m S

2.6 KRB/

KEGLEBHNET SISD, SIMD, MISD, MIMD ZHLACit &ML 451 UL K&
DM. SM Hl DSM %5 = Fh I A7 v AL L0 F0 & AT 32 B0 403 . % AT Bk
FH 16 2 R AR RSt A T fRT B0 0, IR 98 B GPU FFAT T 5 F X6 7 B 2 22 g A 2 2 A
A,

HR, AEFRAPRR T GPU MK ET LMo gt B, Ml 1
CPU M GPU 7Eit 5 MEfE L Z R . GPU Al CPU fE A LI R EERIE T W&
Wit BARRIARE, WS EG R, BEIEE R ITAF A T = E R E
Pt BRI ZE R, CPU 2K A E M THHI G, T GPU WKL K 45 1 & 74
T E BT,

CUDA & i NVIDIA 2 & £+ %f GPU @ F v 54 1 48— 1T 528 0, & A St
FRIAT U EITVET R AT B A FEE S . AEXT CUDA Mgnfe ik, LR
HLANFE P PAT R B SE N R AT THEMM N E . GPU BHIMH E R KERRLE
FRPAT B IAT IH BRI, CUDA 24t T 2 R E AR, BEi&EN T GPU K i
PERFAE A 5 (8 2 7 DO KRR 2R A2 1 AT 5 B AR GPU #2481 2 E A7 Al 48 B AL H
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TN A B T AR, CUDA $2 fi 1A B 1 38 B R 5E 745 X A 7] 47 i 5
[IREAT & B . KM CUDA 5L, 75 808 = 22 th 1 blom =40 20 e &% 0, 8245
S AT UF A B RS R R A AR .

B Ja o, A SCR =M BB B AR GPU 3EAT V7 s BT SR S B R 2% 1] 11 3R
fEvEReEAT 7. WSS SRR W], AHEE T F I IR CPU, X T BORE FE VR )
5, GPU ] LLEAT 100 £% LA BRI PEREA B, X T X0k B 7 s i n] DLEAR AT 50
i LA 0 5, 3K A2 Fermi ZE44 H XURE J3E ¥ sl JOAT BRG EE0 mi BOM fEPEBE 2 57
A, X T s bkt 22 18] 8 GPU [FIAE R A BRI TH SR REIE %5 X W W] TR A GPU
Jin g i 2 PR o TS AR T DU B A R 4 R
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FI3E8 ET GPUMRERXTERAHITITE S E

R T8 25 R RV 2R B IR T A, AR e B T A AR e 4 A A BR T 23 AT IR 2R AR
Jl, REARCSE BT 1 I AT A T B 5 R B BIE T A AR e A5 A AT BR T IR AT TR ST IR AT ST
HeAtt o S USROS S A AR 2 1) B SR, R, RSO et T Sk
A& R ICHEIEE GPU ERIHT IR A, IR N oF FE AR BUE T GPU 5
2 A i AT BR T AT T B SRS o B AN RS B S i B S R, A E T AT BT
VUi 5e ¥t L e EST 6 = M 5e yo ik P b i A0A% U 1 7e # o /£ GPU B
FAT U7

3.1 RESEWIEEKMEBRTOINEEZNMIERF

3.1.1 FILESBRANERRSEE
X FATAT — NGB )5 At el @, SRR A IR o 7 AT SR gy, AR L4

AU 9 a0 R B o T FE B TR i R
Ku(t) + Cu(t) + Mii(r) = F (£) (3.1)

A U() BoRIGEE, a@) NEE, u@) BB, F)RTHMN, KERRNIEHE
FE, CERRMEHME, MRBRBELEME. ARGHFEOHRE RS EQRER: 4
PEREOTT AR . RBURF AR BT B BE SR, SRRIX 28 in) LA P9 P 7 3
wAEEMEAEE, X TAELMEIE R SR KE, FHOENR D EEA
Wilson- 6, Newmark- 877755, Had, BT EZFENERDNEERMEE M AE
LMETTRRA, THEN AR B A R A AR, R, BE SRR o B B AR E P
Z, OB R T ahas k. A2, B E BT 5 A& T
JREF M, ATERMITEA, tFEAALR /D, Kt ka R R &S T Mk KM
B Y[R, B aUSE B A WR R R i e, AR AL R
A5 AR B AN AZ T 0] J, DRI, AR 30 32 A 5 SR Ak 2 5 ik A 42 i) 2 ) A
PRt %

HAET, & A E R A4 20 Bl 2 4 F O Z 5y R . Bl Z2 A UL B —
FEEE A& 2, TR AR, (H SR B IRAESEbr TAE N A Z o b Z 50 is A
— M IR R R 7, RPE AR, e TR B R IR [0, T B BN N AN
[E)22, BEANWEIE N At

At =t —t.,n=[1,N] (3.2)

A, g, 20 BARERES n I 18] 25 RN 8] A5
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HT UL BRI B HUSAR, ARGz AR, d R BT SRR T LIS I RS i e
FEIr e

o

X =X X . —X
Vv )= n+l no_ n+l n (33)
ot =t At,

2 n+l ~ ‘n

A, x, 73 AMRERER n 12D (RS o B TR B m] LAAS 255 n+ T [R) 20 Y RO A2 A AR
i T SEEL 20 2 BRI AR R

Xn+1 :X”+Vn+éAtn (3'4)

% 6 B — AT BRI B BB S A T2 )y
Ma’" + F/ = F/, (3.5)
Aty MR EIERE, a IR, Fo IR, P RSN IRE, n ARk
DG o EAT 22 MBS, 15 300N I 9 i 03 7 7
Ma" = F" = f,,(x,.t,) = [ i (%,,1,) (3.6)
#Z453.3), REHAXB.6)71F

\' 1:V 1+AtM71Fn (3 7)

BRSPS, MTAERRED A, hEmAR x, BN A AT
A SA TS, WA E T R4 F . ZREERG DR AL A 4iEm, Miia]
PLHSREAR R, REHMH G435 T — I E A8

n+—
2

F 1A A5 A R 0 22 A3 VR I S E P B R R R ), O TR T O R R e s, AR
YR THI B, A — IR SME Az, WERES DB KEUE R T Az, HTE 4
Ry 4 O <} Ui P S N

at <at  =-—00 (3.8)

A, T, ARHRTA IR T ARG R NE AR X Fesnms, &k fooimeh G
AMHEN

min:ﬁﬂ- (39)
C
X, L, BAARITRGE S R /Mo e E, H S AT
d+/)4 (3.10)

" max (L. Ly, Ly, (1- B)L, )
X, ARRFHRICWER; L, L, LA L NFHRICHILK; gRICIR REL
WEIEO T, STHRIUNUIBIER g=1, NZMAEK g=0; 54, AXG.9+ A&
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MBI A, TR0

cz/pafuh (3.11)

Hep, EAMBLIEUERE: pMERE®E; o NHRLL.
i aN(3.8)F(3.11), " Z ik HI RS E I 26 1 T AR

2
AtsAQm==LmHJfﬁlzﬁil (3.12)

551 e S |21 sSOP vt i = M E7v1 1 1) AN PR L o AN I NV E IS 3 R T
KA/, TG AT 8] . ARG BRI TR T, I TP BT AP K
U N 1P ST oy s WD e i NS SR NG S A T B S N I A S T 2N
DRI T AR B R 25 23 Db B (1), RITE AR — AN B[R]0 20 75 AR 4 BT A4 T2 5 o0 v (1) B /N B
JCEHTH R DK
3.1.2 BHEAR

FITH AR R A MR TT 0 B I B 2H R o) o 9 B R A 4 ) e TR ) T B,
I, I e T RARE R . (AR, W TR H AR H 2 R
MR, AEESIMAN, R KRKFELTITESRE, A EHTSEE4S
S5 TR AR T AR AL

Aok, BB RRM T RIS, ST T EIE W R R e A T BT ) ) B B
RE % VH B F Re i U DL S it SR = SR oK . H AT Y 58 B T B A A T R R
(Kirchhoff) B it FIHE /3 Ak (Mindlin) B i 5 . Kirchhoff B8 i B AR 52 32 ¥ il J5
HTHHMEEEZRRERRFENELHS FHRFFER, B2 T EE TR
FRIBIYIARTE, B — R LN AOE A TR A R R 1720 W . SR, S
B TR A AR A A 1 X 2 B A AR R R T AR OE 2 R E R, IE BB T R R
B 75 1A B BT 148 T, Kirchhoff B0 X w1 JE AR 572 I TH L &5 A — € Bk 2 . I,
AR E E R Mindlin JEARER K528 0, Mindlin &8 B0 BEE A T 8K,
WEH THER, BB EEE TR mMEL LR ETARREESL, HEA
—EEETARERSE. tHE, Mindlin 5836 5 1 77 146 1 67 5 FE 5 4y
TR, ik, /RS EIRE AR R m R
3.1.2.1 Belytschlko-Tsay PO S5 8 7T

TR AL S T AR A — SR J7 3 Belytschlko-Tsay(BT) VU i J £t P31
BRH Rt Ao, Hoat Sm AR e R 58 Hon B A R I 1Y
ARG . O T T RESE R IT AT SRR, AR DCK BT G T SRR #E AT fi
BRIk

BT RAMBE S LR R e, WE 3.1 s, AR RIEREE X
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é3:7”31x_r42 (3.13)

|1y <72

r21—(r21-é3)é3 (3.14)

) = A
|”21 — (1, &)

A

(3.15)

A

e, =e,xg

3.1 FERRETN AL #R &

M4 Mindlin 218, BT SedR AL — 5 S0 E n] LR R N

V=V"—-Z6x0 (3.16)

+
o él:l/%

X, VRARSHE R, QRRNMME, Z RN IEETT B
A (3.16) 1] LLAF 2 3 FE B AR 1 %A & N
ﬁ A3 agl 9622 :ﬁ"'f%a&
OX, OX, Ox, Ox,
8\3{”+8\3§’ +)%3(6Q2—6Q1) (3.17)

27 s - - -
ox, Ox ox, Oox,

d =

AN
=% 0,04, =25
8)22 Ql 13 8)2'2 Q2

2d,,

25 NGSHMMBEIEH, ATFH.

“-H =
0Q; m; +ovi' f; = [ 5" 6dv (3.18)

A

A ~

8" =|d,.dy,2d,,,2d,,2d., |
&T:[&ll’&22’6-1296-13’6-23] (3.19)

fIET :[fllafznfy]’m]ﬂ :[mwmzvmy]
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/B oo, BIE—ANEITH, B m M R k. Bk, AT
RUETHSRS B, X T o e pr R, R EETT A al DU 3 2 7 AR i, IRl I
E AT I 5

Wk 3.2 Fros KB DU RS2 0, BT AR — 7 mUAT DL Y R AR AR S
SN =R B AR E LR G EEl

X, =N“(X,-“+%K“) (3.20)

Reb, XN P BN R a bR, N ONIREIERE CONBEFI AR Ry B, VN

1

T RONCR KR R BRI R
V=X X (3.21)

i(upper) - i(lower)

32 AP RUEFEETT

FeHIC AR — R AL B AN SRS B e BT R RN S A A H B,

I3 I = A5 ) B B E AT P R N e s B R T E R A

1A 2D AR N, BT BA AT LA e s BEAR A, RE VMR IR FFE LT 7, BRI, frfg
" LLR IR N

u,=N,U;! , (k=12,3,4,5) (3.22)

b, USSR, Ny D93 AE R o R Tt R AR ) 1 7 e B0t AT 41

o, N k=123
Ni = —%N”§352i,k =4 (3.23)

gﬁ”é}é‘”,k =J

X, WARERIERE, 6,8 Kronecker £ 5 .
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fix 4 0] LLAS B T LA T I B AR R IE O

f11 = A(Bllfl +B,, 12)
f21 = A(Byfz +B, 12)
f31 = Ak(BlI 13 +B, 12)

1 _
my; = A(B, m,+ B, mlz_zkfm) (3.24)

m,, = A(B,, m,+ B,, mlz—ilzfn)
my, =0
A, ANBRIGHM, K NBIUMBIERE, B,=0N,/o%, B, =0N,/0%,.
WEERR, RE— A9 LUA RS “8iE” mE, (H2H T HT
AR, 5lEEasER, WX, Nk, BT #ocimad A AN KRSk
IV, I e BCEE Y e B ) R B e A D e AR B R BEE

3.1.22 i B=BEEETT

fE TAE R Hh 3EAT A R T /0 B i, w2 o5 R E RO IA], e ) 250 o
VA2 A R 7 3 O 28 R R ABE 4 Ml i 1) R 0 3, AEAR IR AR LR, A A B A
YoM EEESBEEERCHEMNE. AEYER TR GEd, =MEHR
TG B A B WA B Sh A R A% RN BIE FHRE T, HZ, BAT TR RO FE AR
MW TAER K. B, £ TRERE Y, A TRIETHEEE, E2FEXRH
Wil B s oo AT it 5. B2, DU oo R 58 s 2 it 4 %, JF B i T3
Sy, i E R, Nk, AR ST T 2R O R i R
JE 1% = 8 5¢ /r (Edged-based smoothed triangular shell element, EST). EST ¥z
KOG BRI E I — A 5 G B s B S5 s ks B KB =44
¥ H.TG

33 ZAERETRBRESE

K H = A8 58 B n HEAT ~F 1 )8y M, LT TR 8O — R A = AT
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oo, BR, BTSN =MERITAER DT LE, BinHERHESTEN
FA, EFARICA S AR AR R, KRN AR, 2R A bR
AWARW T ¥ 53 kW7 A FE, Z B AS AR BTk AR E, Yz A
X AR R, il 3.3 fras. BH AR A KBS HT8 e, A e, 21 S 0 k(1 H
&R eI QB TR A IS A

P ETANRMABIERT, STRITBENAE, 5 & FTBYRAZ § 7] 73
BRI N -

8m = leRmZSm (3 25)
k=R, R, x (3.26)
T=R R,y (3.27)
ﬁEP ’ le ~ Rmz\ Rbl\ sz ~ RS] ﬂzn Rgzﬁﬁgﬁ%ﬁ |z$:
2 2 2
C’xx C)@/ sz C)occxy C’ C’ Circfz
_ _ 2 2 2
R, =R, = i s C CCy C;,Cs CiCs, (3.28)
2cxxcvx 2cx} 5 2cfzcﬁ Caly FCL 0y €€y Oy, O F O 0
R — 2ec., 2eh0,, 2epcn 0RO O Gl HCLC Gl FOC (3.29)
s1 .
ZC;xcEx ZCWcEy ZCychZ CpCsy +CoC5,  CLC, FCCp O HC 0
2 2 ]
C Cix CirCix
2 2
Chy Ciy CoCiy
c: c: c..c
R.o =Ry, = 2c xzc 2c yzc c.c xz+ycz c (3:30)
by Ty R Py Sy~ px
2ei0.. 2cp0,. €0 tCLC,
ZCxxcxz chrcy ;o CuCy T 00y, |
C)?rcéx Cj;xcéx
Ce,Cay C3,Cs
R _ cXZ CZZ cchZZ (3 3 l)
s2 T .
CorCsy FC 0o € Cs + 0550
Crzczy + cxyczz Cyzczy + nyczz
CXXCZZ + CXZ CZX C}XCZZ + C}ZCZ‘C

K, o, Fomx A x HF MR TEZ,
RYE =M oo E B, 7T UG 230 5 5 AR AR & T A8 5 G JR) i AR
bR R T RS 7] 2 TA] B OR AR
£ =R R Bd (3.32)

x=R,R,,B,d (3.33)
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y=R R_Bd (3.34)

X, B, B, M B AT R AL BR R T MRS A B A B, d AR AR AR R R
R ALA

d =Td, (3.35)
d A R AR R R T AL RS i, B T AT R OR N
T:{T“ 0“} (3.36)
0,; T,
Hoo,
T, =c, (3.37)

WE 3.3 fron, IR kARG AR 20 3 AR AR P L T P A T R 3 T
R fE 2k T R b bm 2 T IS 1A 7380 Qu WIRBER A, il 0 A0 5 §) B 42 7y 1
£ CNED, gAY . T ORI A, DR S AR A D, R A S
Y NLAZ ] BAHh T A5 3

_ 1
E,0) =7211 (3.38)

1
:—Z (3.39)
Z I, (3.40)

A, Ay T3 QT A
i x(3.35)-(3.40) 13 B AR 3 3 N [P35 AR 5 4 JR A s R AL W) & 1 0 R

A
%) = B,d (3.41)
%) = Byd (3.42)
%) =B,,d (3.43)
A,
- ZA R R BT (3.44)

ZAR REBY TV (3.45)
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_1 ZAR RUB T (3.46)

3.1.3 EXBEZNSHITHITRIZEE

MR UL B BB o . R S 30 PR o B i e 4 A BEAT AR e AT BR T o)
T RR T () BE AR T SO AR A 3.1 o, R EEAE BLF LA B IR

E 3.1 EXEFEIFHETRZEE

L. K146 2% A AR ha AL -

PR SO (R R, 5 1F . MRS,
BERESHYIGME: WIRIEHHEE Y, RN DK o %,
TR R M

2. IHEAAFT

3. & mE: a =M7(F"-Cv )

n_7

— n
2 2

. \ 1
4. ‘L‘[‘ﬁﬁ#[‘ﬂ%%ﬁ: tn+1 =tn+At 1’ t 1 =E(tn+tn+])

S, EH WAL v, =v,+(t ,—1,)a,.

n+— n+—
2 2

6. EH W AMBA,, =d +A v
n+— n+—
2

7. RO H S HIER I FT

8. B E 5K

9. RRHEHin=n+1

10. o JE] 25 S RIS Ak 2R O 1

11, Wil e, an SRk BU sk 1, IR a4
12. Y s gl

(1) FEFPES a7, WmEE 1 BAM, EEZRBA SRR, — D2
AR AN IZEZOE AR BTN RER, RmAEaifEe, AR

25 B D 0 A OB o TR I 7 R L 76 0 % LR 2 R £
%,

Q) HIRIEI M. BamE 2. 3. 5. 6. 8 HULARMT S 40
Gy, B THB Ay, I W LU A B A R O g A
5K T 45 02 A A 4 RS L R T B S R R
47 7 5 4L AR B T T B8 45, B T B SR P ) R AR P R
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B2 2 HAERH B2 10884y o RN T AT 3.1.2 T BB TE AR5, Al LIS I UnHE
3.2 PR EmRAR. IFEREFE R R RIE, BREITE . AiHE.
FICN ST SR DL R S B B o R . B, BRI (RS RKHEAT TR

(3) HAEdm Ry A 10 BHM, FERITE TS E S 2R 75 0 R 45 R A7
o, DT A BRI E A B 7R 2

(4) BREREHE . B 4. 90 11 BH, HTFEGEFEOHAT, FE
TAERHE: TR A T ) DL AGE RO B A, RIEE, AR BN SO Rk
B, XTSI B DA SRR P 4 b A R AT R T

BEIEOLT, fEXFEFEAT IAT AR EERT, 50T EX T E AR AT PR 7 2
i, BWMETEEH B SMIELSR A, HENES THATHATI > Hak, A&
HIATH Sy, BT LN E T R AR R IR AR FE O &R, AW 1 R AT
PAT RAEFHIL R W BT, BN, N TR A DB EERL R, RO /N )
ITPAT BRI EPAT, XFEA RT3 &3 &S U AT THEAR T 4449

E32 BxitERKTRE

LRI A L =0
AR SRR S TICY R 4

3. B B TEARER . AT A 5
(1) £ 24 ) 0 5645 240 B A i ik
Q) B4 LA -

a. W% n=0, #3|d

b. TFELAS T 1 E ik D"‘é(ég), F"(&), E"(&)
c. JEI A 7R ISR 0" ()

d f"=1"+B'0"@,/ |,

4t KR4 24T

4. BECRTER A EBI N A F

5. 45 H G AR

6. WHEMWSHEE: v ,=v +( ,-t)a,.

n+— n+—
2 2

7. IR A
8. MM F = £ - f]

ext int
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3.1.4 EREEZNH TS
B E LR AN FICEA B AN, R T IR I RARFFAT M . A 5|
T S DS M SR — AN R I AT AT M . T TR RN A RN

Y x0x, (3.47)

LA, x, xRN TG, BIRRF BN O i N,y AR o, RIREL
R EME. 55 o ¥8iH5H G, HTAREREFITE SR, BHIEHEEE &R Tk, RIE
X(3.47), BN THEMLEFATL E: WRHZ MR ITH M TR ML), A
KA E ORI o R R R, WERFE LA — N E TR TN
TN rHE T T AT R AR A G . R — AN EVE A S R E B T RS
MITH5, MIFRZ AR RA NIRRT

XTHE 3.1 B4 A al %0, 2 20 PR o 580k A BT A T BT R R O 43
DANE S B ST U B B ], R — A TR BE | R B AL
—AHE TG, W AR SO N TR T B T R B AR N AR IRAT I, sl
(3.48) 7w

Xy, Y, Vy) < x(x,,%,..%)) (3.48)

A, fr oo x O RCERRIALRE, N O RUBEG T x, TR AR R AT
AT H  AHE3 L EE 3L 50 6 AXNATHR AN SR BRIk, M TE
3.2 FRTTIHHEGERE, KT TR PRI R LLSE 2T REJT,  BA— BT A TR R
JEA A TSRO T ST AT AT TS

17 RO BT 2 AT IRTCAR B (O A B, REEEARV/DN, BT L USR58
RAUER — PR TEoNE, B IRGF AR IFAT 1. 2 AT BR oo (1 4R I 47 1
A DUR A 138 F T GPU % 5 I B2 FE AT T 5 o 76 A SCHIE 58 B 46 Y BL, Elsen'®!
SR GPU S AR 0L - g 4t - W FE 50 BT (N-S) i R kAT T R AR . T el 1% R
FIAR) GPGPU ARSI 1 8] B 7] BAE GPU B IIFAT I, (HRgmE R 2%, BN
AR, 1 H BT Cg 85 BRG], K (0 TH RO R BER ] BRI M
AT, BCAERE AR . fEBR #4008, Joldes! 45 7E GPU I RA B 7iASs T
IR TE B S EOR o BRI, O X R H GPU I i) 509K 2 2 2
T GPGPU it H- &, KB W%, BUSKIIE LA R,  HX SR N OGE
FEAE . BEXRTBUA BT FUSAR T AL, AERIFTH bR E CUDA S8 N @ G+
GPU 5 (1 5 A7 IR TT AT THSL SR, TR R L 1 73 A2, I B TR e 4R R AR 2
PEATBR 7T 7 o
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3.2 EF CUDA WERBIR T HITILREE

3.2.1 HHEMRSL%IZE IR SRR

bR, A BRICRER  TE SRE LR T ECY O TR A, AT LA N
FATTHER, FoTIR T B, W RO AT TR W RO TR BB
T EA BB EAR SN FEE . /£ GPU hHATH, Kt B A
B — X B — AR AT HS A 947 g, B SR A R, A =FE
Fhe R LR S B Iex N30, FRAN TFE(Thread For Element)fis; —Ff & R FH 4 FE
535 AR 73, #Y TFN(Thread For Node)Biz, LUK ZRFE S H MR M A it
HA, #7~ TFD(Thread For Degree). &l 3.4 2T —4EZ6#2 % 5 1 TFE #=UR E K& .
FTiE — 442 9m 22 ff CUDA £78 E@Eé}i? RBICL— T AR Z 51, B 3.4 1, block(x)
NEFERIIZE T, CUDA FFHiEd HE & blockldx RiR; #(y) NEFEIELIER A
fgmfe, 75 CUDA H W& E threadldx.x Fon; [XIRNEICH ST . SHHE 2.1 h 4
LFERSIMTE T, —4E CUDA &R 5|15 T MitE AN

T =block(x)* gridDim+t(y) (3.49)
R, gridDim IRELESEE, LIB[25715 500k, ZHnhis 257 SR, &
iR, Khx=1, y=2.

CUDA £ 2 #5711

Gird

ook g 5 W T A ,
Liolinliolialialus)] o Lioss)] ¢ >
block(1) o1 | 1|41 | .. | 3]
|t(g}(|)tc(112|zt)(2mmm” M\ [12] | [15] | [10] | ... | [8]
oLl lialusi| o Lioss)] [30] | [T6T 182571 | ... | (18]
block(3)
|0)|t |t2)|t |t(4|t5)| |25>)| )

::f Jv [256] [6] [5] [N]

[¢] ces cee e

2l block(N)

>

v |t(0)|t(l)|t(2)|t(3)|t(4)|t(5)| |25)|

34 B E&REEN——REXAR

K H UL L =M AT SR T B, ST L S A RN R E AR AR R, BRI
TEHAT kernel BRELHT, T ERETHEXN ZHEE numElements 11 5133 CUDA $ATHS
REREE, PWPIE: B, FEMESTNERIERNLIER numThreads, 3
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i CUDA ZERR I Y half-warp $ATHEIN, numThreads BHUEELEF N 16 FIf5HE, (HE
ARG P AVFRIROREH B 3.4 PR BIEE DN 2R PR AT 256 DMAE. R)A,
FRAE B Y L AR B R AN numBlocks, BFEHECLAUNRERL, THE H I/ N
I 2L IR, TSR AHE 3.3 R .

HE 33 AEHREERENEHE

/] BRI FE R
const unsigned int numThreads=256;
/] AR

const unsigned int numBlocks=(numElements+numThreads-1)/numThreads;

DL AT — % HBLAE kernel BB PATIC BN B, S WAH 2.3.2 . H
T GPU IHH Ak T K L O&E @ 7 5 Bl A 5, Rk, & 2 a4
PR AT 0BG, AT AR E T SRR T R i e Rk, B R A SO AT 4 I
" LLZ % CUDA 42 T M (NVIDIA CUDA C Programming Guide) 7%,

3.2.2 —HHIBFMEER

WAL 2.2 FFTIR, BT CPU 9 K 112 48 4% il 52 7 ALK 1R 22 A7 = [R] A H ]
DA v 25 PR 2E A7 AN 00 B N A O R) DR R R A BR G 4 d Sl R T E SRR R T DL
Bk 45 B 2 e BB A7t 0t DA e A8 B AR e, X — AR 32
A6 HHEET RMARGBEA, 7] DU 4E B2 KN A[6](321 e 8 H A7 4. 2R
i, KM GPU THEI, O 1 B B I AT T B BEAT FF AT A7 U5 R o A5 vk B, B
BrBe CUDA Xt — 4 K UL E4E B A I SO 2 . N 1 s B U5 1), CUDA 2 it
T cudaMallocPitch(), cudaMalloc2D()F cudaMalloc3D()%% &% m] UAK H B 2 %
F 77 AE R R A A SE I e R = 4E B R A, WA 3.4 o

HE 3.4 RBEHREERBNHE

/153 BE % 1A
cudaMallocPitch(&devPtr, &pitch, width * sizeof(float), height);
/1 WNAE VI T 77 5K
__global _ void Kernel(float* devPtr, size t pitch, int width, int height)
{ for (int r = 0; r < height; ++1) {

float* row = (float*)((char*)devPtr + r * pitch);

for (int ¢ = 0; ¢ < width; ++c¢) {

float element = row[c];

IR

Hi&, RTXSRESACHZ B, 7E kernel R 8 F B 4k V5 n] #5 5
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TFERRG LSS, BRPAMESR, A54%d, HmHRAm. Bk, A3k
W — e R A 5, AR S, XA AF A 5 SN U5 RS e N 5, IR HL AT L
5 — YRR P AT B RUARAF X N o 18] 3.5 o 9 7E 4 SR A fig 2 ) oh DL — 48 T7 50FF
fili 6 F LT R A T E AL A2 A s R, B, Sk iR ROy AN R R
TG IR B A 8] EHEEOLN, AT B AR I RER 2 N L _d” /%,
LU T 2 A 1N 2547 IR0

NEHEEE v d NEHEMLE x d
A A
e T~ ... ™~
: Vi \%) Ve Vi \'%) Vg X1 X2 X6
~é&éﬂ%ﬁ/‘§l‘ﬂ/\
(1|

— ™ half-warp 12k %
3.5 —HEXNERMBETEDRER

GPU i+ 5, A AR BN I RS & S8 12 I #2412 AN [R] 1 SIMD 4 F2 4.,
BN warp 3, A warp BREE 32 62, (HE, —4 warp R A — L FERE
7] I 3247 5 BT ARR N half-warp $AT B X, IF B & ROIF R AT 19 262 0 200 /& SIMD
B, Y H I T A W S R LA F 4R AR, A ER A A R . B AT
AT o W — > half-warp N IIZAE XS 2 J5 N A7 U7 18] 1 i 0k A2 0 B2 1, s SE Bl 1 %
55 1i [l (Coalesced Access), X515 & —MELraRANZAU A, #Hig La]
DI 21 g5z 5 I N AR 96 o A, ORUEAE 7 Hf A A7 6 55 U5 I 23 B K 1 38 I 5 e A RS
FOMERE, FRARARIS R nl et i gy . s2ig i, W FitEaE 1.2 KUK
GPU T4 Re i 1 3)) 58 14 JR A7 i 48 06 5% A, tH 30 RE 77 2.0 X BL /) GPU 5| A
() 5% 4% BL ) PT DLA R0 AR 4 JR) A7 il 4 IO L U7 [R) 6 A2 PP R RE I sz el o Rk, A
3.4 PR B AE U7 ) — RIS OO0 F AN BE T 2 N S5 U IR Rk, HE XA A
ROCR IR A IR o BR 7 %F 5505 [ AT BLAL AL GPU R N AE 5 8l 4k, 364 G R i R &R
S AR AIE FE 7 PN AT Vi 0] 2% 3 R0 B A 1 5 3R 2 R R

(1) 75 ML= N AT o kernel pREH, %R AT, AT LUK & T 75 10
BAE LR SOy A N /g WA i th IR R A7 T L= B, ik 2R 3L =
A7 1R AR e 1 U7 ) o R R AR T B AR, J b R A R N AR VT A SRR . XL R
U7 IR R E BRI, BTN R, KR 55— 2 3R
T 2 NS Ty LI

(2) REIFREELA I REREIE . EETERENHITIEEAT, &5
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AT LR MO I B RCRSE T Ui, B, B A — e AR B OF R AT B
¥, T DA 20 SR A VG R I8 R . GPU AT THEL R, AN AR P RT DUAE A A
filf IR [ E I, XL IR AR SR A P A 2R R Sk R AE A, bl S ke
G A BRI 2 N, IR R PAT IRRRE 2> RE, RiZ A B AT R
A7 fif 23 1) (1 70 BC o P 3 A7 Ak 0 0 A7 8 ZERUHT A A7 U7 7] B804 T A0 2 A
BGRTE RS RO M FE M, S B R R FR . 7255 J8 2 i HF R R R J A R A
BRI R OT R IE R E, BN, BRSO GPU 2 Ab B B pi 1% DL B
I, AT DA PR BN AS PR B A 2R R R AE I ] B BB, DA O 21 R ek A U 1) ZE 3B Y
ER:h
323 ETMRSIRBNAITANEARLZE

BAFE AT R IT N TR, 4ORE 0 BITEOR S DU T Y T A AR
(2R 0P SR e G N s AP ERER SR M A e E IR S S
A, B RN, WAE 3.2 fros . iz R HUE R — R B B -
(scatter-add)! A, B FI [ — N SOCH AR S 2 A A, 2 — A ix s
PICFEN R B SR o N D B HOF B 8 B, Bl gl IFAT “E 7
B, %R B VA IRAT A R i E AR B 2 — T T

NI, ARSCRM T AN RS A B . B LR, o
B AR TR R - I AR e ik Oy LA B R T AT ME 0 9T AT IR SR (gathen) 1R, KL
FIHE AKX T

f, =ifj (3.50)

A, AR Ry, fARREITT, ERRIAEEY A jRET, RN
R AERTTe M ILT R Bk, “HURS] 7 1R B S SRR B A S L
B U BRSBTS R GE R
ZRIMER MR RAEWE 3.6 fras, LUEFK 5 59 g8, gl Ay
AT, AN 1 SR 3 5WAL 2 5 RIC 2 5 A, 3 5 H UK 4 5 R
PAJe 4 5 HI0H 1 51 . ZRERGER B AFM, —DBAHDE T A
R 3T A 12710 X B ) B e Y R AT A e DB R R 515, R A O
1(x,y)=(x=D*E, ;. +(y=1) (3.51)
X, E AR RAE, x20 1 ARGH SRS, y2Z2U 1A
BIRH ST AT 5 5T RNNMMRS S22, 5, 11/ 12, 55— HAN
AT UEFTRREFERG 50N, W5 5 a4 MRS 77
RERIMELE, WAOEBOHEE RN TFE #0860y 3 795 501 TEN Jf
FER S, B DR RN A RURNE RS, RIRE 2R 1) T SRR R BE AT /N
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Tt HAr BORYE R 515 A7l 800 0 2 R P O MR 5 5 B b
B9t RN H AT AR P BT ST s ) B T AR SRR FE VR R A
i WAF 2 VAT BRI, AT 38 S 1 AT TH SRR 1) “ 5247 iR .

DL 5 941
— SBT3 EHE —
— 2E BT B A
— & —> < —
> 3EHITHIAE A
— ASHIEHIET S
I T PPPPPN 5 feunee TS AT FEAE S (TFN
HIGIAT I EE(TFE) | 5 | (TFN)
5| H— AN et
=D [ 17 20m
FEAS BT TR ) 12
T—%%Iﬁ%ﬁ%ﬂ%ﬁ“

I

3.6 TAZE 5I#LHI

Bl 3.6 Fros TR 5l WL R P AR G HE 3.5 B . X TN LB I A B o
B AZ A AR AT LU CPU 58 %, REH R G BA S 2 GPU 14/ B A7 H B
Ao X TR A BR e Y, TR 515 B STk 72 v K B AE B IR E ) )
B BT B gmeshl FT BB gmdshl KW EBRENER, HEEREHN O0),
FER ALK . ik, @I AN EIE R IT I T, SEIL T GPU AT R 515 B
T W, FEERESIRA On), 1B R BRI D .

HE 3.5 A SIHLHI 892 FF KRS

for(int j=0;j<gmeshl;j++){
for(int k=0;k<4;k++){
for(int i=0;i<gmdshl;i++){
if( gix[k][j] == 1){
gNum[i] = gNum[i] + 1;
gNodeToElement[i*10 + gNum[i] -1] = j*4+k;
Fry
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3.2.4 ETHITHBREEHBEKETS A

B R AR SN T B R 7 0 O xS R A ) R A BN B T SR RN A R4
THE SR BE SRR . DA K E oA, R K B AT S TR N
B, B EEA BT RHE KR, AR PR TRIE KR R ERHEA(3.12)
THEBEE K. BREA BIT R EK B AT E T, 4 1 50 8] -3 5 /N
MEK M JE T 58 &t E A G, AT IR 2. Nk, A ST R AT 46 ek ikl
BEAT BB R MR, 4IRS — MR T R O ik, SR DB R B
HFIRAT R, WK 3.7 fim. T GPU BIIFAT 4 98 5% 7] LAE GPU L sEIL 4L
2 A A1 D K5 4 SR RN ) R IR AT AR A

\ El \ E2 \ E3 \ E4 \ E5 \ E6 \ E7 \ E8 \

l l l l l l l l AT R

sl | s2 | s3 | s4 ss | S6 | ST | S8
/I/

> AT

3.7 HITHWRE R

K AT 4 8 AT I (R 2B KSR AR I, AT 28K A TFE B AT i E A
TR EKE, AR — N B, SR JE X aX AN B2 SR B AT 46 08 3K
FlE/NME, HALEE R CPU F, &G, 78 CPU KM R (3.8)1H5H 15 2 24 /1 i i |] 25
Ko ZEEEAMREMIATE, JFHFNSRKNTFEAT - NEEREE, X
Vel A IEIRVY
3.2.5 HTREFREARIZRIT

MR —MHEEF S, BT SRS B, e REUE SRR
AT LL/E GPU EIATIAT, M4, RCMEAFEFEA %4 GPU HATH T
e . @i 3.2.0 TR 3.2.2 WA M TR A, KA DL B IR TR S, B
A PR G H AT L SE I 58 4 GPU HAT W iE 5 o A SCIF R 1 55 30 BR JG R 47 20 #r A2

Friii A in &l 3.8 pros, B2 380 s HE & GPU JFATIHH L IR AL 22 3 A7)
PRI FF “ 2 IRAT, SRS, PO fEE, | CPU it
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GPU % & & 2, W | GPU HE47 BU{E K g UL I 34T 72 e WA S50 B 5 72 e I R 458 11 o
GPU NIE NS Eh AL PR 28, 5E AT A BUE 1 E, B s % 35 kernel B 3. X
i CPU b B 25 A FE, GPU NHFE P4 GPU/CPU #iF &, EFREHITE
Y

FHL(CPU) jcg
WA
SRR i}
rE
¢ =
B #(GPU) TFE: i+ 5 F25 & I
RN T
‘
I o -
FHLFE % TN ()TFE: H4U4E4, FHRBHEN
Bl v QB9 s - AEFR:
TFE: i+5RAR &
il WEAEAS 1 TFE: AR
(3)TFE: izl
LT 5| Il (4)TFE: W50
. T 4
I TRDbEA Ay | (OO TR
kA B v
WA TFD: Y #] & 5
T=T+1—

B E EHL
Kol = il

v

ez SSull

L p Y (SEYNE Hj>

3.8 EXARTHTHIEFRIZE

3.2.6 EST J U FH TR R 1L AL IR
DA b % AT A0 S W 1 3R 2 LA BT B4 70 A% RBEAT 19, 3% 3% 80 o0 4t 6 1 4 4
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e ARG SO LA S [|] DAL, B o oh S O R AR X T 5, 900 7 R R BR B T AT
THA SN . (B2, EST Hou)g Teig oo, Nt HE KR 7 2 12 i 8 il i ik
(v s AT I, BRI AR At R 2 LR NNt R T, NIk, FERE R
B AR TR o3 v S A BT 5 AR BT O [ R R L A AR G I 4B B T 4T M, 9 EST
LG TR E GNP RL FEIRAT RS, REEUK R R, BN
TFG(Thread For edGe), BITH&EIEFEH H—NERETER— N5, FIFEH 24k
B AT B EESKR .

Ak, EST 7ottt 50l A2 By () B Bt [F B 75 2R MR 5] kg, H 2,
5 BT #uAMFK &, EST o EEH IR SIS BA & #0575 fiA A
JBRZR, MAET RSB ZEMESER. NMATER, &% RH TFG K i H 15
B AN, BRELESFMRIMEE, R TEN S5 B 8 £ iU8E T
HOK “AR7 pEIHFRM.

WL, A 312 MBS AT A, B EST Honit H TR E R EE
BT ¥oc# e, RN, ETIBERREESTIFTHEIES. X£ERN,
ARG I, BT EE B2 A oo =, T A AL R T N B ANE .
X IXREALET B IRBA RN ik EIG, % &G e R ITPAT #EAT 4
WiFEFRAT ), BIfER A CUDA B 4 & REHATHR A LB e KW GPU IHH
HE /1o AR FH B S 2 4 FRAT RLRE Dn A, X T 38t B FE AN R IR 3 I8 =
e B B, IO i RR B IR A B A R R JT, HEAT TFG SEBS AT, HE N
ELENEATEN . BT NZEIEHRAN, Bk, XA SR RN, HART]
DL, ATy SR 95 2 4B0R0 BE HF A7 B vE, Bk, ML T CPU B ATIUHE, HHEAEE
A IR BRI

3.3 BEFEH KT

AR P ER 5 A5 AT A7 e ol A3 A 5 A A A R R A B T A 8 a0 PR G
HAT V- E AT IR, X AT AR AR A BR e Bk B o &), mr b
A Rk A I 2 25 B G THRUR BE R TR SRR o ISR Y B T B B 0 AR K g R
WE WL 3.1 fin.

=31 HEEE

4 FR 5 T EMRE S
CPU Intel Core 17-930 F4i: 2.80GHz, 6GB N 1%
GPU NVIDIA GTX 580 512 4 CUDA ¥, #Z.OHi%:832Mhz, 3Gb ] /7

BIERS Windows 7 64 fif
T & 58 Microsoft VC++ 2010, CUDA 5.0
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3.3.1 BEEHI
3.3.1.1 Bk |8

T4 SR ER 5T AR A S 5 A R TR A SC B HY SV B T SRS R i 5 RR AT R
1 o TF AR AN K] 3.9 AT as, 7R BRTE SRR A A B i 5938 A kb4 Bl in# K/ 1.0N
KEER ). BB LA Z80N: F4E RN 10.0m, EZ ¢t 5 0.04m. MESE N
¥ K& E=6.825%107 N/m?, JAFA L v=0.3.

A

z
?%
SRR
AN
(0] A y
———p
F=1.0
B H H
F=10
X

3.9 BREARB A JLITR B 58

N T R BT P4 8 o Al EST = M B oo i SR A RS, Xt
ZEA K H BT VA8 EST = A Mok ir @k, H 9 57 GPU M
CPU AT 1HH . iT5 )5, AT LA R & 3.10 Fron i CPU M GPU 5 14 0 25 55
B AL shAsm Nl 28 . f A 3.10 AT A7 2 W 45

(1) o7& % H BT $.0ik /2 EST #.76, GPU FFAT 1 B 1 3 45 i B2 th 25 #1 GPU
THE RS S 2 ER MG, W GPU 4R 5 CPU B4a — 3.

(2) FEMM 3 B KR BAHE 4N, EST = MR ot Ea RE T BT
P %56, XAFE EST HnfRBr. mks RIS, Ui T EST =M iHIT X
AR A R B B (A B . 24 4R, 6F EST ¥ yoib 50K B R, IR AR AR K
W E A, BRI NS M AT T VRN B

FAh, RT VRN IRAT BRI E AR, it RS S R ACR R OE R,
AR ST 1% BR 5 S B SR F AN () DK/ 00 IR A gk AT SR 1T B . e 7 B LR R
0.05 b i 9 il B 0 B TF SRR A BN b 3k 3.2 A 3011 B o
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fF 18] /s

3.10 BRAERBIB LIS B 7S M R 5 e

# 3.2 Fian kA BT W R TIFER &N MBEAR B MR, 4
XF LA R CPU F GPU TH 5 ANk A0 1~ 35 1 SR 8] LA &2 GPU i 5 nl DUHLAS
Motk . R A&, 7 GPU Ml CPU HE AT & E MR P Hse & —8arie
GPU E@$/\1‘%ﬁ$ﬁ@$i’ﬁ+%ﬁﬁr£ﬂi@)$ CPU I8 AT, ik, GPU i+ 5 &%k

BT CPU. @I X b & (1 T B |, ] BA45 2] GPU $AT Bt BN g b,
i 4n, XtT i 500 73/\ H i ERBA, n] LIS T 28 A5 B9 v Sk b, s 2 R
& .
< 3.2 TkFEIRBIR A BT £ Tyt B B8] & iR L
A BR e A SEAN K AR D T S (] /s
75 — st
PG HL TR H H P 4 CPU GPU

1 3072 3169 19014 0.00742 0.00131 5.65

2 12288 12481 74886 0.03213 0.00283 11.33

3 49152 49537 297222 0.13414 0.00821 16.35

4 196608 197377 1184262 0.69613 0.02798 24.88

5 786432 787969 4727814 3.52979 0.12683 27.83

3.11 Aron AR EST = M52 ICiHH K, GPU AL it
18] DL S B2 e SR04 T B TB) s B BE bbb i i 28 . AT LA B, 4T EST = £

HHI8, GPU [FFE AT LU R b 1 SEIEIR], O BUAS B0 1) T S0
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(2) HATHEF TR R AT I E R AT RN &, £ GPU SLHLIHTHEF O &
B2 MuERE, RERMEET A 3.3.4 TR IAT 48 8 1517 HEF
Tk EARERFY, NTHRIKMEMEE, 45 CUDA WAL, ASTKHH
CUDA J& 4t Thrust FEUS SRSz Bl HEE b #2 . Thrust & — LT STL 9%
[TH T GPU JRATtH W CHENRE, 15 HE 7 52 7] AFE CUDA F2 J7 H dRod 52 3
HATHE Y S #4F . R Thrust FESCHUR S HTF A fZH B — A wBukaT L, 1450
TifE, AR AAE 4.1 Fros

HE 4.1 ETF Thrust ERVR S HIFIEF R

/] A% Thrust Sk A1
#include <thusrt/sort.h>;

#include <thusrt/device ptr.h>;

/1 T BUEL B K 0 77 Ty A il hSOR ok e R 3R IR B4 d_xsgd
/1 HH K /I nums=4& fith £ F50H4E fi B S B
/] TER— A BRI R 51 B d_ksgd, SFRLT d_xsgd A5 BT T s 5 FIHLS
11, % d xsgd BdE NN BIRHERF . d_ksgd HEREEAZ AL
thrust::sort_by_key(thrust::device_ptr<double>(d_xsgd),

thrust::device ptr<double>(d_xsgd+nums),

thrust::deivce ptr<int>(d_ksgd));

(3) K il 77 b5 — VO 48 00 e AT B ol R R ER LR, 7E R RO
WUF R A N O(n?), G, AT B 90% L bRk Sm . %
R 5 GPU 41K 4047 B2 28 B J% 90 2 0 58 1 0% 3R, A SO FH B 7 2 S 4 73 2
FEFF o (4 206 36 JE TF 51454 CUDA %88 |, UkRY, 555 I 152 28 2 B4 4 O(n).

07V O A B I 4,12 o, bR T A A R T T 7E AR A R I
S S R . W 412 BT, 7E GPU LR — AN SRR R T
A B R BRSBTS ()RR e R R
KL Q) R BT AT, (3)He 3 — /B R L A% (4) 1 3 2 /I % DU A
0L (YRR 0 (2) 1 2 PR S 6 B0 %, BRI, K9 25 4 R 77 1 . fR
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B2 AT BLAE A S NAE MBI S RT3 T, @2/ B A2 E S AR, [Fr
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RS, A 2508 AR IE BORE MM 5% AR IXRPIE T B I Ui, W] RLA RO D>
T R A I O K, B R T R

AR 2R

Fa B % fih o}
4.14 FEBER

TEAF — 0 B4 bk I w389 75 S DLW A0S D 25 AR o 55 5 7 o B0 0 ok % ik
RO RE AT &, LIHGORFI W 2 S R Bt X R fER —H N, XM LA
KA M B A B ann B AT, oI LR — AN RS — AN 0% % B 7
K AE GPU HsL I FEATIHH .

RNT L RARA A, A AR AR W A R BAE A AR, S g AR
XT P B 28 [R] — AN H 4 (RN AT ST R A . A T ERIE | — T S I A A A
N v LA 2 2R AR BT AT, T A HIBRER, A SRR T — R TS
AR A R . SR L SR RS AN AT S iR 415 B, BRI
10 AN TP, B e F- 473047 el HIWT, el 245 X (4.20) 80K (4.28) 14 11 55 0 4 bt
Ay SR 22 AW i A A A, R R T B G S R A, RN 2, DR
MRS G 5 BB N — DR MX, XA R — N 2. RE, RH
Thrust BRI ECFEAT A /NBIK BIHET , T FE T A2 122 fish 2% 0 1 2 Al oo sl 4 30 HE 2 1 20l
(Y U THD 350 49, 0 ik 3R A — A MXCH B A7 BRI AT LU IE e 2 b AN B ot e AR
[F) EJ A 9 A 007 A7 i 1) 23R o X RE A9 3 (10 B2 AN ko oxd  BUE BA R T AT R —
PR B 7 B9 5, IR m R T AT R . Hoh, MXOR T s £ BT
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R AR B, HEFER, SFhFEEITELN S, m@é.31)
AT (4397 s SR K MR fir ol A0 2 45 Ak i 2 ] 7= A2 (R B2 i 1 AL 5 BV BAR S )
e B, MR OER AT IF SRR R AR — B, DRI B g —d3t AT A 4 .

HE42 JEERFMERE
__device__ double atomicAdd(double* address, double val)

{

unsigned long long int* address_as_ull = (unsigned long long int*)address;

unsigned long long int old = *address_as_ull, assumed;
do {
assumed = old;
old = atomicCAS(address_as_ull, assumed,
__double_as_longlong(val +
__longlong_as_double(assumed)));
} while (assumed != old);
return __longlong as_double(old);
}
Fog b, BOREGIRRRAIFATYE, 7 E E NG 0 i U 5 R R A2 4
R AT M EESK, IFAT SRR 59T oot O AR SR Bl RIS, B ) B L
AW S A B EOS RN, R R Rl b B R A B RS R H AT
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fuh lE 2 7] R AT 0 AT, GPU JRATIHSL S CPU H54F R 564 — 8, Bt n] Uk
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%%%ﬁ%ﬁﬂﬁﬁ%é%%m,E&%ﬁﬁ%ﬁ%%ﬁ¢,%ﬁﬁzﬁ$ﬁ%
R e r] T BRI IR TR . T, ST ASEAR . o,
PoTER R R, tFEACR R, HERTRAFEESEIEN, MRS %h%
SR TT R T SRS B ey, B R T ARCREE S EE TS R B A RS BR A, S TR AR /N
I FE S 18] 204, 3 Sk S a) i ,ﬁﬁﬁﬁm 7o B B AT DA B W R T AR
o FR, RS i, BT RL, 32D BORORE T 1 TS fcE 1 R
JLo

R ACREI A PR TR R A, BB A BR e R A R A PR e A A A Y — A R
HRHR Gy — B O A L R R R, R I 3 P X = AN ER gy . i B SR )
ﬁ,m%&ﬁ%%%EX,L%Hﬁﬂ%&ﬁm% K 7E L 70 B S AR T it
TR R 73 o AR SORE B A (K = AN EB o AR B v R R s IR, JFH, 8T
A L i, A5 FE AR A ) B b£%ﬁ@ﬁ £ SE PR R i, 25 8 B BR 1Y
R E H AR S, ) OR = A A DY T4 T e iR A 10 05 SUREAT RS ) &)
gy, SRFEIEAN I B RE B T SRR, IR EL AT DUAR K B 46 8 R AL B TE] 4
5.2 Jrom 9K FH TR & 5 oo Rl o 1 28 25 O A A T R AR R
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52 RABREMER S HIRORIER

KA RIS KRR 5l A IR oo o i AR — 2, s R 5
PERE LA LAl 3 20 2 1k

(1) B JUATRRY . AR IR 45 78 17 i CAD S5 B8 @ S 4 B LAY, — A
SERMT H LR A A ORI, A 3 B A DY AN ER 2 . CAD AL
AL — R UG 55 CAD 8584, ACAHEH TR,

(2) AT 7 HE D NAT R TR R 3 R AR (1
W4 4% Kl 73 LA B2 A B 032 3)) J 1 1) s A%

(4) ARRITRME . B AR5, HAARYE i B Ly i 7 A B AR
B T A fil e 22, BIAT DASR S2 45 SR 4% 70 H7

() iHA Ry tr. KWL H )G, BIAf DURYE fay i SO, DA A3l m i 7
2EDW X T S 4 R BEAT o

5.2 SEHURERT XBE AN GPU i E

AN SCE = T AN Y L2 ST T PR 5 B (Y 45 S R i i) e ) 40RO AT 3R
i, ] VR B 3E T GPU AT o IRIE, R SR S 35500k 1 i AR e T BT 0
AR 5 A R B IR AT SRS, i DL, AS B UG AR o s B R A R AN
AR R AR BEAT AT AU, AR, RSO AHORL I T AT SR (A% L2 A IR
Hl GPU Zif2 51X R A R AL &
52.1 AR ERMRMERNBETHTHERR

PR T BT A P B I TR B G SR R R AT T SR S e, R SR )
JPEAERBOR O h, AT DR G 1 1 i S 05T R et A BT L
ANTEATS SR 3 G AN TSR AT T SRS E MR R . R, AR SCHS A CADEMIT 3 A
MR, SRR A EE BT ph IS AR W5
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BRI REH, 9 T ELSE T SO ORHE S8 R AR ] i AR R R B AT L ) B AR
KZ, BT LA prad i e AR Ak, 38 7 A T A AR N 7 N AR SR AR
2k, BRI AL HE U AN AL LR B HE N SE AR AL X SRR R SN, BROK T 1
T AR TS T A M R R, R TTERR RIE . Wk 5.1
iz, 73 CADEMIT B A R ) HILL48 it Al 47 s A JI S 8N Ik A0 (11 2
18] 0 A AR AT D, B TR M EER SN, U oot E B 2 R TT,
IR R RN T EERRER . Bk, b oot SR E, R xR EE
BRI SR THA W8 A ROR .

*5.1 EEMEFENEKRENITERES S

Fr 5 mAE I | L
1 Bonit 86%
2 it & 11%
3 He 3%

DAL, AR SC 6T 28 = 2 B AR, ¥4 BT BRoc Al EST 5 G W Ff 50 GPU JF
17 T S0 3N BIBUREBOY 07 2UR 96 N T HILL48 Fil Barlat89 i i A E U .
f T AR BA OB A R AT 1, AR DU R B AR DUBR AN BT R, R,
O\ FE JER G A O 3 S 23 S W) 1) B4 7 0 400K 188 94T 0 o T JRR I 0 4 1 T AR TFE
B TFG I8 W, FAREA R AR ST o FFAT 10 X R 3 6 10 24 B8 FRR 25 32 47 4 5
AL P
5.2.2 fEfkiEm S BEIAR GPU LI

Wit 4.1 5 5.1 740, R CADEMII BEAT BB IE 1 5 (1 B 18] 23 A7 55 38
JH 422 fi A 48 7] 750 1 B 0 B (] 4 A A ELBEK 1) % 7: . CADEMIL B SR 1) 187 4k — 42 fid
SV, ORIk /> T B Al R T TR R R . ER, T R A R B B B
ST, N T BEARHEE E h GPU AT CPU ] B85 28 e % £ e A i S5 R0 R i 52 i
W FEARR BT AR 1 42 ik B2 AT SR 2 - o L BE (1

(1) Hfl xS (R AT 3 F o R I — b B Al 4 T 500k rp R 2 Al
EON G R AT — ), (B, T ORI O 2 i, 1 BRI B AT AT 2 &
PO IS 1] o — A4 002 v 2 T 3R /7 (R b 45 507 vk, & R TR SERL
P T 2 v i) iz Al 2 G LSS0, T DA S e = 4 s A p R AT T I R . H AT
HHRHEE A R O A RE T LT GPU ST RE A &2, Hik, A H
B ] CUDAS.0 H 7 1) SDK F2 5 “particels”, i i& M B MG, SEBL T CUDA
B TR 2 B 1 AT R S e B Al S 5, BRI AT AR T LS
%%irﬁﬁ[lfw,lfm]o
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(2) FEAh XS B9 IFAT OB U5 . AE TR RO RE i S A T, R R ST IR G &
Ja o, BRGSOk R AE A B 5.3 BT 9 AH A8 4 il e b gk AT

5.3 MR K &

Al B AR QB 0% R = AE e AUEACET T, R RSB GPU & /A7 . fEA
E AR AR IS AR BRI PR N, O B SR R AR R R IR AT . A SCR A A
LR X N — AR i R R T 2 W O Sl X N D A A R R S TS AR A, 2R AT
2 R AR MZ AR TH AT, R Z AT AC AL, 4822 5 AR 1 4%
fuh P BEAT B AR I o AP RFR B, B Ak et A S W IR AT R B 2 A A R
fh B, D55 0 B T D A S DR A BRSO A A S o KB DL M A e A R
7y, (B, DB H, B S B 2 1 B ko SR T
523 ZEEZNEMADSEADHTHERE

AR SR 1 08 H 1 BEAT FEAR o s O FR R Bk it S R R  in (5. 19) B
e i BERR it 50730 BTz BB i TR R e ey s s, [,
AL B RN 5 DY R ) AT 9 e BB R AT I, IR AT T S SR AT g
W BT AR R Ay )5, ARG S A 1K K/, R TEN 1S5 1H 58 A &
M R EET. RE, BTEHENGASEMERERER, Hik, &%
ZR M TFE [ SIS 8 550 25 /i 45 fik B (R0 10, R BE 9 042 V) 67 170 BN B Y 5 70
MR

BRSO SRR, R Sl B Se, E8UE ERBCE BT
AN, Frt B R B R PO S B SR AR A . WnET SCA A, R A
FAT A6 D) J7 9T ASE BB SR, O TR R RS, R TT R BORE U 1
REGRT, ASCKFH B CUBLAS #2451 2 20k S 3L

RE 7 r AN fi g oE S8 R 3 70 v S AR R AR AR 5.1 P, RTIL, RH
CUDA AT IFATRE 5 T R I, & 4 1) R Fl CUDA Bt B 47 % i B0 v 5 2w DAAE £
1EA My @ S i S N 7= = 2 B & S
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HE 5.1 ERRDRED NIEF KRG

/1SR )
/1. THEFEER d ds
CalculateDsGPU<<<numBlocksNode,numThreadsNode>>>(gmdshl,gmsrf3,is,4,gtol,d x,d ignd
,ncyc,d ib,d tctl,d rn,d rnc,d thkNode,d ngsg,d xt,d ndsg, d contactGPU,d ds);
/2. WFIEE d_ds THE M)
double dds = gvmax*gdtl;
CalculateContactForceGPU<<<numBlocksNode,numThreadsNode>>>(gmdshl,gmsrf1,is,gef
,gfu,dds, ncyc, d_tctl, d nd2,d x,d ff, d rnc, d fcontactO ,d_ds, d_alf0,d ft00,d ft10,
d dut00, d dutl0,d templ 0,d temp2 0,d templ 1,d temp2 1,d contactGPU,d ignd);
/13, HHEEML i BRI ) gblkf
// sumtemp0 A 11 77 7], sumtempl >4 1E 77 [A]
cublasDasum(handle,gmdshl,d templ 0,1,&sumtemp0);
cublasDasum(handle,gmdshl,d templ 1,1,&sumtempl);
gblkf = gblkf - (-sumtempO + sumtemp1);
cublasDasum(handle,gmdshl,d_temp2 0,1,&sumtemp0);
cublasDasum(handle,gmdshl,d temp2 1,1, &sumtempl);
gblkf = gblkf - (-sumtemp0 + sumtempl);...

53 BT GPU RUEHAERFEHITHERGE T X

53.1 REHEEMEAN

g8 LRI B R IR T ot R ARG 4, JEE A S g R
MR AERPE . REREESRES, AT EAEMFE, HEI~EhFE
Vg 8L 7 R ARAE ) B AE AN A A 55 5 95 1) 45 SR AR AT B A B SO R . F R GPU Ot
B, FH5&&EED PCI-E 8 1 EE 1L ik 808, il A
HREFP AR, AT R A, SR A SRR T . R,
e O N SRS VY AW 7 il i el I A SR (ED O PR 2 R N = R A B e
SR A, AR SR A R B AT I 7 AT A g B g . BT B R T
7t CUDA Z2#y 247 GPU #1/E Tt AT )5, A5 GPU #1E45 K, CPU 3l 7] LA
Ak AT B I ERAE,  SERLN A N R AT & B R T B AN S .

CUDA % F it I & s AR 2 1) S 28 AT, 1R — i 1 48 4 7% 4% 007 AT
HENFRF TS, W0 kernel vREFN A7 ) S H#AE, ERELFH VI RTIE T AT
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CARII $0AT o B 5.4 Fron AR SCSE B H 545 R A GPU iF 5 57 25 30T 1 7= Bl
fE T3 W 2, GPU 44T 58 kernel B #)5, CPU &4k Zih AT e B 47 iH k¥, [
I, R 2, GPU BRI 2K iH 54 R GPU ) 22 R i A7 25 18] &2 i) 3 N A7
) o, 5 N By S

i I T1 T2 T3 T4 TS5 T6 T7 T8
s , o
% kernel 3 | :
}; CPU % % i
B A% Fa

kernel 8 %%

5.4 BIEEWA GPU T EMR LHITER

ES2 BETRNFENITEFRE

/1 B

cudaStream_t stream],stream?2;
cudaStreamCreate(&streaml);
cudaStreamCreate(&stream?2);

for(int i=0;i<step;i++){

cudaMemset(f _d,0,sizeof(double)*NumN);
// GPU i 5

CalculateInnerForecGPU<<<numB,numT,0,stream1>>>(numel,fe_d,f d);

/] R e TS AE RN GPU i
if(i % iOut ==0){
/1 HlE 2 A
cudaMemcpyAsync(f,f d,sizeof(double)*NumN,cudaMemcpyDeviceToHost,stream?2);
/] 5 B SCAR S A
fprintf(watch_d,"%4d,%15.12¢\n",1,{[0]);
¥

K 5.4 MPATARWIRE 5.2 Fras, BEEL TR, Hd, — MR+ —
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ANMERSFEF A kernel EIAT, H—PNRAH T —MNERIFE SR GRS
ki

£ 5.2 Fian R PAT BRI, HA, BATRATE R RO R 10 P47 — I3
et o AT LLE W, R T BT o 8Os AR B T I R4S B T R B, kD
83.8%, [ARF, F2F @ AT A B> T 18.8%. [Rk, A &0 24X B f H B R 4
ZW, B AT 7 TR TR P AR A IR K B

£52 RERITHE

i 1) AT AT I TE] /s 5225 AT B ] /s 1) ik 2D /%
B A% T A% 15.8 2.6 83.8
S ] 70.3 57.1 18.8

53.2 WEEENRIE

A BR 7640 BT B B 45 R R vy TR, WL B b B R 1 UK B
R TR, AU g, HE A R 5 GPU X XU i RS
Ji ¥ AN B8 55 43 & TEEE (4R WE, BHk, BT GPU MELFHAT AR, &S5 E
Mt g R ALY BaRAE s, WA RR E, AL E BT RER
T AR BING, B BRIV SR 2, A e g R RE 2 Vs B 5 4
AR A . 2 RBUE e, AR SO B i B R B A5 SR Ra e 1 SRR
THP

(1) VE A BOT SRR F AR .t TS NLI R A, V7 S0 5 B R e 1
G SRR P, A T B T S 4 7 2R R R S 45 R . R 5.3 TR 9 TE GTX280
R BT S A0 BE VR SRR AR I R 2, TEE MR, RIS
P B FE AR BEALEUE , 10 A& AN SCAE SEBR A BR T 29 #r A H B — F i 0 o

*® 53 FRBTERINFEXM

A 5] R

double a =9.7217471672231739e-003;

double b =1.6217239847627001e-002;
rl =2.5844070156271232¢-002;

double ¢ =-9.4916858578941826¢-005; 4.0e-17
r2 =2.5844070156271236e-002;

double r1 = (at+b)+c;

double r2 = a+(b+c);

(2) FMAD it &% % . 5 GPU X T KL T AxB+CHIEAER, A T &I
B, 4K MR & e i (Fused Multiply-ADD,FMAD) ) 1+ 546 5, 3 Flr i 550 4 A
SR H Ax BG4 — A W R Z R ES CHM, Wi T ik 5 E,
WK 5.5 Fios s
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A x B = PR l (T 2 R

+

C = g3

& 5.5 FMAD it &%

N RRPOX L T, A AR SRR, X T U EOR BE BUKEf R T CUDA
SRty N R AR B R SR T i B ek . N B AT DU e R AR R AR L
M B HEATIE P 9 1, Bl SRR AE A 1295 36 %y FMAD #4E, R, dA7)
TRV EI T . b, “+7 (B ERTF M N EKE dadd rn(double x,
double y)fX%, “*” tHEFF W HNERKE_ dmul_rn(double x, double )L .

5.4 Fron Rk AN & BT st S BUE RG] . R, Sk
HFRIEAR, CPURITHHES R r CPU I GPU MiFHE S H r+ GPU - AMIF . H
&, HPE GPU @Ry, 1RSSR r IF 5 r CPU MiHHE 4R — 3.

x54 ERARNERYHTHE

T A 45

double a = 1.15649874453115632115e-15;
double b =2.31568751354861125466e-5;

double ¢ = 3.23614523287643¢2; f CPU=2.9975604431208402¢-2
r_ CPU=at+b*ctb*ct+b*ctb*c; f GPU=2.9975604431208405¢e-2
r_GPU=a+b*c+b*c+b*c+b*c; f IF =2.9975604431208402¢-2

r IF=a+ dmul rn(b,c)+ dmul rn(b,c)+

__dmul_rn(b,c)+ _dmul rn(b,c);

5.3.3 T OpenGL BYSERTRRIFAR

A R TC o A R 40 B 52 I R R B R W] DU A A TR SR R v S
B YA ECRES, BEAEENNANE. GPU @M EE RS, oFE A
T EAEZEAN, Fitk, #id CUDA 5 OpenGL 25 & ¥ 3¢ 4% P& 8] (9 A H.# 46, 7T LA
5 18 B S B R v A A ALY AR S S Bl CUDA 8 ) SE I B o BRI Y
B R H 2 CUDA A 4, S8 )5 OpenGL 7E B %% b 2 i) th #4fs oy %o
B .

M CUDA %2 1) f B i &, OpenGL 7E GPU b i) 8 Jf- & £ 1) N A7 X 35 i v 2%
R, HE CUDA 7] L FH I 22 47 X R 32 224 P Ff PBO(Pixel Buffer Object,
1% K 2% ph 5 /1) F1 VBO(Vertex Buffer Object, T A ZZP X X %R). H, PBO 217
iR =2 m, —f&MH T 2D BE M E7x, CUDA ff DLW 2] PBO, 7£ PBO Hi4E
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REE B ER, F il OpenGL B/ X485 . VBO & OpenGL H] T 171k 3D [ &
) —Bt N f7, CUDA 27 mgt#] VBO J5, mTULAMEEN 3D MERFRE, 2&
OpenGL I LUK I &4 W 1% 8 Yo i % (3R 1 3D EIR &0,

5.6 ATz~ N CADEM-GPU ' CUDA 5 OpenGL % H 2 FF i 2 B, B K
SRS FEMIMHET —#, RA2WEEiE cudaGraphicsGLResgisterBuffer()
¥ VBO VEM A CUDA mT LA 1] 4 o RIS, &4 E A #5206 1o 5 45 3
A H AT AR R BT O S AL B S B cudaGLMapBufferObject() ¥k £1 i 5T %)
VBO 1, X, HTHI AL E AT BLH OpenGL B 48 FH I 8 4% 27 th oK

glutlnit( &argc, argv);
initGL() glutlnitDisplayMode( GLUT _RGBA |
1. fJ#OpenGL% 1 - GLUT _DOUBLE);
2. B MARIR R glutInitWindowSize( width, height);
¢ glutCreateWindow( "Cuda GL interop");

intiCUDA()
1. EFCUDAK %
2. QIEEEEAT A VBO
3. VEMVBOZEAT

¢ glutDisplayFunc( displayFEM);
VEESR . B BARAIE glutKeyboardFunc( keyboard);
55 e R — glutMoqseFunc( mou§e);
glutMotionFunc( motion);
glutReshapeFunc( reshape);

[ sheetformgGPU() H glutMainLoopt()

& 5.6 CUDA 5 OpenGL X EEFRIZE

B 5.7 Jros AR SCHEAT 5 & S8 S DL Se iy Bos Fii . 2R BOREROE 1 AR
O TR, T LS W SRR e s AL, wORAR R R IE R S . RIS, AT
PSS WL AR B T B, A R 7 38 i R BUE A ORI Al 1 5 5 T R
B B, AT DL EZOERE RIS AT o A SO R S BAT — 3 I ANLAS H I fE
A AR 5 R R O I AR AT, AR AR A s Oy AT S BN 2%), 38 W] RAREAT OK
Jre e S AR . JIF HAT DLSERS SR 280 B sUEACIRZS, 2 fir i A 22O, 2T
S GIRE Y WS SET AW e X DS
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REEFA SR E RS V1.3 FEEES BEEnitEEEE TR
Sheet Forming with GPU

[cuDa device [GeForce GTX 580] has 16 Multi-Processars|

[ lteration = 4203, Time step=2.52588993e-006, Total time=1.15993443e-002

B Draw wireframe

B Show blank

[0 Show punch

[ Show die

O Show holder

57 M EXHNE R

53.4 HTHERGHEEATERE

BT UL B E RSN UL R R MR G R AL, AR SO R CADEMIT 844 1)
THREREHT T — A BEM S, @57 7iESE T GPU HATHHFE MR, W
Kl 5.8 i, et TR EMBHE %, HFH, AR T CADEMII [ GPU
1TiH B R A CADEM-GPU(B M ZAE A% 5 : 2010SR052426).

It B AR T A S @ A W UA Rt GPU AT RSP &, R T H
CPU 47 = Hlis 5, B HG v H ) 45 s i) . 1R A7 B 40 W DL & ol Ik T 45 4
%, W GPU AT H R TRtk & 7 AU B W) B & R g DL b Bk LA
IO\ S R RS

TEE R R AR, KRR RS R GPU #HAT AT HHE 34y, A
[) PR T B350 o AR B G A2 oH B B e 9 A R DA R o SELBE B B vk 5 B R I AT S 8L
AR IE f5 2 1 T B 005 o X Bl S5 A 1) T B A 3T B DR D 2 IR A i 1) [ I T
PAFE 43 R FBEPF B2 R, A ROPRAIE T 580K

FER N i SO PR DT T, ASFE IR B 0 B N SO R DL B AR AT BR ot AT Ak
B HyperMesh 1 5 o A, S # &5 T B EJF K (0 CADEM J& 4b B #54F
R AR 2, PA R S Fr i A T Tecplot 3 A 1 = 4 K T2 £ #E DL & HyperGraph fi#f
FHI F 25 28 5 2 g 7 g 2 B4
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Mot N R L GPU if 5
i v MR g e EEIH |
bR B 7 :
! PR B e BRI |
i wMTMBELE |
i A 4 v i
| MK AT 45 R AR/
| v ;
| fe M, T 25 K
e
o L=+ |
:____________________ __ ______________________________________________________________________________: v
i s L B f3n 5 )l i -
| BLR G E ‘ Y Ll R
; o AR L L |
i y P A
i oLt HE ‘ s i
i 4 5 A7 5 |
WREER | HWFER ||
' i
B | W ||

______________________________________________

50 M GPU A% [al i iy Hodfs » IF
5 A

[ B ]

& 5.8 EF GPU HUERHERFHITIHHERIE
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5.4 BUEHEHI K7

AT A SCH B FFAT U T EE R K I RCR A B R Ge AT I UE, AR
FEWME 5.5 n.

w55 HEFEE

& Bk A= T EMRE S
CPU fit & 2 PUA% Q8200 F4i: 2.33GHz, 4GB N 1%
GPU NVIDIA GTX 460 384 4~ CUDA #%, #Z.OHi#:675Mhz, 1Gb )& 47

BAER G Windows 7 32 £
H R IA L5 Microsoft VC++ 2010, CUDA 4.0

Hodr, Q8200 Fl GTX460 H Hi i1 7 M k& ¥ 7E 1000 Jo /e fa, & H AT ANIHE
ML ERAECE, Wik, BEARRGRIRENE.
54.1 BUEEG
5.4.1.1 MREFE TR

SR 5.9 Fros bR SRR E AL RS EST = 1 B # UG 78 B 4 B 1) i &
R TG BE AT 2 b o VE ALY o, BORHE FE N 1mm, B BE 5 19 B o 3 AN AT
MR BN Sm/s. HORFR #3814 1) A B ARy, HILL4S & ke, B AxH Rl 2
BN BIKELE E=10.5x10° Mpa, JAFA L v=0.3, SfHEBE £,=0.22x10° Mpa, %
FEN 2.45%10° kg/mm®, JE RN /1 0,=24000 Mpa.

29.69mm

Wk \Emm  Ea f‘\%
b w1 !
2. HUE

(a) CAE f ! (b) BN TP

ﬂp

[ A T A
TR o 7. 69 mMIME I [
]|

59 MM ITERE

iR SKE ] EST = M B e @8 5, 2 %%l CADEM-GPU I CADEMII # 14
£ GPU # CPU i frit &, it& R banE 5.10 F1E 5.11 frox. Hd, HE
5.10 Fizx A CPU F1 GPU iH5 Fr Sk e 5 B A = |, R0, PR T



ST GPU (1974 5 S5 Bl e RE AT 1507 1%

A RNEE B MmEse—8. Ao, B 51140 7 MR, R
SRR 0 AR, TR T 30T A5 IR AR AT R T AR G I — Bk .

EE 6/mm

1.15
1.11
1.05
1.00
0.95
0.90

EE 6/mm

1.15
1.11
1.05
1.00
0.95
0.90

(b) GPU it 5 45 1

[& 5.10 CPU 1 GPU i+ E R E Xttt

- CPUIMESR Bl o

AL et

W GPUTHLES

5.11 CPU # GPU I+ E 89 M #8 I 2 XF bk

CPU A1 GPU K+ i [ Al it nak tb 2 5.6 Pios. Al %0, KA GPU i+&
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AL

¥y (8] A%+ CPU tH S 18], JFH., BEE B ool g, v 500 L i B iy
Ko KT RUEE] 37 (5 I b, IR As, XA & 5 = 30 oF Sk t
KRBT FLE R

% 5.6 EST Bt R M H MR L&

BT HUA CPU #EH}/s GPU FERT /s I b
800 176.370 31.972 5.5
3200 2609.139 120.252 21.7
6400 8576.550 252.360 34.0
12000 18405.620 522.334 35.2

24000 40215.360 1095.996 36.7

5412 EMMERFEFE

ZEAGIR A BT VU % 5 o0t JEVR 28 () ZE T 56 6 AT O 05 3. 7 FUA AL o 14
5.12 Frizm o BROBFR F BT DY 7% 5 76 #E AT WS K1 43, (5] FF SR F 38 38 P 6 44 R AR 4
HILL48 Ji MR #E I, Ak E FE SN 0.8mm, B AR MR Z 808 : # IR & E=10.5%10° Mpa,
JHRAEL v=0.3, FEPERIE E,=0.22x10° Mpa, N 2.45x10° kg/mm’, Jii iRk /)
0,=24000 Mpa.

502 EEMRMTEHEE

BN TR RAT XL, B 5.13 B O Ja BORHE I S EEXT B, AR
LK 512 ) A SEI B AU, B 100 AN [RIES, B 5014 B o ARORE B3
REAT FOE AR Y A T s A i N il 2ot b o an B R R, AT £k B R AR AL 5E
e, FAN, WREAKsEmN B eR g, Kk, AT BLEYRAH GPU
Xt 3T BT WYIA 2 5 o0 (A Rk B AR R Bk 4T T 550 A 7T DLECISHAR 47 (0 7 5RG 12
THHARS CPU — B, i 2 S br TR X vF 50K B2 1) 25K
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50:5 X CPUTTE 25 R
0.4 o
mﬁo + GPUHE45 1
0.3
0.2
0.1
O T T 1
0 20 40 X 60 80 100
B

513 Bz EMAEE LA EESTEE

2000
1500 { | —*— CPU

g GPU v
1000 -

WA N
h
=
S

0.00 .02 .04 .06 .08 .10

B (8] /s
5014 R EET ST S A 15075500 R 2k XT L

HW, M EACE AT, CPU A GPU 5 K S A i & 5.15(a) T
A A GPU TFE R A 23 /> T CPU ByHE R A, v DA B4 mit EdE . AR
TFHEMBL T GPU tHE A M S mE b W& 5.150) o, tHE & e R A5 i
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