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摘要

本文主要研究了共形相控阵天线的波束赋形技术。采用两种新颖的智能算法，

编写程序对阵列的关键参数进行优化，得到了满意的赋形结果。

首先，研究了两种优化算法一粒子群优化算法(Particle Swarm or,timization,
PSO)和遗传算法(Genetic Algorithms，GAs)．计算了两种常见的天线阵列，通

过与文献中的结果进行比较，验证了算法的正确性。比较两种算法，发现PS0更适

合于该类问题的计算。

其次，应用PSO算法，对多种情况进行反复计算，确定了一个满足工程项目要

求的波束赋形方案。理论上实现了用较少的天线单元，且与小直径圆柱面共形的

阵列，激励产生副瓣电平较低、主瓣有一定的宽度且顶部较平坦的波束。

最后，设计了天线阵列的馈电网络，介绍了功分器的原理，分别完成了等功

分和功分比为2：1的一分二微带功分器的仿真。其中等功分的功分器已经加工、

调试完毕，得到的测量结果，满足输入阻抗频带宽、各端121驻波系数小、插入损

耗低、输出端口之间隔离度大的要求。

关键词：共形相控阵列波束赋形粒子群算法遗传算法功分器
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ABSTRACT

In this thesis，the research of beam form synthesis of conformal phased array is

described．Two novel optimizations are introduced，using MATLAB to program and

optimize some key parameters of eonformal phased array，and the beam form is

satislying．

First，the principle ofParticle Swarm Optimization fPSO)and Genetic Algorithms
(GAs)a1．e investigated．Two kinds of familiar arrays are calculated,the results勰as
good as reference literature,the arithmetic ale correct．Comparing with GA．PSO is

better．

Second，apply PSO to calculate many arrays and get the required scheme

according to a project．Theoretically，a column eonformal array with small size and few

elements tO generate a shaped beam winl low side lobe and main beam with fixed
width and flat top is carried out．

Finally,the theory of microstrip power divider is discussed．The equal and 2：1

unequal double-way power divider ale simulated and the equal one is produced．The
test date is good，wide bandwidth,small return loss，mmU ilLscrtion loss and excellent

isolation,a∞obtained。

Keywords：Conformal phased array Shaped beam Particle swam optimization

Genetic algorithms Power divider
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第一章绪论

§1．1研究背景

相控阵天线是从阵列天线发展起来的，早在20世纪30年代后期就已经出现。

其基本原理是基于阵列天线的分析，阵列由多个天线单元组成，每个天线单元具

有近似的无方向性辐射方向图，天线单元增益较低，在按一定的规则排列在一起，

形成阵列后，可获得较大的天线增益[11．相控阵天线技术主要包括有源相控阵天

线技术、数字波束形成技术、共形相控阵技术、宽带相控阵技术及低和超低副瓣

相控阵天线技术等。相控阵天线主要包括辐射单元、馈电网络、移相器等几个部

分。

一般的相控阵天线是直线阵或者平面阵，而共形相控阵天线是一种特殊形式

的相控阵天线，它是辐射单元排列在曲线上或曲面上的天线阵。通常的共形阵天

线有环形阵、圆环阵、圆锥阵、圆柱阵、半球面阵等。由于共形相控阵天线的结

构特点，共形相控阵天线除了具有一般相控阵天线的优点以外，还能实现一般相

控阵天线不能实现的功能：可以克服线阵和平面阵扫描角度小的缺点，易于扩展

天线波束的扫描范围；在天线扫描过程中能维持或基本维持天线波束的形状和天

线增益，可大体上保持相同的互耦；能以一部天线实现全空域电扫等。

随着通信系统在容量和质量上的不断升级，人们对通讯天线提出了越来越高

的性能指标要求。天线工作在复杂的传播环境下，信道通常受到地形、温度、湿

度等环境因素的影响，电波在空中传播时将受到多方面的衰落，这些都会对通信

质量产生不利的影响。因此必须采取必要的技术手段和方法来改善通信质量。充

分挖掘天线硬件的全部潜力，形成满足系统要求的天线系统。这就对天线阵的设

计提出了更高的要求。对于不同的通讯需求，需要不同形状的波束进行覆盖，因

此共形相控阵天线波束赋形技术将日益凸显它的魅力。

§1．2研究的历史和现状

根据系统所要求的天线指标和波束形状求解阵列天线单元的激励幅值、相位、

单元间距的过程称为阵列综合。阵列天线综合在天线领域一直都是一个比较重要

的课题，早期提出的天线阵列方向图综合方法都是针对某一个特定问题而提出的，

如实现切比雪夫方向图的方法，泰勒综合方法，伍德福德方法，贝利斯方法等。
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随着对任意阵列方向图综合问题的深入，产生了如利用加权最小二乘算法进行阵

列天线综合，基于自适应理论的阵列天线综合等。近几年，人们开始利用多种智

能随机算法进行阵列天线综合设计，如：遗传算法(Genetic Algorithms。GA)是在

上世纪70年代被提出的，它将生物进化原理应用于优化、搜索技术的过程中，是

一种模拟生物进化过程和基于统计随机理论的组合算法。遗传算法只需利用目标

的取值而无需梯度等高价值信息，程序通用、稳健性强、适于并行处理，尤其适用于

处理传统搜索方法难于解决的复杂和非线性问题”1。遗传算法已经被许多学者成功

的运用到了天线领域，用它解决了许多阵列天线综合的问题，如：用于简单的直

线阵。1，唯幅度控制等间距线阵的零点生成“1，良导体圆柱轴向线阵的波束赋形61

等。粒子群优化算法旧(Particle Swarm Optimization,PSO)是在上世纪末开发出来

的另一种随机智能搜索算法，其思想来源于对一个简化社会模型的模拟。具有既适

合科学研究，又特别适合工程应用的特点。因此，引起了演化计算等领域的学者

们的广泛关注，并在短短的几年时间里出现大量的研究成果，形成了一个研究热

点”““1。在阵列天线领域也有了许多成功的应用，如：多波束形成嗍，基站天线阵

列波束赋形nm，旁瓣零陷的生成⋯，．

§1．3论文的主要工作和内容安排

本文研究了遗传算法和粒子群优化算法及其在共形相控阵天线波束赋形问题

中的应用。下面就本文各章的内容作一个简要介绍：

第一章，概述了论文的选题背景及意义，叙述了阵列天线综合技术的发展过

程，以及共形相控阵列天线综合的研究意义。

第二章，简要介绍了相控阵天线的特点及工作原理，并简单介绍了共形阵天

线方向图的分析方法。

第三章，介绍了遗传算法(GA)，讨论了算法的原理，给出了参数的具体设

置，通过对文献中实例的计算，验证了该算法的有效性。

第四章，介绍了粒子群优化算法(PS0)，详细讨论了算法的原理和参数的设

置对优化效率的影响，通过对上一章中两个实例的计算，相互对比、互相验证，

更好的掌握了这两种算法的应用，同时也发现PSO更适合于在阵列综合问题中应

用。根据项目的要求：设计一个使用较少天线单元、具有较小尺寸且与圆柱面共

形的阵列，产生较低副瓣、主波束有一定的宽度和顶部平坦的波束．应用粒子群

算法经过对多种方案的多次优化，确定了一种可实现的方案．

第五章，设计了阵列的馈电网络．介绍功分器的原理，完成了等功分一分二

微带功分器的设计、加工、调试．得到的测量结果，满足输入阻抗频带宽、各端



第一章绪论 3

口驻波系数小、插入损耗低、输出端口间隔离度大的指标．设计了功分比为2：1

的一分二功分器，给出了满足需要的仿真结果。

在结束语中，回顾了本文的工作，并就后续的研究工作以及预期目标谈了一

些看法。
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第二章 共形相控阵天线

§2．1 相控阵天线原理及其特点

为了加强天线的方向性，由若干个辐射单元按某种方式排列而成的天线系统，

称为阵列天线。按天线单元的排列方式，阵列天线可分为直线阵，平面阵和立体

阵。

阵列天线的方向性理论包括两方面内容：一是己知天线单元的排列方式、天

线单元的个数、间距和各天线单元的电流(幅度和相位)分布规律，分析天线阵

的方向性，称为阵列天线方向性分析；二是根据预定的天线方向图，寻求能形成

该方向图的天线阵的参数；天线单元个数、间距和各天线元电流分布规律等，称

为阵列天线方向性综合。

相控阵的样式很多，为了减小线性尺寸，实现圆对称波束，提高增益，常使

用平面阵；为了减小副瓣电平，实现波扫描时的恒定，常常使用加权相控阵等【121。

由于存在单元互耦，天线单元在阵列中的辐射特性与其本身单独工作时的辐射特

性不尽相同。这里，讨论忽略单元间互耦影响情况下的天线阵辐射特性。下面先

简单介绍均匀线阵的基本原理再对面阵进行简要说明。

均匀线阵方向图函数为：

sin三(^dsiIl口一驴)
彳(力=—{-_————一(2--1)

s证妄(女矗sill护一彩
Z

式中，_j}=2石／旯，d表示单元问距。

最大值出现在kdsin以一妒=0，即：

sinO．=笔 (2—2)

由式(2～2)可知：

(1)对于固定频率(Z不变)，若移相器的移相量≯发生变化，

就会发生变化，这就是所谓的波束扫描。

(2)若想避免栅瓣的出现，必须满足：

，

d≤——三一
l+lsinO．I

阵的最大值

(2—3)

式中，0：为相控阵天线最大扫描角度。

相控阵天线与其它天线相比有以下优点：

(I)天线波束扫描不需要笨重的机械转动装置和旋转空间，改善了波束的
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稳定性，天线系统体积小、重量轻。

(2)天线扫描无惯性，波束控制灵活，波束能在很短时间(几u s内)指

向预定空间。从而大大节约了扫描时间。

(3)波束控制灵活，能用同一天线形成多个波束搜索跟踪和干扰多个目标

以适应密集信号环境．

(4)多个天线单元，使天线波束能量集中，易于实现高增益。

(5)故障弱化。由于相控阵是由很多阵元形成的综合效果，即使个别阵元

出现故障，也不会影响它的正常工作。

典型的平面阵【玎l是由打=栉。×／'lv个相同天线单元组成的矩形平面阵，沿x轴和

Y轴排列的天线单元的间距分别为文和dv，如图2．1所示。

·／—々芗_一。
图2．1矩形栅格平面阵

由方向图乘积定理可得平面阵列的方向函数

IZ(护，妒)HA(o，力I×I丘(p，≯)IxI丘(口，咖l(2--4)

式中，IA(o，们l表示天线单元方向函数，即单元因子。

I丘(矽，扔l——嚷示x阵的阵因子；
I厶(目，咖l——表示Y阵的阵因子。

等幅平面阵的x阵和Y阵方向函数为

厶(口，力|- P鹰I： (2-s)

(2-6)
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式中

妒|=l【dlsinOcos妒+芦l

y≯=l【dysinOsin妒+母P

六=(nx—1)虬／2

与ffi(ny—1)％／2

理想点源等幅平面阵的归一化方向函数为

瓦(只力卢

(2-7)

(2—8)

(2—9)

(2一Io)

(2一11)

§2．2 共形阵列天线方向图

在图2．2中，N个阵列天线单元安装在某一曲面上，每一天线单元的坐标位

置可用其位置矢量i来表示。每一天线单元的电场强度辐射方向图分别为

，(目，妒)。即使每一天线单元的场强方向图都相同，但由于它们分布在曲面上，同

样(扫，≯)方向上的，(口，≯)也是不相同的“”。

设第f个天线单元的幅度与相位加权系数分别为q和△九，即第i个天线单元

的复加权系数形为

形=qP’’“’(2--12)

另外，假定相位参考点选择坐标原点，则阵列中所有天线单元在F方向上辐

圈2．2共形阵列天线单元位置矢量



第二章共形相控阵天线 7

射的合成场强或天线的场强方向图，可以表示为

腼Ⅲ(只们：争触撕懒。!竺‘ (2-13)
E(尹)=层(只们=∑J=1Z(以力qP叫6“×三i_

(2一13)
‘k

对于远区的目标，由于阵列相位参考点到目标距离胄远大于相位参考点到各

天线单元的距离(‘，‘，⋯，_)，即R玲‘，故式(2--13)分母中的足可用R代替-
各天线单元到目标的距离足可表示为

置=足一她(2--14)

去除公共相位因子，不考虑幄度的常数项，则式(2—13)可以改写成

E(O，≯)：兰，妒，≯)qP，‘警蚺一M。’ (2—15)

A冠是第i-t"天线单元到目标的距离与参考点(坐标原点)到目标距离之差值，

取决于

她=亏·≯(2-16)
≈

即越是i个天线单元的位置矢量亏与参考点到目标点单位矢量，的点积。2
可以用其方向余弦来表示

F=fcosa,"1"iCOSa'y+．iccos呸(2--17)

由不同坐标系之间的变换关系，不难得到

Jcosa，=cosocos妒

{c,OSay=cosOsin妒
【cosa,=sinO

第f个天线单元在阵面上的位置，如果以它在(x，

表示，即

亏=玛+廖+碗

(2—18)

y，z)坐标系中的投影来

(2—19)

则根据式(2一16)，AR可表示为

ag,=xfcosa,+ytcosa。+z。cosa,(2--20)

△冠对应的相位，即第f个单元相对于参考点(坐标原点)的信号相位为

△谚=罢!A墨=-孕-(x,cosq+咒∞s口，+z,cosq)(2--21)
^ ^

为了使天线波束的最大值在(岛，唬)方向上，由式(2一15)和式(2--21)可

得每一个天线单元的移相器所提供的相移△如必须为

△如。等(XfCOstl：q,+y#cosa％+ZlOOSazo)(2--22)
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式中

显然，按式(2—22)改变每一天线单元的相移，即改变每一天线单元复加权

系数中的相位项，就能使天线波束实现扫描。

这里需要指出以下两点：

(I)由式(2—22)可见，每一天线单元移相器提供的移相值，除了与波束

最大值指向位置(岛，唬)或波束指向的方向余弦(9．,05气，COS口％，c08％)有关外，

还与每一天线单元的位置(薯，辨，毛)有关。由于在共形阵上，各单元位置之间没

有像前面叙述的线阵或平面阵那样简单的线性关系，故对每一天线单元，其移相

器的控制信号需要单独运算，即共形阵中移相器控制信号的产生比线阵或平面阵

情况要复杂一些，运算量也要大一点。

(2) 由于天线单元安装在某一个曲面上，其单元方向图最大值指向不同方

向，因此，各天线单元的方向图．，：(口，≯)在某一方向上的增益是不同的。这使得共

形阵天线方向图计算公式(即式(2—15))中的单元方向图因子．f(良矿)不能作为

公因子从求和符号∑里提取出来。为了满足一定的天线波束副瓣要求，在式(2

—15)中，．f(日，妒)q应满足一定的天线口径电流分布要求。对所有的天线单元来

说，由于，(口，妒)是不相等的，故各天线单元的幅度加权系数at应随(p，力的变化

而变化，这样才能获得必需的单元方向图与幅度加权系数的乘积．，=(幺妒)q．

筋一Q纯九|宝．暑

嗍嘲毗

=

=

=
靠咖‰

∞

∞

∞
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第三章遗传算法

§3．1引言

遗传算法“”(Genetic Algorithms，简称GA)是一种基于生物自然选择和基因

遗传学原理的优化搜索方法。在遗传算法的创立过程中有两个研究目的：一是抽

象和严谨地解释自然界的适应过程；二是为了将自然生物系统的重要机理运用到

工程系统，计算机系统或商业系统等人工系统的设计中．遗传算法在计算机上模

拟生物的进化过程和基因的操作，并不需要对象的特定知识，也不需要对象的搜

索空间是连续可微的，它具有全局寻优的能力．遗传算法常用于许多领域的实际

问题，如函数优化、自动控制、图像识别、机器学习等。同传统优化算法相比，

遗传算法有以下特点：

(1)遗传算法是对参数的编码进行操作，丽非对参数本身；

(2)遗传算法是从许多点开始并行操作，而非局限于一点，因而可以有效

地防止搜索过程收敛于局部最优；

(3)遗传算法通过目标函数来计算适值，而不需要其它推导和附加信息，

从而对问题的依赖性小；

(4)遗传算法的寻优规则是由概率决定的，而非确定性{

(5)遗传算法在解空间进行高效启发式搜索，而非盲目地穷举或完全随机

搜索；

(6)遗传算法对需要优化的函数基本上无限制，因而应用范露较广；

(7)遗传算法更适合大规模复杂问题的优化求解；

(8)遗传算法具有并行计算的特点，因而可以通过大规模并行计算来提高

计算速度：

§3．2遗传算法

与传统的搜索法不同，遗传算法是从一组随机产生的初始解(称为。种群

／population")开始搜索。种群中的每个个体是问题的一个解的编译串(称为“个

体位S／individual s劬醇’或”染色体／chromosome”)，染色体是一串符号。这些染

色体在后续迭代中不断进化，称为遗传。在每一代中用“适值(fitness)”来测量
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染色体的好坏。生成的下一代染色体，称为后代(offspring)。后代是由前一代染

色体通过遗传算法(即交叉(crossover)和变异(mutation)运算)形成的。经过

若干代之后，算法收敛于最好的染色体，它很可能就是问题的最优解或次优解。

它的工作流程如图3．1所示：

图3．1遗传算法工作流程示意图

复制(又称繁殖)是一个从旧种群(old population)中选择生命力强的个

体位串产生新种群的过程。或者说，复制是个体位串根据其适值函数拷贝自

己的过程。直观的讲，可以把适值(或目标)函数看作是我们期望的最大效

益或好处的某种度量。根据位串的适值拷贝位串意味着。具有较高适值的位

串更有可能在下一代中产生一个或多个子孙。在我们的复制操作过程中，适

值函数是该位串被复制或被淘汰的决定因素。

复制操作的初始种群(旧种群)的生成往往是随机产生的。例如我们可以

通过掷硬币20次，可以产生维数n=4的初始种群如下(正面=“10背面=

“0”)：

0l l 01，l l 0 0 0，0l 000，l 00l l

将其编号为四个位串：

位串1：0 ll 0 l

位串2：1 1 000

位串3：0l 0 00

位串4：l 00 1 l

位串l~4可分别解码为如下十进制的数：

位串l=13，位串2=24，位串3=8，位串4=19
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通过一个五位无符号二迸制数，我们可以得到一个从零到3l的数值)【’它

可以是系统的某个参数。取目标函数或适值厂(功=x2，可得计算结果如表3．1

表3．1种群的初始位串及对应的适配值

编号 位串(x) 适配值 占总数的百分比

(％)

l 01101 169 14．4

2 11000 576 49．2

3 01000 64 5．5

4 10011 361 30．9

总和(初始种群整体) 1170 100．O

表3．2复制操作之后的各项数据

位串号 随机生成的 j值
f(X)ffiX2

选择复制 期望的复 实际得到

初始群种 (无符号 的概率 制数 的复制数

数1
Z，∑z El￡

l 01101 13 169 O．14 0．58 1

2 11000 24 576 0．49 1．97 2

3 01000 8 64 0．06 O．22 O

4 1001l 19 361 O．3l 1．23 l

总计 1170 1．OO 4．00 4

平均值 293 O．25 1．oo l

最大值 576 O．49 1．97 2

简单的交叉操作分两步实现。在由等待配对的位串构成的匹配池中，第

一步是将新复制产生的位串个体随机两两配对，第二步是随机地选择交叉点，

对匹配的位串进行交叉繁殖，产生一个新的位串。具体过程如下：

设位串的字符长度为己在【l，1-1]的范围内，随机的选取一个整数值七

作为交叉点。将两个配对位串从位置k后的所有字符进行交换，从而生成两

个新的位串．列在表3．3中。

表3．3交叉操作之后的各项数据

新串号 复制后的匹 配对对象 交叉点 新群体 x值

配池(。；” (随机选 (随机
f(x1=，

为交叉点) 择) 选择)

l OllO；1 2 4 01100 12 144

2 lloo i O l 4 1100l 25 625

3 ll；000 4 2 1101l 27 729

4 lO j 011 3 2 l000Io 16 256

总计 1754

平均值 439

最大值 729
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表3．3中，位串l和位串2配对，位串3和位串4配对，然后随机选取交叉

点，位串l和位串2交叉点为k=4，二者只交换最后一位，从而生成两个新位串，

位串3和位串4交叉点为k=2，二者交换后三位，结果生成两个新位串。

尽管复制和交叉操作很重要，在遗传算法中是第一位，但不能保证不会遗漏一

些重要的信息。在人工遗传系统中，变异用来防止这种不可弥补的遗漏。在简单

遗传算法中，变异就是某个字符串某一位的值偶然的(概率很小)随机的改变，

即在某些特定的位置上简单地把l变成0，或反之。变异是沿着位串字符空间的

随机移动。当它有节制地和交叉一起使用时，它就是一种防止过度成熟而丢失重

要概念的保险策略。例表3．4所示群种中，无论怎样交叉，在位置4上不可能得

到有l的位串。

表3．4随机群种

编号 位串 适配值

l 01101 169

2 1100l 625

3 00101 25

4 11lOO 784

变异在遗传算法中的作用是第二位的，但却是必不可少的。变异操作可以起

到恢复位串字符多样性的作用，并能适当地提高遗传算法的搜索效率．通常情况

下，变异的概率为每一个千位的传送中，只变异一位，即变异的概率为0．001。在

上面介绍的种群中，共有20个串位符号，期望的变异串位数为20*0．001=0．02(位)。

例：求使函数f(x)=善2在[0，31]上取得最大值的点。

求解的步骤为：

(1)在区间【0，31 l上的整参数x可用一个五位的二进制位串进行编码；

(2)按抛硬币的方法随机产生一个右4个位串组成的初始群种(参见表

3．1)：

(3)计算适值和选择率，计算结果见表3．1；

(4)复制。操作结果见表3．2；

(5)交叉。计算结果见表3．3；

(6)变异。位串变化为20*0．001=0．2(位)，因此未有变异发生；

(7)对比．平均值：293—舛37：最大值： 576—729

基本遗传算法使用固定长度的二进制符号串来表示群体中的个体，其等位基
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因是由二值符号集{O，l}所组成的。初始群体中各个个体的基因值可用均匀分布的

随机数来生成。如：X=100111001000101101就可表示一个个体，该个体的染色体

长度是n=18。按与个体适应度成正比的概率来决定当前群体中每个个体遗传到下

一代群体中的机会多少。为正确计算这个概率，这里要求所有个体的适应度必须

为正数或零。这样，根据不同种类的问题，必须预先确定好由目标函数值到个体

适应度之间的转换规则，特别是要预先确定好当目标函数值为负数时的处理方法。

复制运算使用比例复制算子、交叉运算使用单点交叉算子、变异运算使用基本位

变异算子或均匀变异算子。群体大小，即群体中所含个体的数量，一般取为20-100。

遗传运算的终止进化代数，一般取为100～1000。交叉概率，一般取为0．40～0．99。

变异概率，一般取为0．001～0．100。 ．

§3．3改进的遗传算法

一，交叉运算，它同时对两个染色体操作，组合二者的特性产生新的后代。交

叉的最简单方法是在双亲的染色体上随机地选一个断点，将断点的右端互相交换，

从而形成两个新的后代。遗传算法的性能在很大程度上取决于采用的交叉运算的

性能。

交叉率：定义为各代中交叉产生后代数与种群中的个体数之比。较高的交叉率

可达到更大的解空间，从而降低停在非最优解的机会；通过交叉，能够产生遗传

后代，同时也会产生非法染色体。以下介绍部分交叉算子：

(1)部分映射交叉(PMX／partially matched crossovcToperator)

PMX可看作二进制串的两点交叉在换位表达中的扩展，它用特别的修复程序

来解决简单两点交叉引起的非法性，它的运算步骤如下：

(a)在双亲字串上随机地选择两点，由这两点定义的子串称为映射段；

(b)交换双亲的映射段，产生原始后代；

(c)确定两映射段之间的映射关系；

(d)根据映射关系将后代合法化。

(2)顺序交叉(OX／order crossover operator)

OX可将其看作是一种带有不同修复程序的PMX的变型．步骤如下；

(a)从第一双亲中随机选一个子串；

(b)将子串复制到一个空字符串的相应位置，产生一个原始后代；
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(c)删去第二代双亲中子串已有的基因，得到原始后代需要的其它基因

的顺序：

(d)按照这个基因顺序，从左到右将这些基因定位到后代的空间位置

上。

(3)循环交叉(CX／cycle crossover)

该方法从一个双亲中取一些基因，而其它基因则取自另一个双亲。不同的是

来自第一个双亲的基因不是随机产生的，面是根据两个双亲相应位置基因构成的

环确定的。步骤如下；

Ca)根据双亲相应的基因位置找出一个循环；

(b)把一个双亲的循环上的基因复制到一个后代上；

(c)删去另一个双亲的已在循环上的基因。剩下的基因既可用来确定剩

余基因的位置。

二，变异是一种基本运算，它在染色体上自发地产生随机的变化。一种简单

的变异方法是替换一个或多个基因。在遗传算法中，变异可以提供初试群种中不

含有的基因或选择过程中丢失的基因，为群种提供新的内容。

变异率定义为群种中变异基因数在总基因数中的百分比。对于换位表达的变

异运算相对比较容易。过去十多年来，曾提出集中用于换位表达的变异运算。如

下所述；

(1)反转变异：在染色体上随机地选择两点，将两点间的子串反转：

(2)插入变异：随机地选择一个基因，并将它插入到一个随机的位置中；

(3)移位变异：随机地选择一个子巡回，并将它插入到一个随机的位置中：

(4)互换变异：随机的选择两个位置，并将这两个位置上的基因相互交换。

三，遗传算法的基本原理就是达尔文的自然选择原理，选择是遗传算法的推

动力。选择压力是一个内含的准则，压力过大搜索会过早终止，压力过小搜索又

会不必要的缓慢。选择包括三个基本方面：

(1)采样空闻

采样空间由大小和成分(双亲或后代)两个因素来确定。规则的采样空间的大

小等于群种规模，含有所有后代和部分双亲。规则的采样空间原则是，新的种群

是由孩子替代掉双亲形成的。而扩大的采样空间的大小等于种群规模与每代产生
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的后代数，包括所有后代和双亲。这种扩大的采样空间显著优点是可以增加交叉

率和变异率来改进遗传算法的性能。

(2)采样机理

采样机理是关于如何从采样空间中选择染色体的理论，选择染色体的方法有

随机采样、确定采样和混合采样。

随机采样的特点是在选择阶段根据生存率来确定每个染色体的实际繁殖数。

面选择阶段由确定染色体和期望值转换为后代两部分构成。染色体的期望值是表

明该染色体应产生的后代的平均数的实数，采样过程则将这实数转换为后代数。

随机采样方法的基本思想是保持每个染色体下。代的期望繁殖数。

确定采样是从采样空间中选择pop--size(群种规模)个体最好的染色体。

混合采样同时具有随机采样和确定采样的特征，典型的例子是竞赛选择。该

方法是随机地选出一组染色体，从中选出最好的一个进行繁殖，每组的染色体个

数称为竞赛人数，通常竞赛人数为2。

(3)选择概率

选择概率的方法有三种，即正比选择法、标定法和排序法．

正比选择法是选择概率正比于染色体的适值；

标定法是将原目标函数映射为某个实数值，然后用这些实数值来确定每个染

色体的生存概率；

捧序法则忽略实际目标函数值，而用染色体的顺序来替代生存概率。

适值的标定具有的作用是：使染色体之间的适值比保持合理的差距，阻止某

些超级染色体太快的把持遗传过程，以满足早期限制竞争、晚期鼓励竞争的需要。
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§3．4应用遗传算法的波束赋形实例

为了验证遗传算法在阵列天线波束赋形问题中的有效性，下面分别对两种比

较常见的阵列的波束进行赋形计算。

例一综合直线阵扇形波束方向图

用十个各向同性的天线单元组成直线阵，单元间距d均为半个波长，不计单元

间的互祸。要综合出的扇形波束为：。乙删(回21¨'其余值 ·对于这种阵列
11．一万，4<口<一万／4

形式，当激励幅度为I。，激励相位为尼时，其辐射方向图为F(印；∑厶∥删州即肋，

(在本例中鼠=O或石，n=l～10)．

考虑到阵列的对称性，只优化l到5号天线单元的激励幅度和相位。种群个数

设为100，采用二进制编码，基因设定为45位的二进制数，进化200代。

图3．2阵列示意图 图3．3扇形方向图

表3．5 GA综合扇形方向图的天线单元幅度和相位

。阵元 l 2 3 4 5 6 7 8 9 10

序数

激励 0．0784 0．0784 0．1216 O．07科 0．9176 0．9176 O．0784 0．1216 0．0784 0．0784

幅度

激励 石 O 石 Jr O O 石 石 O 厅

相位

由图3．3可以看出，优化得到了符合要求的扇行方向图。表3．5给出了相应

的激励幅度和相位的优化结果。
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例二综合一个圆环阵

阵列由31个各向同性的单元组成，单元

分布在半径为6个波长的一段圆环上，间距为

半个波长。要求：主瓣波束宽度为300，副瓣

电平小于一35dB。

由于阵列较大，需优化的变量较多，为了

减少优化变量的个数，引入了修正的伯恩斯坦

多项式“”，如式(3—1)

髟 、 。

∑√。；
图3．4 31元阵列示意图

r m硒务嘴1一垆㈣胚us4+
F(u声 1 (3一1)L舵+替嘴1-垆叫郇㈦
其中，Bl，B2，M，A是多项式中的四个参数。多项式的单峰值出现在u=A处，

B1，B2分别确定多项式两个端点的值F(O)、F(1)。增大M的值可以使多项式的形

状变得陡峭，减小M的值多项式的形状变平坦。

图3．5为B1=O．1，B2=O．2，N分别取5和20时修正波恩斯坦多项式的形

状

'O

O e

—O．e
己
‘L

04

02

o=900时的方向图函数为：

U

图3．5波恩斯坦多项式形状
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￡(臼，矽)=∑F(u)。+expU+七’，+(cos(妒一晟)一eos(p．))) (3—2)

n-I

其中，F(U)。是第n个单元的激励幅度，是F(u)的第n个等分采样点的值，晟

是第n个单元的相位补偿(以阵列中心为相位参考点)，r是阵列的半径，k是波

数。

通过对M，A，BI，B2四个参数的适当选择，可以得到合适的F(U)并在其上采样

31个点，采样点的值作为对应天线单元的激励幅度值，进而得到阵列的低副瓣、

窄波束的方向图。选取适当的适应度函数，运用GA算法只需对M，A’BI，B2四个

变量进行优化(A，B1，B2变化范围是O～1，M的变化范围是1～20)。使主瓣波束

宽度小于30度，副瓣电平低于一35dB。对于GA，种群个数设为100。基因设为40

位的二进制数(A，B1，B2，M分别用八位二进制数表示)，进化代数设定为100代。

图3．6给出了运算结果，方向图达到了优化要求。与参考文献中的类似阵列的优

化结果相比较，可以证明计算结果的正确性。

·100-80 -60 -40 ·20 O ∞ 柏 ∞ ∞ 1∞

Phi(dogteos)

图3．6方向图优化结果

。

邶

∞

m

m

啪

opI毫c曰E里罢L四



第三章遗传算法 19

^t O 4 8 9 7 4

N t 1 8 5 7 3．

U

图3．7单元激励幅度分布

由于采用了波恩斯坦多项式，大大减少了优化参数(只有4个)，提高了优化

速度，但是由于它是单峰值函数，在优化中只得到了锐波束方向图。
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第四章粒子群优化算法

§4．1引言

当前，通过模拟生物群体的行为来解决计算问题已经成为新的研究热点，形成

了以群体智能(Swarm Intelligence)为核心的理论体系，并已在一些实际应用领域取

得突破性进展。通过对生物群体的观察和研究发现，生物群体内个体间的合作与竞

争等复杂行为产生的群体智能往往能对某些特定的问题提供高效的解决方法。粒

子群优化算法“”(PSO，Particle Swarm Optimization)作为一种新的随机智能搜索

算法，其思想来源于对一个简化社会模型的模拟。其中“群(swarm)”来源于微粒

群符合Millonas在开发应用于人工生命(artificial life)的模型时所提出的群体智能

的5个基本原则。而“微粒(particle)”则是一个折衷的选择，因为既需要将群体中

的成员描述为没有质量、没有体积的，同时也需要描述它的速度和加速状态。由

于PSO算法概念简单，实现容易，短短几年时间，PSO算法便获得了很大的发展。

并在一些领域得到应用“卅嘲。目前已被“国际演化计算会议”(CEC)列为讨论专

题之一，许多学者仍在对粒子群算法做着种种改进，使它的理论更完善，功能更

强大。

本章首先介绍了基本的PSO算法，并应用该算法优化上一章中的两个阵列实

例，得到了正确的结果。通过比较发现PSO比GA的优化结果更好且程序移植性好、

寻优速度更快，更适合于在阵列综合问题中的应用。在本章的后半部分，选择用

PSO算法解决一个项目中的共形相控阵天线的波束赋形问题，编写程序反复计算

多种阵列形式，最终得到了满意的结果，确定了解决方案。

§4．2基本粒子群优化算法

PSO算法与其它演化算法相似。也是一种基于群体的优化算法。设想这样一

个场景：有～群蜜蜂，它们的任务是在一个区域里寻找花蜜最多的花丛，所有的

蜜蜂都不知花丛的具体位置。每只蜜蜂都只是从一个随机的位置，以一个随机的

速度开始寻找花丛，而且每一只蜜蜂都有记忆它自己和整个蜂群所经历最好花群

地点的能力。那么，找到花丛的最优策略就是每只蜜蜂都根据某种原则不断的改

变飞行方向，直到找到花蜜最多的花丛。PSO算法从这种模型中得到启示并用于

解决优化问题。PSO算法中，每个优化问题的潜在解都是搜索空间中的一只蜜蜂，

称之为“粒子”。所有的粒子都有一个由被优化的函数决定的适应度值，并且每
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个粒子还有一个速度决定它们飞翔的方向和距离。PSO算法首先初始化一群随机

粒子(随机解)，在搜索空间中以一定的速度飞行，然后通过迭代找到最优解。

在每一次迭代中。粒子通过跟踪两个极值来更新自己，第一个就是粒子本身所找

到的最优解，另一个极值是整个种群目前找到的最优解。

设第f个粒子用Xdxil，)【i2，．．x_)来表示，它经历过的最好位置用n。，文pil,pi2，．．p旬

表示。而群体所有粒子经历过的最好位置用g嘲=(gl⋯92．．ge)表示。粒子f的速
度用Vif(vil，也，．．％)表示。对每一代个体，其第d维(1 S d!D)的速度和位置根据如

下方程变化；

Vid'气．0+Vi水l+rand0。(Pid-Xid)+C2’rand0+(gd嚷曲(4—1)
Xit---Xid+vid (4—-2)

其中：∞为惯性权重(i】aertiaweight)，el和c2为加速常数(acceleration constants),rand0

和rand0为两个在[0，1]范围内变化的随机函数。此外，粒子的速度vi被一个最大

速度Vmax所限制。如果当前对粒子的加速导致它在某维的速度vid超过该维的最大速

度vm。则该维的速度被限制为该最大速度v。。

式(4．1)的第1部分为微粒先前的速度：第2部分为“认知(cognition)”部分，表

示微粒本身的思考；第3部分为“社会(social)“部分，表示微粒问的信息共享与相

互合作，“认知”部分可由Thorndike的“影响法N(1awofeffect)”解释，即一个得

到加强的随机行为在将来更有可能出现。这里的行为即。认知”，并假设获得正确

的知识是得到加强的，这样一个模型假定微粒被激励着去减小误差。“社会”部分

可fljBandura的代理(vicarious)加强概念的解释。根据该理论的预期，当观察者观察

到一个模型在加强某一行为时，将增加它实行该行为的几率。即微粒本身的认知将

被其它微粒所模仿。PSO算法的这些心理学假设是无争议的。在寻求一致的认知过

程中。个体往往记住它们的信念，同时考虑伙伴的信念．当个体察觉伙伴的信念较

好时，它将进行适应性地调整。标准PSO算法流程如图4．1

图4．1 PSO算法框图
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标准PSO算法的工作流程如下：

第一步：初始化一群粒子(群体规模为swarnA size)包括起始位置和速度：

第二步：计算每个粒子的适应度值：

第三步：对每个粒子，将其适应度值与其经历过的最好位置pbcsI作比较，如

果好于后者，则将此时的适应度值作为当前的最好位置p嘲；

第四步：对每个粒子，将其适应度值与全局所经历的最好位置g嘲作比较，

如果好于后者，则重新记录铷m的大／ix；

第五步：先根据方程(4．1)重新计算粒子的速度，然后根据方程(4．2)重新计算

粒子位置：

第六步：如果满足结束条件(通常为产生足够好的适应度值或达到一个预设最

大代数max G)，程序终止，否则跳转到第二步。

以上部分就是标准PSO算法的流程，随着人们对算法的不断完善，在基于标准

的PSO算法模型的基础上又提出了几种改进的模型嘲’㈨“踟，例如：混合PSOCrIPSo)

模型，带有邻域操作的PSO模型，采用拉伸(Stretching technique)的PSO模型，并

且分别在一些特殊的优化问题中得到了成功的运用，但在天线阵综合的运用中我

们选择了标准的PSO模型，对其它模型有兴趣的读者可以参考相关文献。

算法中参数的设置对优化效果起到至关重要的作用，PSO参数包括：群体规模

in。惯性权重w，加速常数cl和c2，最大速度Vmax，最大代数次数Gmax。Vmax

决定当前位置与最好位置之问的区域的分辨率(或精度)。如果Vmax太高，微粒

可能会飞过好解：如果Vmax太小，微粒不能在局部好区间之外进行足够的探索

导致陷入局部优值。该限制有3个目的：

(1)计算溢出：它将保持静止；

(2)实现人工学习和态度转变；

(3)决定问题空间搜索的粒度。

惯性权重W使微粒保持运动惯性，使其有扩展搜索空间的趋势，有能力探索新

的区域。加速常数cl和c2代表将每个微粒推向p嘲和gb．艟置的统计加速项的权重。
低的值允许微粒在被拉回之前可以在目标区域外徘徊，而高的值则导致微粒突然

的冲向或越过目标区域。如果没有后两部分，即CI=C2=0，微粒将一直以当前的速

度飞行，直到到达边界。由于它只能搜索有限的区域，所以很难找到好解。如果没

有第l部分，即∞=O，则速度只取决于微粒当前位置和其历史最好位置pbcsl和gt。t,速

度本身没有记忆性．假设一个微粒位于全局最好位置，它将保持静止．而其它微粒

则飞向它本身最好位置№和全局最好位置g嘲的加权中心。在这种条件下，微粒群
将收缩到当前的全局最好位置，更像一个局部算法。在加上第1部分后，微粒有扩展

搜索空间的趋势，即第l部分有全局搜索能力．这也使得W的作用为针对不同的搜索

问题，调整算法全局和局部搜索能力的平衡。如果没有第2部分，即CI=0，则微粒没
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有认知能力，也就是“只有社会(social only)”的模型。在微粒的相互作用下，有能力

到达新的搜索空间。它的收敛速度比标准版本更快，但对复杂问题，则比标准版本

更容易陷入局部最优值点。如果没有第3部分，l／PC2=o。则微粒之间没有社会信息

共享，也就是“只有认知(cognitiononly)”的模型．因为个体间没有交互，一个规模

为m的群体等价于运行了m个单个微粒的运行，因而得到解的几率非常小．对全局

援索，通常的好方法是在前期有较高的探索能力以得到合适的种子，而在后期有较

高的开发能力以加快收敛速度。

§4．3粒子群算法优化实例

用PSO算法综合方向图的目的就是根据对波束形状的要求来求解天线阵列每

个单元的激励幅值、相位和间距。以下我们来讨论PsO算法的各个参数在天线阵列

综合问题中的具体设置，以及其适应度函数的具体设计：

一，种群的规模一般是由待优化的参数的个数来决定的，一般原则是种群个

数远多于优化参数的个数；惯性权重∞可以是定值，也可是随叠代的次数里线性变

化，本文使用的是前者；加速常数c1和c2通常均等于2．0；最大速度v max为步长的

十分之一左右：这些参数的设置都是根据大量的数值实验德出的，而程序的终止

条件是程序运行达到了设置的最大叠代次数。种群中个体的维数就是所要优化的

参数的个数，它由所要解决的实际问题来决定，在天线阵综合中，它通常可以由

天线阵列单元间距，单元的激励幅度和相位这些参数构成。

二，适应度函数的设计是算法的关键，它的好坏直接决定了优化效果。它必

须根据所要优化的问题具体设计。在天线阵列综合中，适应度函数一般表示为天

线实际所产生的方向图与目标方向图的差异大小。首先计算出每个粒子的方向图

与规定的理想方向图的误差，再对这个误差作变换得到适应度。误差越大，适应度

越低；误差越小，适应度越高。在计算误差时，采用了最大误差的形式，即计算实际天

线阵方向图与规定方向图在各个取样点(一般为副瓣位置和零深的位置)的误差之

和，优化的目的就是使最大误差减小到最小，这样实际的方向图就最接近规定方

向图。比较常用的适应度函数是：

∥tnessCx)=min(I兀(工，口。)一厶(口，)12) (4—3)

其中x=(码，．．mrl，届，．属，码，．砘)7即由激励幅度，激励相位和单元间距组成。只是

辐射角，它们是离散的取样点(通常为方向图的副瓣位置和零深位置)．五(x，谚)

是根据每个粒子计算出的方向图，．‘(只)是所要逼近的目标方向图。

为了验证PSO在阵列天线波束赋形问题中的有效性，下面对上一章中的两个实

例迸行计算。
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例一，综合直线阵扇形波束方向图

十个各向同性天线单元组成的直线阵，单元间距d均为半个波长，激励幅度为

io

I。，激励相位为尾。其辐射方向图为：尺力=∑L一‘枷州即肋，(其中尼=o或石，

n=l～10)o要⋯⋯⋯：kcD=职髫锄似
对于PSO，粒子个数设定为100，每个粒子的维数定为10(利用单元的激励幅

度和相位分布的对称性)。迭代200代。

图4．2阵列示意图 图4．3方向图优化结果

表4．1 PSO综合十元扇形方向图的单元激励幅度和相位

。阵元 l 2 3 4 5 6 7 8 9 10

序数

激励 0．2743 0．9763 O．3“5 0．1019 0．3085 0．3085 0．1019 0．3645 0．9763 0．2743

幅度

激励 O 石 O O 0 O 0 0 石 O

相位

由图4．3可以看出，在此例中，PS0的优化方向图达到了要求。表4．1给出
了激励幅度和相位的优化结果．
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例二综合一个圆环阵

波束要求：主瓣波束宽度为300，副瓣电平

小于一35dB。阵列由31个各向同性的单元组成，

单元间距为半个波长，分布在半径为6个波长的

一段圆环上。为了减少优化变量的个数，同样引

入了修正的伯恩斯坦多项式，如式(4—4)

髟 、 。

∑√。；r曰1+j瓦涤u埘(1一u)“(I“)，o≤【，s4图4．4 31元示意图
F(u产 { c。一4)

L趴云篙而俨(1一哕㈣’胚㈦
其中。Bl，B2，峨A是多项式中的四个参数。多项式的单峰值出现在U=A处，

B1。B2分别确定多项式两个端点的值F(o)、F(1)．增大M的值可以使多项式的形

状变得陡峭，减小则平坦。o--900时的方向图函数为：
4

E(e，妒)=∑F(【，)。‘exp(j+七’r+ocos@一属)一cos碱))) ．(4—5)

其中，F(u)。是第n个单元的激励幅度，是F(U)的第11个等分采样点的值，成

是第n个单元的相位补偿(以阵列中心为相位参考点)，r是阵列的半径，k是波

数。

通过对M，A’Bl，B2四个参数的适当选择，可以得到合适的F(U)并在其上采样

31个点，采样点的值作为对应天线单元的激励幅度值，进而得到阵列的低副瓣、

窄波束的方向图。选取适当的适应度函数，运用PSO对M，A，BI，B2四个变量进行

优化(A，B1，B2变化范围是O～l。M的变化范围是I～20)．使主瓣波束宽度小于

30度，副瓣电平低于一35dB。对于PSO，粒子个数设置为20，每个粒子的维数设

为4(A，B1，B2，M)，迭代300次。图4．5给出了运算结果：

_-●●I o，_⋯
^■■●_日

：

图4．5方向图优化结果 图4．6单元激励幅度分布

囤

v

一』J●卅●叫，1J丑tjtliI
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由图4．5可以看出，PSO也达到了优化要求。为了便于比较遗传算法和粒子

群优化算法结果的优异，分别将两个实例的结果画在同一个图中，见图4．7和图

4．8。

W I I_∞⋯■-m
T№

图4．7 GA和PSO十元阵 图4．8 GA和PSO三十一元阵

由图4．7可以看出对于十元阵，PSO优化的结果中波束主瓣顶部更平坦，在

图4．8中，结果较为接近，但PSO优化的结果旁瓣更低一点。同时，在编程过程

中发现PSO的程序比GA的程序更短，移植性更好，需要调整的参数更少，非常适

于复杂阵列的综合。鉴于此，以下的共形相控阵波束赋形问题都用PSO来优化。

我们先进一步分析一下第二个例子，虽然已满足前面的要求也和文献中的结

果相近，但是对于所设计的适应度函数，它只满足了副瓣低于-35dB和主瓣宽度

小于30度这两点，主瓣顶部不够平坦，跌落很快。这可能是因为波恩斯坦多项式

是单峰值函数的缘故。于是，直接将三十一个天线单元的激励电流幅度作为变量

进行优化，这样虽然增加了变量个数，加大了计算量，但是得到了主瓣顶部平坦

度很好的结果，此时激励幅度是双峰值分布。图4．9和图4．10是用PSO得到的不

同主瓣宽度的平顶方向图。由于增加了需要优化变量的个数，相应的在优化中将

粒子个数增大到1200个，适当调整适应度函数，经过100步迭代，得到了预期的

结果。
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§4．4在共形相控阵天线波束赋形中的应用

通过上一节中对PSO和GA的比较，发现PSO的一些优点使其更适合在共

形相控阵波束赋形问题中应用。下面选用PSO算法对一个工程项目中波束赋形问

题进行优化。项目中要求用小尺寸、少单元的圆柱共形阵列得到副瓣电平较低并

且主瓣顶端较平坦的波束方向图。考虑到大功分比的功分器不易实现，所以在用

粒子群算法进行优化时，程序中将单元间的幅度锥削按照功分比为2：1的功分器

所能提供的幅度值进行预先设定。为了用尽量少的天线单元得到符合要求的辐射

方向图，对多种可能的阵列形式进行了多次计算。在计算时忽略了互耦的因素，

由于单元间距较大，也应该不会对实际的方向图有很大的影响。以下是所尝试的

一些阵列形式和优化结果。阵列中使用的天线单元都是全向的，并且忽略了圆柱

对阵列的影响。

先尝试用四个单元组成阵列：将四个单元按间距d均匀排列在半径为6个波

长的圆环上，单元间距d和激励幅度按照表4．2所示的八种情况进行设定。

表4．2尝试的8种四单元阵列形式

l单元间距d 2‘丑 L5+A 五 0．75*旯

I等幅激励(归一) l：l：l：l

l椎削幅度(归一) ot707：1：1：0，707

由于天线单元个数太少，这几种阵列形式都没有能优化出符合要求的波束形

状，最接近的波束如图4。11所示，远不能满足对副瓣电平和主瓣宽度的要求。

-’∞-80 410∞-∞0 ∞∞∞ 幻'∞

11悖b

图4．11四元阵中最佳结果
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第四章粒子群优化算法

从中可以看出：阵元太少使得优化的自由度太小，并且功分比不够大无法提

供足够的馈电锥削，所以很难使波束形状达到要求。

于是我们增加了两个天线单元，下面是对六元阵的尝试：将六个单元以间距

d均匀排列在半径为6个波长的圆环上。分别按照表4．3所示的单元间距和激励

幅度的十二种组合情况进行计算。’
表4．3尝试的12种六单元阵列形式

单元间距d 2*2 I 1．5·五 I A l o．75·z

等幅激励(归一) l：1：l：1：l：l

锥削激励l(归一) 0．5：0．5：l：l：0．5：0．5

锥削激励2(归一) 0．408．-0．577：l：1：0．577：0．408

-100 410 枷 挪 -20 0 20 40 ∞ ∞ 100

11'●恤

图4．12六兀阵中最佳结果

图4．12给出了最好的一个结果，是按照第二种锥削情况优化出来的，方向图

的副瓣电平已经比较低了，但是主瓣顶端的波纹起伏太大，仍旧无法满足要求，

有待于进一步的改善。

还得再增加天线单元，加大自由度，才能优化出理想的方向图。下面，对等

幅馈电八元阵列进行优化．采用同样的阵列排布方式，按照表4．4的九种情况进

行计算。
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30 共形相控阵天线波束赋形的研究

表4．4尝试的9种等幅八元环阵形式

圆环 1丸|Ⅱ 14A，石 28丸t霭 21旯，4石 21五／2．ff 2IZ／石 ’丸毪亿 1丸|E 14^，石

半径

单元 丑 3’A／4 五陀

间距

计算 图4．13 图4．13 图4．13 图4．13 图4．13 图4．13 图4．13 图4．13 图4．13

结果 a b C d e f g h l

网

'∞40枷．40瑚 O ∞ 柚∞ ■im

"rtml
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囤

e

固

f

圃

网

h

i

图4．13 9种八元环阵等幅激励的方向图

由图4．13可见，虽然增加了两个天线单元但是由于采用等幅激励使优化的自

由度更少了，很难优化出令人满意的结果。只有第g种情况，阵元间距是半个波

l●5l暮IJ
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共形相控阵天线波束赋彤的研究

长，圆弧半径是7五／2万时优化的波束方向图还基本能达到要求，但是阵列半径

太小无法排列单元，所以这种阵列形式也不能应用到这个项目中。

考虑到单元间距较小时，天线单元之间的互耦会比较强烈，对方向图的影响

相对较大。天线单元的间距较大时，又会使天线阵列体积过大，不够紧凑，影响

使用。于是综合考虑后确定将天线单元间距定为3／4个波长，阵列圆弧半径为

21／x个波长，采用锥削幅度激励。图4．14给出了对八元阵列提供锥削馈电的用

四阶一分二功分器级联出的一分八功分器的示意图。表4．5列出YA．元阵列可采

用的四种馈电方式。

图4．14四阶一分八功分器示意图

表4．5 4种锥削馈电八元阵列

单元馈电幅度分布 计算结果

锥削1 电压0．354：0．354：0．5：h 1：0．5：0．354：0．354 图4．15

功率0．125：0．125：0．25：1：1：O．25：O．125：O．125 表4．6

锥削2 电压0．289：0．289：0．577：l：1：0．577：0．289：0．289 图4．16

功率1／12：1／12：1／3：1：1：I／3：l／12：1／12 表4．7

锥削3 电压0．236：0．333：0．577：i：l：0．577：0．333：0．236 图4．17

功率1／18：1／9：1／3：l：h 1／3：1／9：1／18 表4．8

锥削4 电压0．5：0．5：0．707：l：l：0．707：0．5：0．5 图4．18

功率0．25：O．25：0．5：1：1：0．5：O．25：O．25 表4．9

下面是分别采用这四种锥削激励的优化结果：
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囤

·l∞舢 -60 -40 -20 O ∞ 柏 ∞80 1∞

The协

图4．15采用锥削l激励的方向图

表4．6 采用锥削l激励的幅度和相位值

I单元序数 l 2 3 4 5 6 7 8

l激励幅度(归一) 0．354 0．354 0．5 l 1 0．5 0．354 0．354

l激励相位(度) 93．742 107．172 35．541 -27．256 ．20．243 9．219 101．219 —105．470

茜。’o
三

星m
叠

是

皇．∞

·，∞·柚·柏 -40-20 0 20 40 ∞80 '∞

11帕

图4．16采用锥削2激励的相位

表4．7采用锥削2激励的幅度和相位值

I单元序数 l 2 3 4 5 6 7 8

I激励幅度(归～) 0．289 0．289 0．577 1 l 0．577 0．289 0．289

I激励相位(度) 100．188 97．769 13．476 -37．202 -21．456 0．372 100．234 111．956
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共形相控阵天线波柬赋形的研究

国

-100．。O 枷 ．．O -20 0 20 40 ∞ 00 100

TlIe协

图4．17采用锥削3激励的相位

表4．8采用锥削3激励的幅度和相位值

单元序数 l 2 3 4 5 6 7 8

激励幅度(归一) 0．236 0．333 0．577 l l 0．577 0．333 0．236

激励相位(度) 146．815 80．908 -4．079 ．7．179 ．18．037 11．299 109．292 145．543

O

围

·100-80 4；0 m-,20 O 20 40 eo 柏loo
Theta

图4．18采用锥削4激励的相位

单元序数 l 2 3 4 5 6 7 8

激励幅度(归一) 0．5 O．5 0．707 l l 0．707 0．5 0．5

激励相位(度) 116．403 101．225 7．735 ．16．513 ．16．662 -6．979 60．866 125．192
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第四章粒子群优化算法

以上八元阵列的计算结果中，图4．16和图4．17所示的方向图不仅副瓣较低而

且主瓣顶端较为平坦，满足了设计要求。通过对表4．6到表4．9的比较不难看出，

可以通过加大馈电锥削程度、减小阵列边缘单元的激励幅度来降低副瓣电平。

已经得到了较好的优化结果，但是其馈电网络是用一分二的功分器经过四阶

级联得到的。考虑到功分器的级联阶数越多，其馈电网络的插入损耗也就越大，

在相同的信号输入情况下天线阵列的增益会降低，于是又想尝试利用一分二的功

分器进行三阶级联得到一分八的功分器作为馈电网络。其示意见图4．19。

l

图4．19三阶级联一分八功分器

目

-100 q-00-40-20 0 ∞40∞∞100
11l柏

图4．20采用三阶级联时得到的方向图

l单元序数 l 2 3 4 5 6 7 8

l激励幅度(归一) 0．5 0．707 0．707 l l 0．707 0．707 O．5

I激励相位(度) 121．708 78．564 2．223 -14．095 -24．746 15．138 94．60l 110．753

虽然功分器的级联少了一阶可以提高增益，但是这种功分器所能给阵列提供
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共形相控阵天线波束赋形的研究

的馈电幅度锥削形式很有限。从图4．20可以看出，方向图的主瓣平坦度并不是很

好且副瓣电平也有所升高。所以，只能采用表4．7和表4．8中提供的四阶级联的

方式构建馈电网络。到此，通过优化计算已经基本上完成了对阵列的设计。在下

一章中将介绍功分器的仿真和实测结果。
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第五章馈电网络

§5．1引言

对于实现天线阵列的波束赋形，一个重要的问题就是如何将发射机输出的信

号，按一定的幅度和相位分布馈送给阵面上的每一个天线单元。相控阵天线的馈

电网络，就是为解决这一问题而使阵面上众多的天线单元与发射机或接收机相连

接的传输系统。当然，馈电网络插入损耗的大小，也将直接影响到相控阵天线增

益的高低。

功分器，是相控阵天线馈电网络的重要组成部分．在微波设备中，常需要将

某一输入功率按一定的比例分配到各分支电路中，例如对相控阵，要将发射机功

率分配到各个发射单元中去；多路中继通信机中要将本地振荡源功率分到收发混

频电路中等。在数目较少的分功率电路中也可以将定向耦合器作为功率分配器，

但是定向耦合器的结构较为复杂，其功率分配的比值又往往与频率有关；而在较

复杂的功率分支电路中(特别是微带电路)需要元件较多，就要采用结构比较简

单的功分器。功分器的基本要求是：输出功率按一定的比例分配，各输出口之间

要互相隔离以及各输入输出口必须匹配。一般功分器也可以应用其逆过程，即作

为功率混合器。

§5．2 功分器原理

功分器可以分为二进制和累进制，即一分二和一分多等类型。可以是等功率

分配的，也可以是不等功率分配的。二迸制功分器结构和分析都较简单，用的也

较多。下面主要介绍二进制不等功分功率分配器哺1，当k取1时就是等功分的情况。

不等分功分器如图5．1，其中输入端口特性阻抗为ZD，分成的两段输出分支的

电长度为^,14，特性阻抗分别是如和乙，终端分别接有电阻R：和如。对于理想功分

器其基本要求是：输入端口(1)无反射：输出分支在(2)、(3)处电压相等且同

相；端口(2)、(3)输出功率比值可为任意指定值，设为1／舻。
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根据以上三条有：

有传输线理论有

图5．1功率分配器的平面结构

l l 1

Z．2 Zm3 Zo

(圭譬)G譬)=≯1
U2=U3

(5一1)

(5—2)

这样共有R2、R3、Z02、z∞四个参数而只有三个约束条件，故可任意指定其

中的一个参数，现设R2=圮o，于是有上两式可得其它参数：

z∞=z04k(1+k21

Z03=z。√(1+跏七3 (5—3)

船：坐
七

实际的功率分配器终端负载往往是特性阻抗为z0的传输线，而不是纯阻抗，此时

可用^一的阻抗变换器将其变为所需电阻，另一方面U2，u3等幅同相，在(2)、

(3)端跨接电阻风，既不影响功率分配器性能，又可增加两输出端口之间的隔

离度。于是实际功分器平面结构如图5．2所示，其中z舛、z∞及＆有以下公式确

定： z¨=瓜=zo压
z。：0j墨云：z。|、|j

Rj=zo生￡ (扣4)

痈i磊|逗

=

=

孙

孙
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图5．2不等功分比功率分配器平面结构

和其它的微带电路元件一样，功分器也有一定的频带响应特性。以上讨论的

单节功分器的适用频带是有限的，若要提高功分器的频带宽度，可以采用多节变

换形式的功分器来实现宽带特性。

功率分配器两功分臂之间的距离不易过大，这样可使跨接在两臂之间的隔离

电阻寄生效应尽量减小。由于电阻寄生引线的电感效应，将使匹配性能和隔离性

能变坏，此时可变动电阻焊接的位置，使其稍偏离原来的位置(一般来说，应移

出五／4第一、二段阻抗变换线的交界点，偏向第二段一边)，这样可得到较好的

匹配和隔离特性。

§5．3 微带功分器的设计

设计一个一分二等功分器，现有介质为￡=2．65的聚四氟乙烯双面敷铜板，

分析可知，增加介质板的厚度，可以使功分器的工作带宽加宽。但介质损耗也会

增加，而且会增大功分器的设计面积；减小介质板厚度，将使工作带宽变窄，减

小介质损耗。同时可以减小功分器的设计面积乜力’嗍·嘲。综合考虑微带线的工作性

能及加工时可能带来的误差后，选择基片厚度h=lmm的聚四氟乙烯双面敷铜板为

功分器微带电路的介质基片。

为了便于馈电网络中各器件之间的连接，输入输出端口微带线特性阻抗设为

Zo=50fl，一分二支路微带线的特性阻抗

zl=42Zo=70．7Q (5—5)

微带电路带线特性阻抗的近似计算公式

Zo=60坂等+曩)Q(W／h≤1) (5—6)
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z02赢面1萌201r Q m训 (5-7)毛2忑磊瓦霹芦㈣n比” ¨’7’

对于￡=2．65，h=lmm的介质材料，特性阻抗zo=50Q对应的带线宽度Wl=

2．85m，特性阻抗Zl=70．7Q对应的带线宽度W2=-1．61m。

中心频率石对应的介质工作波长为

以。击 (5—8)

式中，￡——介质有效介电常数

乞=半+字(·+警)h cs刊

结合一分二功分器的设计尺寸，由式(5--8)可得到

÷以≈o．167,10(5--10)

采用hnsoft9．O-Designer对功分器进行仿真计算，仿真过程中隔离电阻用

等效双端口网络代替，介质的损耗角正切设为tall占=O．001，通过对功分器两支路

中阻抗变换段长度，的不断调整，最终得到了一个较为理想的结果，仿真中一分

二等功分器的结构如图5．3中所示。

图5．3一分二等分功分器的结构图

测量图5．3功分器的s参数，并与仿真比较，结果如图5．4、图5．5、图5．6

所示：
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图5．4一分二等分功分器l口驻波测量和仿真结果

吼

图5．5一分二等分功分器S参数仿真和实测结果

图5．6输出端口的相位测量结果

／o为中心频率，由图5．4，图5．5，图5．6可见，实测的各项参数与仿真结

果基本吻合。测量的驻波比p<1．5带宽为35％．仿真和实测的S参数值见表5．1．
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表5．1 S参数的仿真和实测值

$21(dB) $31(dB) $23(dB)

仿真 最大值 一3．2 —3．29 -22．2

最小值 一3．7 —3．9 -41

实测 最大值 一3．5 —3．2 —16．38

最小值 一3．8 —3．7 -51

表5．1中数据均在中心频率厶附近得到。s：。和s，，的相位差的最大测量值为

1．85。。实测的驻波值比仿真的结果略大一点，这可能是由于焊接上SMA接头带来

的影响。

对于功分比为2：1的微带功分器，同样选用介质厚度h=lnmn，e=2．65的聚

四氟乙烯双面敷铜板，工作在fo时各段微带线的宽度如表5．2所示，功分器的结

构如图5．7所示。

表5．2 k2为2时各段微带线的宽度

Zo zo： zo。 Z¨ z帖 RJ

阻值(欧姆) 50 103 51．5 59．5 42 106

导带宽度 0．0709 0．019 0．0659 0．0522 0．0899 薄膜电阻

|气。

采用表5．2中的数据进行建模，用Designer仿真，通过对多种结构的尝试和

对阻抗变换段长度在五J4附近反复微调最终确定了图5．7所示的功分器结构，计

算结果见图5．8和图5．9

图5．7不等分功分器结构图
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图5．8三个端口的驻波

图5．8中给出了三个端口的驻波值，在中心频率fo处端口1、2、3的驻波分

别为1．090，1．088，1．106。较小的驻波值保证了能量的顺畅传输。

图5．9 S参数

图5．9给出了几个关键的S参数。在中心频率f．处隔离度S。达到了-23．57dB，

使得端口2、3之间的影响很小；S。：是-5．49dB，S。是-2．58dB，S。3-S。：=2．91dB

(接近3dB)保证了功分比为2：1。S．。比理论值(-4．8dB)小了0．69dB，S。，比理

论值(一1．8dB)小了0．78dB。这可能是因为介质的损耗和阻抗变换段匹配的还不

够理想等原因造成的，会有一些能量损失掉。这个功分器还可以进一步完善，不
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过对于这个项目的要求它已经基本满足了。



结柬语

结束语

文中对两种新的智能随机算法：粒子群优化算法(PSO)和遗传算法(GA)做

了详细介绍，它们只需利用目标的取值，而无需梯度等高价值信息，适于并行处理，

尤其适用于处理传统搜索方法难于解决的复杂和非线性问题。文中把这两种算法

应用到了共形相控天线的波束赋形问题中，应用MATLAB语言编写程序进行计算，

取得了很好的效果．论文中所做的主要工作如下：

1．介绍了两种智能随机算法一粒子群优化算法(PSO)和遗传算法(GA)，详
细讨论了算法的原理和具体参数的设置，然后把它们应用于天线阵列的波束综合

设计中，编写程序对参考文献中的实例进行计算，得到了正确的计算结果，更好

的掌握了这两种算法。并且通过相互对比，发现PSO更适合于在波束赋形问题中的

应用。

2．根据工程的要求：设计一个使用较少数天线单元、较小的阵列尺寸、在圆柱面

上共形，副瓣要低的圆形阵，主波束要有一定的宽度且顶部的平坦度较好。编写

程序对多种方案进行多次优化，最后得到了一种理想的可实现方案。

3．设计了天线阵列的馈电网络，介绍了功分器的原理，分别完成了等功分和功分

比为2：l的一分二微带功分器的仿真，其中等功分的功分器已经加工、调试完毕。

得到的测量结果，满足输入阻抗频带宽、各端口驻波系数小、插入损耗低、输出

端口间隔离度大的要求．

由于作者的水平有限加之时间仓促，本文仅对两种优化算法傲了较为粗浅的

研究，在共形相控阵列天线波束赋形问题上的应用也不够深入，毫无疑问这是一

个很广阔的领域。还有许多工作有待我们今后去做。例如：在共形阵列综合中充

分考虑到天线所附着的物体对输入阻抗的影响和各个天线单元之间互耦的影响，

以及由此而来的匹配网络的设计。以便更好的与实际情况相吻合；对粒子群算法

和遗传算法做适当的改迸，设计更好的适应度函数，使它能更好的应用于天线阵

综合问题中；另外，大功分比的功分器还是一个有待解决的问题。

通过对本学位论文的研究工作，使我对天线阵列和优化算法有了较为深入的

学习，进一步夯实了专业理论基础，开拓了视野，扩大了知识面。通过阅读大量

的英文文献，从而提高了英文科技文阅读水平，为以后从事研究工作奠定了坚实

的基础。

文中还存在的疏漏和不足之处，请各位专家、同学批评指正．
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附录A遗传算法的模式理论

A．1模式概念

定义1模式(schemata)：描述种群中在位串的某些确定位置上具有相似性的

位串子集的相似模板(similarity template)．

看以下事例：

位串 适值

01101 169

11000 576

01000 64

10011 361

从以上事例中可以看出，凡是以“1”开始的位串，其适值就高，而凡是以“0”

开始的位串，其适值就低。

为了描述一个模式，在用来表示位串的两个字符的字母表{0，l}中加入一个通

配符“牛”，就构成了一个表示模式用的三个字符的字母表{0，l，奉}。因此用三元

素字母表{0，l，牛}可以构造出任意一种模式。模式中的l与位串中的1相匹配，

模式中的0与位串中的0相匹配，模式中的“奉”可以匹配位串中的0或l。例如

模式；0宰l料可以匹配长度为5、第一位为0、第三位为l的8个位串。

定义2：模式位数O(H)：H中有定义的非“宰”位的个数．如H=00*I*0，则0(H)：4。

定义3：模式的定义长度6(H)：H中最两端的有定义之间的距离j

0(H)和6(H)这两个量为分析位串的相似性及分析遗传操作对重要模式的影响提

供了基本的手段。

A．2模式定理

一， 复制对模式的影响

设在给定时间(代)南种群爿俐包含四个特定模式群记为所=m(H，f)

则可以期望在复制完后，在f“时刻，特定模式Ⅳ的数量为
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m(H，f+1)--m(Ⅳ，t)nf(H)l∑f,：肌(H，f)掣(A-1)
l

若，厅渺，>f bl的数量将增加，，fj5cJ(，￡ H的数量将减少．以上方程(A-1)

是复制操作对模式Ⅳ数量影响的定量描述。

假设／‘协-厂=c f则

m(H，，+1)=(1+c)m(H，，)(A-2)

从原始群种开始(t---0)， 并假定增长是一个稳定的值，则有

m(H，r+1)=m(H，O)(1+c)‘(A-3)

二， 交叉对模式的影响

交叉过程是位串之间的有组织的而又是随机的信息交换。交叉操作对一个模

式H的影响与模式定义长度6(H)有关，a(H)越大，模式H被分裂的可能性就越大，

因为交叉操作要随机选择出进行匹配的一对位串上的某一随机位置进行交叉。显

然6(H)越大，H的跨度就越大，随机落入其中的可能性就越大，从而H的存活率就

降低。

假设模式H被破坏的概率为户匝它的存活概率为雁；则有如下关系式

Pd=8(H)1(1-1、 (A．4)

Ps=1一Pd (A-5)

在复制、交叉操作之后，模式H的数量为

所(H，f+1)---rtl(Ⅳ，)f(H)vs (A-6)

f

设交叉的概率为如则

用(删脚(剐等【l一九篱】 (A．7)

三。变异对模式的影响

变异是对位串中的单个位置以概率励进行随机替换，因而它可能破坏特定的

模式。一个模式H要存活，意味着它所有的确定位置都存活，因此，由于单个位

置的基因值存活的概率为卜，獗特定模式的存活率为

(1一Pm)ofx) 一般情况下，Pm．ql，
●

综合考虑复制，交叉和变异操作的共同作用，则模式H在经历了复制、交
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叉、变异操作之后，在下一代的数量表示为

所(只川)≥掰(H t)掣【1一&磐】【1-O(H)em] (A-8)

，
卜1

上式可以近似表示为：

m(H，f+1)≥卅(日，f)掣【1一Pc 6，(H，)一O(H)Pm] (A-9)

厂
卜1

有以上分析可以得到如下定理

定理l： 定义长度短的、确定位数少的、平均适值高的模式数量将随着世代

数的增加呈指数增长。这个结论称为模式理论或遗传算法的基本定理。

根据模式理论，随着遗传算法的一代一代地进行，那些定义长度短的、位数

少的、高适值的模式将越来越多，因而可期望最后得到的位串的性能越来越得到

改善，并最终趋向全局的最优点。

遗传算法有效处理的模式数量

当位串长度为』时，一个包含17个位串的群种中含有的模式个数在2。～竹2‘之

间，总模式数的下限值打。为；

"．=阴3 (A，10)

A．3遗传算法实现中的基本问题

在遗传算法中，除了复制、交叉、变异基本操作外，还必须考虑目标函数到

个体适值的映射、适值调整、编码原则和多个参数编码映射方法等基本问题。

一， 目标函数值到适值的映射

适值是非负的，任何情况下总希望越大越好；而目标值有正有负，甚至可能是

复数。因此，如求最大值对应点时，目标函数和适值变化方向相同，求最小值对

应点时，变化方向恰好相反，目标函数值越小的点，适值越大。因此，存在目标

函数值向适值映射的问题。

首先保证映射后的适值是非负的，其次目标函数的优化方向对应于适值的增大

方向。

对最小化问题，一般采用如下适值函数，0∥和目标函数占6∥的映射关系；

f(x)={爱胬’g‘工’一。>。·“ cA．，，，

其中％。可以是一个输入参数，或是理论上的最大值，或是到目前所有代(或最近
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的七代)之中见到的g‘∥的最大值，此时c一随着代数会有变化。而对于最大化
问题，一般采用下述方法：

，(工)=l。g，(冥x)他-c一，g(x)一。“Ⅱ>。
(A-12)

其中c。。既可以是输入值，也可以是当前最小或最近七代中的最小值。指数函数方

法：

，(x)=。’(A-13、
Y=g(x)

其中c一般取1．618(最小化)或2(最大化)。这样既保证了f(x)≥0，又使，倒
的增大方向和优化方向一致。

二，适值调整

适值线性调整方法如下：

设，是原适值。，’是调整后的适值：

f’=af4-b (A-14)

系数a，b可以通过多种方法选取，不过，我们要求无论在何种情况下，Z，苫应

与五。相等，即应满足的条件为

，k‰“．， (A·15)

其中，‰。是最佳种群所要求的期望拷哭数，这是一个经验值，对于一个不大
的种群(n=50～100)来说，可在1．2～2的范围内取值。

线性调整法的遗传算法的后期可能产生一个问题是：一些个体的适值远远小

于平均适值与最大值，而往往平均适值与最大适值又十分接近，c。。，的这种选取方

法将与原始适值函数伸展成负值。解决的方法是；当无法找到一个合适的c。时，

我们仍保持厶2Z。，而将‘。映射到‘。=0。
三，编码原则

遗传算法参数编码原则有两个：深层意义上的建筑块原则和最小字母表原则。

后者是一种应用广泛的实用原则。最小字母表原则要求选择一个使问题得以自然

表达的最小字母表进行编译。
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