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摘 要

基于运动成像平台的运动日标检测，文献中又称为独立运动目标

(Independently Moving Objects)检测是计算机视觉的研究热点之一，在工业自

动化、视频监控、人工智能、医学图像分析、军事等领域有着广阔的应用前景。

基于单⋯视觉传感器的独立运动目标检测方法，由于成像平台运动、相机抖动和

有限图像分辨率等多种因素的影响，检测实时性和稳定性仍需改进。

惯性传感器与视觉传感器具有很好的互补特性，两者的融合可以解决单一视

觉或惯性传感器运动估计存在的模糊，从而改善独立运动目标检测性能。一方面，

图像观测可以修正惯性传感器的误差积累，可以区分传感器的旋转、加速运动、

重力场以及加速度测量中的偏差的影响；另一方面，惯性传感器数据可以解决图

像场景堕化(Degeneration)问题例如场景中包含的特征点少、特征点无限远，可以

解决由于特征点的进入和离开视野所造成的运动估讣不连续性问题，司‘以使运动

估计对特征的误匹配具有鲁棒性。

本文首先回顾了基于视觉传感器的静止成像平台、运动成像平台以及基于多

传感器融合的运动成像平台下的运动目标检测方法。存分析惯性传感器数据特点

和融合检测策略的基硎：上，本文对三种典型应用场景下的独立运动目标检测进行

了研究(1)针对成像平台沿成像光轴方向的平移运动可忽略或场景的深度变化远

小丁二场景绝对深度的情形，本文提出了一种基于运动补偿的融合单目视觉传感器

和惯性传感器的独立运动目标检测的新方法，在单目工业相机和微机电惯性传感

器组成的传感器平台采集到的室内数据上进行了实验；(2)针对成像平台旋转运动

可忽略的情形，本文提出了一jfl-基于扩展点光流一致性约束的融合单目视觉传感

器和惯性传感器的独立运动目标检测新方法，在VISAT多传感器移动测量系统实

测的单目序列图像和惯性传感器数据上进行了实验；(3)针对无成像平台运动模式

限制的复杂场景t{J独立运动n标检测情形，本文提出了⋯种基于时域空域双重重

采样的粒子滤波的融合双目立体视觉与惯性传感器的的独立运动目标检测的新方

法，在VISAT多传感器移动测量系统实测的双目序列图像和惯性传感器数据上进

行了实验。不同应用场景下的实验结果与分析证明了本文提出的三种方法的有效

性。

主题词：独立运动目标检测多传感器融合运动补偿光流粒子滤波
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ABSTRACT

Moving objects detection with moving imaging platforms，also known硼

independently moving objects(IMOs)detection in the literature，has been the focus

of computer vision research and is widely applied in areas such as industry

．automatization,video sun，eilence，artifical intelligence，medical image analysis and

military applications．Independently moving objects detection which can be applied to

pratical situations Call iaot be easily achieved by vision sensor alone considering the

complicated effaots of platform motion，imperfect camera calibration and limited image
roselution．

Vision and inertial sensors ale good candidates to be deployed together since each

can be used to resolve the ambiguities in the estimated motion using the other modality

alone．For instance，image measurements can help to counteract the error thal》_

accumulates when integrating inertial readings，and can be used to distinguish between

the effects of sensor orientation，accerlation，gravity，and biaS in aocelerometer

measur铋nents．On the other hand，inertial data Call help to resolve the ambiguities in

motion。estimation．by a camera that sees a degenerate scene，such as 0110 containing
too few features,features infinitely far away；to reineve the discontinuities in estimation

motion that result from features entering or leaving the camera’S field of view；to make

motion estimation more robust to mistracked image features．

This paper firstly presents a general introduction to the methods involving detection

of moving objcots by stationary imaging systems，mox，ing imaging systems with vision

sensors alone and by moving imaging systems fusing multiple SensOrS．Based on the

analysis of inertial data and moving objects detection strategy by vision and inertial

sensors，we have devoted our research to three particular sets of applications．(1)For the

oase of moving platform has neglectible motion components along the optical axis or

varations of 8cone depth are relatively small in comparion to the absolute depth of

observed scene，we proposed a novel IMOs detection method using monocular vision

and inertial sensors by motion compensation．Experiments have been carried on the data

collecting indoors using a monocular industrial camera and MEMS(Micro Electronic

Magetio System)IMU(Inertial Measurement Unit)Oil a moving platform．(2)For the
case of moving platform has neglectible rotation motion components，we proposed a

novel IMOs detection method using monootdar vision and inertial sensors on the basis

of FOE口OCUS of Expansion)一related optical vectors constraint．Experiments have been

carried on the real--road mobile mapping monocular vision and gee·-referenced image

sequence of VISAT systems．(3)For the general caso of a moving platform with no

assumpation made on the motion characteristics or the observed scene，we proposed a
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hovel LMOs detection method using binocular vision and inertial Sensors under a

spatial-temporal parallel resample particle filtering framework．Experiments have been

carried 0n the real-road mobile mapping binocular vision and gee-referenoed image

sequence of VISAT systems．Various experiments of particular sets of applications have

proved the effeetiveness of the proposed methods．

Key Words： Independently Moving Objects Detection Sensor Fusion

Optical Flow Motion Compensation Particle Filter
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第一章 绪论

运动成像平台下的运动目标检测，文献中又称为独立运动目标(Independently

Moving Objects)检测汹¨硎是计算机视觉的研究热点之一，在工业自动化、视频监

控、人工智能、商业、体育、医学和军事等领域有着广阔的应用前景。独立运动

目标的正确检测是实现目标识别与跟踪、运动图像编码、安全监控、基于内容的

检索等视频分析和应用的基础，具有十分重要的理沦和现实意义。

1．1课题背景和意义

近年来，基于运动成像平台的运动目标检测又称独立运动目标(Independently

Moving Objects)检测旧“6引逐渐成为计算机视觉研究领域的一个热点，它在工业自

动化、视频监控、人工智能、军事等领域有着广阔的应用前景。基于单一视觉传

感器的独立运动目标检测方法，由于成像平台运动、相机抖动和有限图像分辨率

等因素的影响，检测实时性和稳定性仍需改进no。基于多传感器信息融合的方法

可以改善检测性能嘟：。惯性导航系统由于其不靠外界任何条件，能自主地提供姿

态、位置、速度等信息的特点，在航天测控、智能导航和计算机视觉等领域有着

广泛的应用。但由于传统的惯性传感器体积大、价格贵，很多实际应用场合中限

制了惯性传感器的使用。近年来，随着微机电MEMS(Micro Electro Mechanical

System)制造技术、微惯性测量器件逐渐成熟。r，微机电捷联惯导系统MEMS

SINS(Strapdown Inertial Navigation System)发展迅速。但市场上广泛应用的

中低端微机电惯性测量单元MEMS IMU(Inertial Measurement Unit)由于测量精度

和数据漂移等问题，不能单独应用于自主定位与运动参数的获取。惯性传感器与

视觉传感器具有很好的互补特性，两者的融合可以解决单一视觉或惯性传感器运

动估计存在的模糊性[11]n∞“叼，从而改善独立运动目标检测性能。一方面，图像观测

可以修正惯性传感器的误著积累，可以区分传感器的旋转、加速运动、重力场以

及加速度测量中的偏差的影响nu；另一方面，惯性传感器数据可以解决图像场景

堕化(Degeneration)问题⋯1例如场景中包含的特征点少、特征点无限远，可以解决

由于特征点的进入和离开视野所造成的运动估计小连续性问题，可以使运动估计

对特征的误匹配具有鲁棒性。

融合视觉和惯性传感器的独立运动目标检测具有十分重要的现实意义和应用

价值，例如在智能交通系统中一羽，运用基于视觉和惯性传感器融合的方法对独立

运动目标进行报警，可以大大改善系统性能，减轻人工I-预负担，实现自动化；

在车辆智能驾驶过程中H31，对行人或其他运动车辆的实时检测，可以保证驾驶安
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全；在工业智能机器人应用方面，快速有效地检测出独立运动目标，避免产生事

故，是多种任务顺利完成的前提：在高精端武器导航领域，基于视觉和惯性传感

器的运动姿态估计和独立运动目检测是实现精确打击的前提；在移动测绘领域“"，

独立运动目标的检测和归类是评估测绘数据有效性的一个重要手段。

1．2课题研究现状及挑战

目前文献中有大量的运动目标检测方法，根据所使用的传感器不同，可分为基

于视觉传感器的运动目标检测和基于多传感器融合的运动目标检测。基于视觉传

感器的运动目标检测根据成像平台是否运动，又可以分为两类：一类是成像平台

静止情况下的运动目标检测，一类是成像平台运动情况下的运动目标检测。为区

别于序列图像中的成像平台的运动投影，文献中常把成像平台运动情况下的运动

目运动目标的检测称为独立运动II标(Independently Moving 0bjects)检测旧M6刳。

1．2．1基于视觉传感器的运动目标检测

·静止成像平台下的运动目标检测

成像平台静止情况下的运动rI标检测方法非常多，根据门标特性，背景的复杂

度，具体应用场合的要求等不同情况，算法有很大的差别。但总体思路主要有三

种，一是对序列图像的时域分析，二是对序列图像的空域分析，三是结合时空域

豹信息分析处理序列图像。基于时域分析丰要是以时问变化检测为准则，利用帧

伺的相关性，例如帧间差、光流场、运动欠量等信息实现运动目标的检测和分割。

基于空域分析主要是以空间同性为准则，利用图像的亮度、色度纹理或其他的统

计量信息实现运动目标的检测和分割。时空域结合的方法继承了前两者的优势，

综合利用序列图像可获取的信息，是目前的研究热点和未来的发展方向。文献中

针对成像平台静止情况下的运动目标榆测方法大致可以分为以下几类：

1．基于变化的运动目标检测；固定空间位置时域的变化性包含了运动目标的

信息，基于变化的方法利用差异性进行运动目标检测。II前比较常用和成熟的算

法有：

夺背景减法：根据某种背景模型更新参考图像，计算当前图像与参考图像的差分

图像，然后阈值化分割出运动物体，这种方法计算简单，如果参考图像选择得

当，这种方法的优点是可以准确地分割出运动物体。背景模型的建立更新有很

多方法，基于统计信息的自适应背景更新模型法如高斯模型，混合高斯模型，

非参数化模型法；运用稀疏采样的方法估计背景模型的方法；基于预测的方法，

如卡尔曼滤波和维纳滤波方法。文献[83中，提出了一种基于概率的动态信息

窗口的自适应背景更新方法解决背景的复杂性问题。文献[91中将图像的每一
笕2叭
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象素点与该象素点对应的混合高斯模型的各个高斯模型进行比较，从而将图像

分成前景和背景的部分。Haritaoglu等陋利用最小、最大强度值和最大时间

差分值为场景中每个像素进行统计建模，并且进行周期性地背景更新；McKenna

等洲利用像素色彩和梯度信息相结合的自适应背景模型来解决影子和不可靠

色彩线索对于分割的影响；Karmann与Brandt∞3、Kilger口田采用基于卡尔曼滤

波(Ealman Filtering)的自适应背景模型以适应天气和光照的时间变化：

Stauffer与Grimson心_利用自适应的混合高斯背景模犁(即对每个像素利用混

合高斯分布建模)，并且利用在线估计来更新模型，从而可靠地处理了光照变

化、背景混乱运动的干扰等影响；Toyama等测提出的Wallflower算法利用线

性维纳滤波器学习和预测背景变化，并在像素级，区域级和相框级三个层次上

进行背景的维护；Elgammal等啪’提出了一种非参数模型对动态背景进行建模：

Hanzi wang等日¨在分析对比各种背景模型的基础上，提出了一种基于样本一

致性有效的背景建模方法SACON，对标准Wallflower序列图像实验表明背景

的建模可以适应多种因素的变化。背景减法依赖于所采用的背景模型更新方

法，以弥补动态场景中的光线变化等因素带来的不利影响，不适合在复杂环境

下运动物体的检测，因为户外复杂环境条件下很难建立背景模型。

冷时域差分法；对相邻的两帧(或多帧)连续图像进行相减，以去除静止或移动

较慢的物体和背景，它是消除图像中的静止物体以及提供运动物体运动轨迹的

最直接的方法，优点是计算简单且不易受环境光线变化的影响，缺点是最终的

效果与图像采样频率以及被检测物体的速度有关，且不能够完整的分割运动对

象，不利于进一步的对象分析和识别，分割出的区域比实际的要大，在运动目

标中会形成空洞。Liptono怖1等利用两帧差分的方法从序列图像巾检测出运动口

标进行分类和跟踪。为提高差分图像法的性能，最近有学者义提出了累积图像

差分法和对称图像差分法，这两种方法都可以很有效的改善简单帧差法的不

足。gamedaml采用概率统计的方法通过三帧连续图像间的运动信息分割运动物

体，N Paragiosml等人提出了基于卒间Markov随机场的连续帧图像间的差值

统计量来描述帧间差异，此外还有一些学者提出结合单帧图像分割结果来修1E

差分图像法所得到的图像运动信息的方法。

2．基于运动能量的运动目标检测；把序列图像看作由二维窄域加上时间维构

成的三维空间，使用时空梯度算子计算每一像素点的各个时空梯度方向上的分量，

经过高斯平滑后的时空梯度分量称为运动能量m⋯3引卵。。运动对象经过的那些位置

的像素，凼所有像素点基本都沿某个一致方向运动，这一方向的运动能最值较人，

而杂乱运动像素(树叶，烟火等)各个力。向的运动能量基本均衡，计算能量梯度

后，杂乱运动像素点处的能量梯度值基本为零，而‘致运动像素的能量梯度很大，

筛3贞
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这样真正的运动对象就被检测出来。运动能量法能消除背景中的抖动像素，使按

某一方向运动的对象更加突出地显现出来，其缺点是只能估计出运动对象的大概

位置，不能够精确提取对象。

3．基于时空域联合信息的运动目标检测；基于时域的运动目标检测可以标记

出静止和运动的区域，但一般无法提供准确的运动边界，基于空域的运动物体分

割可以提供边界信息，但常常会造成过分割。融合时域和空域信息的运动目标检

测方法，是在检测过程中通过区域捆绑逐步融合时域和空域信息，而不是在时域

分割结束之后再融合空域信息，通过早期分割得到许多小区域，然后将这些小区

域捆绑成一些捆绑核，再将剩下的区域通过强或弱的规则捆绑到相邻的捆绑核，

从而实现目标区域的分割。Ma and Zhangb3+提出了基于图象时域和空域熵的运动

目标检测，基于象素点属性的时空不确定性进行运动目标的检测取得了较好效果，

Guo等m1对基于时空熵的检测算法进行改进，提出了基于差分图象熵运动目标检测

算法。目前研究热点正是综合利用各种图像的时空域信息实现运动目标的自动检

测和分割。

4．基于高阶统计的运动目标检测3玎∞引；高阶统计包括高阶累积矩和高阶矩，

它具有从高斯信号背景下提取出非高斯信号的独特优点。实际巾遇到的许多信号

具有非零的高阶统计，且噪声呈现高斯分布。视频序列图像中，由于目标的运动，

相邻的两帧图像的帧差相当于一个零均值的、对称的概率密度函数，所以其概率

分布与高斯信号函数相差较大。在帧差巾，由噪声、亮度变化引起的随机波动、

慢变的背景纹理都相当于高斯信号，所以可以用图像信号的四阶统计或者四阶矩

来提取运动区域。先计算局部估计的帧差零延迟四阶矩，自适应地设定与背景相

适应变化地阈值，将计算出的四阶矩与其比较，然后确定运动区域和背景，从而

分离出有别于背景波动和噪声的运动区域。

5．基于特征聚类的运动目标检测¨≈¨钆；目标通常被认为是根据特定的条件具

有一致性的一组区域，且根据多个特z1正zf|‘匕e．够区分这些不同的区域。图像中常用的

一些特征如坐标、线条、拐点、轮廓、纹理、形状、颜色、运动、直方图、空间

连同性、时间一致性等。此类算法可以简单地同时检测出具有类似性质的多个对

象，但是由于对象或对象间的遮挡，会影响某些特征的出现或隐藏，这使得检测

算法变得更复杂。

此外，近年来基于MIiF场的方法，基于人工神经网络的方法，基于小波的方法，

分形方法和遗传算法在运动目标检测中的应用也有大量的研究。

·独立运动目标(Independently Moving Objects)检测

成像平台运动情况下的运动目标检测，又称独立运动目标检测省刚№1，比成像平

台静止情况下的难度更大，其很多检测方法以成像平台静止情况下的检测方法为
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基础。目前文献中大量的独立运动目标检测方法大致可以分为以下儿类：

1．基于先验知识的方法；基于先验知识的方法利用先验信息获得运动目标在

图像中的位置，常用的运动目标的先验信息有对称性、色彩信息、阴影信息和几

何特征(例如角点、水平／垂直边缘)、纹理信息、运动物体特性(车灯信息等)。

夺对称性：人造物体通常都有着较明显的对称性信息，这种对称性信息可以在计

算机视觉领域被广泛的用来进行目标检测与识别。文献[401141]：乖1J用对称性对

运动车辆进行检测。

◆色彩信息：在车辆道路检测等多种应用场合，运动目标与背景在色彩或亮度信

息上存在差异性，这种差异性可用来运动目标的识别。文献f42】f43】用色彩信

息对道路进行检测从而将运动车辆从背景中分离。

夺阴影信息：阴影信息的存在是由于目标的遮挡效应所弓I起的，遮挡区域的灰度

特性与背景区域的特性存在不一致性，通过检测阴影信息的变化，可以检测出

运动目标的存在。

令几何特征：不同的运动目标具有不同的几何特征，例如车辆通常可以表示成矩

，形具有四个显著角点的模型，人脸可以表示成具有椭圆特性的模型，通过模板

．匹配法可以利用几何特征进行运动目标的检测。Bertozzi等。们提出了一种基于

角点的方法来得到运动车辆的可能位置，Matthews等一u利用边缘检测获取强

的垂直边缘，在边缘图的基础上计算垂直积累定位运动车辆的左右边界。

夺纹理信息：运动目标的存在会导致图像局部灰度特性的变化，不同的运动目标

在图像中产生的灰度变化规律不同的纹理模型，这种纹理模型可用来检测运动

目标。

2．基于立体视觉的方法。卵J【；基于立体视觉的方法利用空间立体信息进行运

动目标检测，常采用的方法有差异图和反透视投影变换。

夺差异图：在双目视觉系统中，对应像素点在左视图和右视图中不一致性成为差

异，所有的像素点的不一致性构成筹异图。获得了差异图后，在同一感兴趣深

度(根据差异间隔确定)的像素点可以构成相应的差异直方图，如果运动目标

出现在某感兴趣深度范围，相应的差异直方图中块会出现突变，通过检测差异

直方图的突变可以检测运动目标H制。

今反透视投影变换：通过约束目标点在水平平面从而进行逆投影解算。假设p为

三维空间中一点，透视投影模型下，其在图像平面中的投影点为P与投影中心

连线与投影平而的交点。反透视投影变换(见图1．1)的步骤为： p；为图像中一

点，其与投影中心N连线与水平面的交点为反透视投影变换结果。如果进行透

视变化和反透视变化，水平而将映射为其本身，高出水平面的场景会不同程度

失真。通过检测失真度可以检测独立运动目标。在平坦道路的假设前提下，Zhao
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和Yutan21在立体视觉框架下，利用反透视投影变换在给定左图像的情况下对

右图像进行预测后进行运动目标的检测。

图1．1反透视投影变换

3．基于光流的方法。朝刚K621；光流是空间运动物体被观测面上的像素点运动产

生的瞬时速度场，包含了物体3D表面结构和动态行为的重要信息。一般情况下，

光流由相机运动、场景中日标运动，或两者的运动产牛。当场景中有独立的运动

目标时，通过光流分析可以确定运动目标的数目、运动速度、目标距离和日标的

表面结构。光流研究已经在环境建模、目标检测与跟踪、自动导航及视频事件分

析中得到了广泛的应用。

4．基于运动补偿的方法豫K∞：；基于运动补偿的方法按照场景深度变化与场景

绝对深度相对关系，可以分为基于二维的补偿方法和基于!i维的补偿方法。

夺基于二维的补偿方法通常必须满足以下假设之一∞j：i)观测场景可以近似为

平面，ii)场景中的深度变化比场景的绝对深度耍小得多，iii)成像系统只存

在旋转和缩放运动。基于二维的运动补偿方法是首先对全局背景运动进行运动

估计和补偿校正，然后再利用成像平台静I}：情况下的运动目标检测方法实现检

测。运动补偿校正技术的核心问题是平台运动估计，其包括三个方面：摄像机

运动仿射参数模型、运动估计匹配准则和运动估计搜索策略。视频图像足三维

成像空间在二维图像平面上的投影。图像坐标中各像素点的运动速度并不相

同，而是遵循同一摄像机的运动参数，其为全局运动参数。典型的摄像机运动

仿射参数模型有：基于平行投影的六参数模型、基于透视投影的八参数模型、

基于旋转平移假设的四参数模型等。南于图像中各个背景点的运动参数都相

同，因此无需求得所有背景点的运动场，只要选择稀疏特征点估计出图像背景

的全局运动参数就可以得到各个背景点的运动位移。但目标点和噪声点与背景

点的运动参数明显不同，当它们被选为特征点时，将得不到精确的结果。鲁棒

性较差。在实际的系统一ul-必须消除由于门标运动和噪声带来的全局运动参数估

引+误差。文献中已有大量关于二维运动估计方法的研究，可以归纳为光流场方

第6页
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法、块匹配方法、像素递归法和相位相关法。

令基于三维的补偿方法，主要分为两类，一类是直接利用成像平台运动估计消除

相机运动所带来的影响：一类是间接的把场景分为多个平面，利用、11．面+视差

的方法进行处理。Sawheny“班等提出一种在=三维场景中利用平面+视差方法检

测独立运动，利用极线几何约束和形状约束，从序列图像中渐进求解平面和视

差参数。基于固定扩展点的假设，Hu和Uchimura㈨通过从相邻图像特征对应

性来估计相机运动参数信息的方法检测运动目标。

1．2．2基于多传感器融合的运动目标检测

基于单一视觉传感器的独立运动目标检测，由于成像平台运动、相机抖动和

有限图像分辨率等因素的影响，在实际很多应用场合中榆测有效性和系统稳定性

仍需改进u们。基于多传感器信息融合的方法可以改善检测性能川。多种不同的传

感器都可以用来进行独立运动目标检测¨礓¨，例如单目或多目视觉(彩色或灰度)

传感器、红外(Infra Red)传感器、激光雷达(LIDAR)传感器、GPS／DGP和惯性传感

器(,Inertial Sensors)等。融合检测的方法很多，按照数据抽象层次来分，可

分为数据级融合检测，特征级融合检测和决策级融合检测11 5。表1．1中列出了几种

典型的融合检测方法阳1|。

表1．t舆型的多传感器融合运动目标检测方法

研究者 传感器类型 ， 融合特征或线索 融合方法．

Handmann ct a1． 单目视觉，雷达 色彩、边缘和局部图像熵 最大似然估计

Stiller et a1． 立体视觉，雷达，LIDARS， 垂直边缘、立体差、光流 卡尔曼滤波

D(；pS／INS

Kato ct a1． 单日相机，喾达 Kanade．Lucas．Tomasi特 基于距离信息

征、距离信息 的序列图像特

征祸合

Steaxetal． 彩色相机，雷达 阴影位置、对称性、颜色 置信网络

Thran et a1． 彩色相机(单H)，GPS， 色彩信息、半台位置，姿态 攀升卡尔曼滤

LIDARs，加速度讣，陀螺仪 和速度 波

视觉传感器和惯性传感器的融合榆测方法研究有很多，目前应用较广的方法

为贝叶斯滤波方法和神经网络方法。

1．2．3面临挑战

虽然对运动目标检测的研究已经经历了几十年的时间，但到目前为止仍面临

蔸1贝



国防科学技术大学研究，+院硕士学位论文

孬多不能很好解决的问题碑M9r“ⅫH2钉∞也口≈=’螂F¨×幢。¨：：
1)在运动目标分割过程中，如果成像平台是静．I}=的，则运动目标分割相对容易

实现，然而在多种应用场合，存在成像平台的运动导致图像中存在多种模式的运

动，使得运动目标检测十分困难。

2)视频场景中光线变化问题(渐变、突变、反光等)会影响运动目标的提取。

3)光照条件下，目标存在阴影。与背景不同，运动目标的阴影将随运动目标移

动，检测分割的结果可能足阴影与被检测对象连为一个整体出现，使得运动目标

形状失真，从而导致相关的聚类工作失败。另一种检测结果是阴影与目标分离成

两个独立的运动目标，导致了虚假运动目标的出现。

4)遮挡也是运动目标检测过程中一个难以解决的问题，在运动目标前方的遮挡

物可能会作为目标的一部分被提取出来，从而造成检测目标形变，严重时会造成

运动目标检测的失败。

5)背景物体的干扰运动，背景中存在的如风中树叶的摇动、水面波光的闪动、

车窗玻璃的反光以及天气的变化等许多细微活动，同样会影响到运动目标的检测。

6)另外目标运动过程是否连续、速度如何、是否存在往返运动的现象等问题也

影响运动目标的检测结果。

1．3主要研究内容和工作

本文在研究和分析融合视觉和惯性传感器的独市运动目标检测基本原理和融

合策略的基础上，对三种典型应用场景下的独立运动目标检测进行了研究(1)针对

成像平台沿成像光轴方向的平移运动可忽略或场景的深度变化远小于场景绝对深

度的情形，本文提出了⋯利，基于运动补偿的融合单n视觉传感器和惯性传感器的

独立运动目标检测的新方法，在单目工业相机和微机电惯性传感器组成的传感器

平台采集到的室内数据上进行了实验；(2)针对成像平台旋转运动可忽略的情形，

本文提出了一种基于扩展点光流’。致性约束的融合单日视觉传感器和惯性传感器

的独立运动目标检测新方法，在VISAT多传感器移动测量系统实测的单目序列图

像和惯性传感器数据上进行了实验；(3)针对尢成像平台运动模式限制的复杂场景

中独立运动目标检测情形，本文提出了一种基于时域空域双重重采样的粒子滤波

的融合双目立体视觉与惯性传感器的的独立运动目标检测的新方法，在VISAT多

传感器移动测量系统实测的双目序列图像和惯性传感器数据上进行了实验。

论文共包含五章：

1．4论文结构安排
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第一章，绪论。主要介绍了课题的来源、研究背景和意义，分析了运动目标

检测的研究现状及丽临挑战，最后说明论文的主要内容和组织结构。

第二章，技术背景与问题分析。介绍了相关的惯性技术背景和运动成像分析，

分析了运动成像平台下融合惯性传感器与视觉传感器的基本原理和融合检测策

略。

第三章，基于运动补偿的独立运动目标检测。首先介绍了运动补偿独立运动

目标检测方法的基本原理，然后针对成像平台沿成像光轴方向的平移运动可忽略

或场景的深度变化远小于场景绝对深度的情形，提出了一种基于运动补偿的融合

单目视觉传感器和惯性传感器的独立运动目标检测的新方法，最后在单目工业相

机和微机电惯性传感器组成的传感器平台采集到的室内数据上进行了实验。

第四章，基于光流的独立运动目标检测。首先介绍了光流基础和光流计算方

法，并对光流场形成进行分析，提出了扩展点光流一致性约束，然后针对成像平

台旋转运动可忽略的情形，提出了一种基于扩展点光流一致性约束的融合单目视

觉传感器和惯性传感器的独立运动目标检测新方法，最后在VISAT多传感器移动

测量系统实测的单目序列图像和惯性传感器数据上进行了实验。

第五章，基于粒子滤波的独立运动目标检测。首先介绍了立体视觉基础和宽

基线条件下图像配准等有关问题，然后针对无成像平台运动模式限制的复杂场景

中独立运动目标检测情形，提出了一种融合双何视觉传感器和惯性传感器的时域

空域双重重采样粒子滤波独立运动目标检测方法，最后在VISAT多传感器移动测

量系统实测的双目序列图像和惯性传感器数据上进行了实验。

最后是结束语。主要是谈谈向己一年多的工作体会和下一步的工作展望。

笫9负
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第二章技术背景与问题分析

2．1引言

惯性导航系统由于具有自主性、隐蔽性和能获取运动载体完备运动信息的独

特优点已应用于各种领域。然而不同级别的惯性传感器的数据精度有很大差别，

近年来得到广泛应用的中低端微机电惯性传感器目前还很难独立地应用于自主运

动参数的获取。视觉传感器和惯性传感器具有很强的互补特性。目前，惯性传感

器与视觉传感器融合在道路障碍监测、自主导航、增强现实、姿态跟踪等多领域

的应用是国内外研究的热点10 J13”61。。

2．2．1基本思想

2．2惯性技术

惯性导航∞’是一门综合了机电、光学、数学、力学、控制及计算机等学科的尖

端技术。由于惯性是所有质量体的基本属性，所以建立在惯性原理基础上的惯性

导航系统不需要任何外来信息，也不会向外辐射任何信息，仅靠惯性导航系统本

身就能在全天候条件下，在全球范围内和任何介质环境里自主地、隐蔽地进行连

续的三维定位和三维定向，这种同时具备自主性、隐蔽性和能获取运载体完备运

动信息的独特优点是其他导航系统所无法比拟的。

惯性导航系统存很多领域里都获得了』'．泛的应用31，如航天、火星探测器飞行

试验、UAV(Uninhabited Aerial Vehicle无入机)、AUV(Autonomous Underwater

Vehicle自主水下航行器)，其中在军事领域的应用尤为突出，如GN&C(Guidance，

Navigation，and Control制导、导航与控制)、武器系统、SAR运动补偿、IRST

(Infra．Red Search and Track红外搜索与跟踪)、探雷等，在民用领域也开始得到广

泛的应用，如车辆控制、AVCSS(Advanced Vehicle Control and Safety Systems先

进车辆控制与安全系统)、ITS(Intelligent Transport Systems智能运输系统)、井下

定位和定向等。

惯性导航系统INS(Inertial Navigation System)是以陀螺和加速度计为敏感器件

的导航参数解算系统，该系统根据陀螺的输出建立导航坐标系，根据加速度讣输

出解算出运载体的速度和位置。惯性导航系统通常由惯性测量装置、计算机、控

制显示器等组成。惯性测量装置包括加速度计和陀螺仪，又称惯性导航组合，3个

自由度陀螺仪用来测量三维转动运动分胃=，3个加速度计用来测量三维平移运动分

量。计算机根据测得的加速度信u．计算出匕行器的速度和位置数据。控制显示器
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显示各种导航参数。

如果航行器的初始位置和初始速度已知，只要在惯性系中精确地连续测量出

航行器的加速度，经过积分就可以得到航行器在任意时刻的位置和速度。陀螺和

加速度计构成惯性测量组件IMU，由速率陀螺得到测量系相对惯性系的转动角速

度矢量，由导航计算机可以计算出测量系相对惯性系的姿态。在测量系中由加速

度计得到航行器的加速度，按照测量系相对惯性系的姿态，可以将航行器在测量

系中的加速度变换到惯性系。理论上，由航行器存惯性系的加速度就可以得到质

点的速度和位置。

如果没有其它信息，完全由加速度确定航行器的运动轨迹是一个开环过程，

由于IMU的精度有限，所计算出的航行器的运动轨迹会产生严重的漂移。在地球

表面附近运动时，地球的重力场提供了垂直“测量参照”，而地球的自转牵连速

度则提供了方位“测量参照”，惯性导航系统本质上是利用这两个“测量参照”，

使惯性导航系统的误差保持为Sehuler振荡。此处所称“测量参照"是指测量的零

位，即水平面是加速度计的“测量参照”，东向是陀螺的“测量参照"。

影在地球重力场中，加速度计敏感到的比力不仪有运动加速度，还有重力加速

度；只有将运动加速度从比力巾分离出来，才能计算出位置和速度。如果知道初

始时刻测量系相对地球的姿态和位置，根摒地球重力场模型就可以确定出重力加

速度矢量，从而分离出运动加速度，并计算位茕和速度。再按照地球的自转和航

行器相对地球的运动不断地对重力加速度矢量进行修止，就可以继续计算位置和

速度，从而实现惯性导航。

2．2．2导航系统分类

根据构建导航坐标系方法的不同可将惯性导航系统分为两大类型：采用物理

平台模拟导航坐标系的系统称为平台式惯性导航系统，采用数学算法确定出导航

坐标系的系统称为捷联式惯性导航系统H’。

·平台式惯性导航系统 根据建立的坐标系不同，又分为空间稳定和本地水平

两种工作方式。空间稳定平台式惯性导航系统的台体相对惯性空间稳定，用以

建立惯性坐标系。地球自转、重力加速度等影响由汁算机加以补偿。这种系统

多用于运载火箭的主动段和一些航天器上。本地水平平台式惯性导航系统的特

点是台体上的两个加速度计输入轴所构成的基准平面能够始终跟踪飞行器所

在点的水平面(利用加速度计与陀螺仪组成舒拉回路来保证)，因此加速度计

不受重力加速度的影响。这种系统多用于沿地球表面作等速运动的飞行器(如

飞机、巡航导弹等)。在平台式惯性导航系统中，框架能隔离飞行器的角振动，

仪表工作条件较好。平台能直接建立导航坐标系，计算量小，容易补偿和修正
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仪表的输出，但结构复杂，尺寸大。

·捷联式惯性导航系统SINS根据所用陀螺仪的不同，分为速率型捷联式惯性导

航系统和位置型捷联式惯性导航系统。前者用速率陀螺仪，输出瞬时平均角速

度矢量信号，后者用自由陀螺仪，输出角位移信号。捷联式惯性导航系统的出

现是惯性技术和计算机技术等多项技术迅速发展的结果。目前，捷联式惯性导

航系统在航空、航天、航海和陆地各领域中已得到广泛的应用，已逐步取代平

台式惯性导航系统。在捷联式惯性系统中，陀螺仪和加速度计直接安装在运载

体上，不需要稳定平台。捷联式惯性系统中的陀螺和加速度计在运载体运动时，

要直接感受过载、冲击、振动、温度变化等恶劣环境，从而产生动态误差，所

以与平台式相比它用的惯性仪表和器件有特殊的要求。运载体上直接安装的陀

+螺和加速度计，-它们随运载体的运动必须能快速精确地测量并传输给计算机，

计算机即时处理陀螺仪的姿态数据，从而在计算机内形成一个“数学解析平台”

来取代物理稳定平台功能。捷联惯导系统由于去掉了机械框架系统，结构大大

简化，体积小，重量轻，成本低，可靠性高，功耗小，使用方便灵活，维护简

便，在运动过程中姿态不受限制，可以实现全姿态变化。捷联惯性系统由捷联

惯性测量组合和导航计算机。(或捷联计算机)两大部件组成j如图2．1所示：

位置

速度

姿态

航向●-⋯。⋯。⋯'一- ⋯●⋯-⋯-⋯，⋯-⋯-⋯●⋯-⋯
惯性测量组合 捷联计算机

图2．1捷联惯性导航系统框图

·微机电捷联式惯性导航系统在现代及未来的高科技战场上，强技术对抗的

复杂战场环境迫切需要微型飞行器、微型机器人等微小型侦查设备及大量战

术武器，这种需求促使惯性导航系统向低成本、微型化、低功耗的方向发展。

近年来，随着微机电(姬MS)制造技术，微机电惯性测量器件逐渐成熟，微

机电捷联惯导系统(MEMS INS)发展迅速正在成为当前惯性技术领域的⋯个

研究热点。微机电惯性传感器是采用MEMS技术研制的加速度计和陀螺，体

积小、成本低，可靠性高。MEMS加速度计是所有MEMS传感器中商业市场化

应用最为成功的，它在精度方面已能满足战略导弹的应用要求，gEMS陀螺

性能也已接近或达到于战术级导航的水平。随着MEMS惯性传感器性能提高，

MEMS INS以及组合导航系统以其体积小、重力轻、功耗低、成本低的特点，

大大拓展了惯性导航的应用范围。军事应用和民用领域对导航的需求共同构
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成了促进MEMS INS不断发展的动力。微电子技术、微机械加工技术的发展

将从技术上不断推动MEMS INS向高性能、微型化发展，目前整个系统已经

集成到了一块电路板内。图2 2为几种典型的，敖机电惯性传感器。

嘲繁圈
曩慝翟
2 2 3数据处理

惯性导航系统最基本的数据处理就是通过对加速度的刚域二次积分对位置进

行估计，存在旋转分量时．必须耍进行坐标变换后处理。图2 3所示足捷联惯性导

航系统的数据解算框图，系统具有三缏的正交加速艟H和陀螺仪的惯|生测最单元

(rMu)-

幽2 3捷联惯性导航系统数据解算似1目
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表示线性加速度，其他变量意义见表中说明。

采z．1惯性导航数据

微分 角加速度
m=芦 线性加速度率a确

，=卉

直接观测量 角速度
w；口

线性加遵度与重力加速度
口=g+o

积分 口 角位置(anlm如)

⋯ 线速度

位置(position)

由于导航坐标系中重力加速度的存在，观测到的线性加速度分量不能直接应用

到处理过程。当系统初始处于静止或匀速运动时，惯性传感器沿二个坐标轴方向

的线性加速度分量(q，口。以)，1i难确定H{重力加速度为g=(q，a，，叱)-

2．3视觉／惯性传感器融合分析

2 31参考坐标系统

如图2 4．图2．5在融合视觉和惯性传感器数据分析中涉及到的坐标系统有五

个：1)吐|=界坐标系(w)，地理参考坐标系，2)导航坐标系(N)，茸性传感数据测量的
参考坐标系；3)机体坐标系(B)，多传感器负载平台坐标系统，假设其初始位置与

导航坐标系重合；4)相机坐标系(c)，原点位，相机中心，z轴于相机光轴重合：

5)图像坐标系O)，二维图像平面坐标系统，原点与相机土点融合。专繇◇＼忑蚤然》．
第14叽
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2．3．2平台运动投影

图2．5成像、1t台还幼投影

在汁算机视觉等领域中，相对于场景中独立运动口标的运动，成像平台的运

动通常称为自运动(Ego-Motion)，成像平台自运动分析的参考坐标系通常为地理参

考坐标系或导航参考坐标系。假设相机成像采用针孔成像模型，成像平台运动视

为刚体运动可以分解为沿三个坐标轴方向的平移和旋转分量，分别表示为

(≈，耳，乙)，(％，Qr，Qz)，平台运动在图像平面中flq-维投影为(如图2．5)：吲华+等瓯一z(1+刍Qy+少f2z】
．“

几
。： ，(“，v)----_：(X，y> (2．1)v=f华一等Qr+棚+夤吼+蛾】

6 J c j c

其巾(X，Y，Z)为空间场景巾点在机体坐标系rfl的坐标，(x，y)为对应的图像平

面上成像点坐标，兀为成像焦距。

2．4融合策略

基于运动成像平台的独立运动目标检测的核心问题是如何消除成像平台自运

动的影响，在序列图像分析中即为如何区分平台自运动和场景中独立运动目标运

动在图像平面上的投影。由式2．1可以看出，平台自运动在图像平面上的投影与目

标点的场景深度，平台的自运动参数和成像焦距有关。

惯性传感器可以提供平台的自运动参数的信息，避免了基于二维运动估计三

维运动的难题。高精度惯性传感器数据信息可以直接应用于独立运动目标检测中，

然而由于造价昂贵，应用受到了极大限制。中低端微机电惯性传感器，由于体积

小，价格低廉、易于集成等特点得到了广泛应甩，但其数据精度有限，胄．存存误

差积累问题不能直接应用于独立运动目标检测。视觉传感器和惯性传感器有很好
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的互补特性，融合视觉和惯性传感器的独立运动目标检测可以改善检测性能∞¨。

惯性传感器可以提供平台运动参数信息很好的近似，但由于精度和误差积累

问题，不能直接应用检测问题中：单目视觉传感器4i能提供场景的结构信息，立

体视觉系统含有景深信息，如何有效地提取景深信息及结合惯性传感器数据应用

到独立运动目标检测问题中，面临很多挑战。针对不同的应用场合，应选择不同

的融合检测策略。在分析运动投影方程及典型应用场景基础上，本文针对三种不

同的典型应用场景提出了三种不同的独市运动甘标融合检测方法。

(1)针对成像平台沿成像光轴方向平移运动可忽略或场景的深度变化远小于场

景绝对深度的情形，本文提m了一种基于运动补偿的融合单目视觉传感器和惯性

传感器的独立运动目标检测的新方法，首先利用惯性传感器平台运动参数信息和

景深信息对相邻帧图像进行粗配准，然后提取背景块进行图像精配准，最后采用

帧间差法检测独立运动目标，同时利用图像观测修正惯性传感器数据，抑制了惯

性传感器的数据漂移问题；

(2)针对成像平台旋转运动可忽略的情形，本文提出了一种基于扩展点光流一

致性约束的融合单目视觉传感器和惯性传感器的独立运动目标检测新方法，利用

惯性传感器的平台运动信息和成像相机内参数预测运动场中扩展点位置，然后在

计算稳健光流场的基础上利用一致性约束对光流矢量进行分类，实现独立运动目

标的检测；

(3)针对无成像平台运动模式限制的复杂场景中独立运动目标检测情形，本文

提出了一种基于时域空域双重重采样的粒子滤波的融合双目立体视觉与惯性传感

器的的独立运动目标检测的新方法，利用极线约束卜．的SIFT特征点立体匹配和运

动匹配、惯性传感器平台运动参数等先验信息，在粒子滤波框架下以理想运动矢

量与实际运动矢量的差异为观测对独立运动特征点投影状态进行修正，最后进行

空间聚类实现独立运动目标的检测。

2．5本章小结

本章介绍了相关的惯性技术基础，介绍了惯性传感器的数据处理及融合检测

分析中涉及到的各个坐标系统，分析了运动成像平台下的图像运动投影，分析了

融合视觉传感器和惯性传感器的核心问题和融合策略。
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第三章基于运动补偿的独立运动目标检测

3．1引言

序列图像中的运动是由相机自运动，相机参数变化(例如变焦等)，目标独

立运动和场景结构等多因素共同作用形成的。独立运动目标检测的核心问题就是

如何消除或补偿成像平台运动的影响。南成像平台运动引起的图像运动不仅与平

台运动参数信息有关，而且还与每个点的场景深度信息有关，然而在实际应用场

合中很难同时精确的获得这些信息。运动补偿法假设场景深度变化远小于场景绝

对深度，采用参数模型法对图像运动建模，补偿平台运动从而实现独立运动目标

检测。

3．1．1问题描述

针对远景航拍检测与跟踪、动态监控等多种实际应用场合中满足以下四种假

设之一的情形：

．(1)成像平台沿成像光轴的平移运动分量可以忽略或只存在旋转运动；

(2)场景深度变化远小于场景绝对深度；

(3)观测的场景点位于同一平面上；

(4)相机存在参数变化，例如变焦；

我们提出了一种基于运动补偿的融合单目视觉和惯性传感器的独立运动目标

检测方法，首先利用惯性传感器平台运动信息和景深信息在平移运动模型下对相

邻帧图像进行粗配准，然后提取背景块进行精配准，最后采用帧间差法检测独立

运动目标，同时利用图像观测修止惯性传感器数据，抑制了惯性传感器的数据漂

移问题。

3．1．2基本原理

假设(x，y，Z)表示原点为相机的笛卡尔直角坐标系统，(五y)表示成像平面上

相应的坐标系统，如图3．I所示。透视投影下(相机模型采用针孔成像模型)，空

间场景中点(石，】，，Z)在图像平面上成像坐标(x，y)可以表示为：
l， ’，

x；Z id7．Ik，Y=f号 (3．1)
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P

×

相机运动可以视为刚体运动，可以分解为沿三个坐标轴方向的平移和旋转分

量，分别表示为(巧，弓，乙)，(Qz，Qr，Qz)，相机运动在图像的二维投影为：

吲华+》删十争棚纠 @2，v：【华一孚昕棚+务Q．』Y+皿】 一

其中@，1，)=(x，Y)，Z为空间场景点的深度，f为相机焦距。

在场景几何结构或相机运动满足以下几种假设之一的前提下，图像中的场景点

运动可以用二维的参数化模型近似表示。

1)平面：观测的场景点都位于同一平面上，平面方程可表示为：

Z=A+戤+CY，其中(4，B，c)为平面参数，则运动投影方程可以表示为：

“=【口+6’x+c‘y+g‘x2+红+矽】
(3．3)

1，=【d+e·x+厂·Y+g·砂+h·)，2】

其中

a=一fo G‘T X—f eQ Y
b=伐T z—f e 8 1 x
C=Q z—无五Tz

d=一f ca TY+LQ x
e=一Q z—f：8 T Y

f=ⅨTz—L 7 TY

g：粤+∥rz2—产+∥2。z
)c

厅：粤+7丁z

l
口=一
么

∥=万-B}。图像运动刈‘以表示为八参
一C
y2万

数的投影变换。

2)远景：当场景离相机距离很远时，基于平面的变化相对于绝对景深比较小
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时，平面模型是很好的近似。这种情况下，由二次方程变换描述的图像运动场可

以达到亚像素的精度。而且，随着z_a0，每，等，等寸0，图像运动中的平移分
巾 矿 个

量可以忽略。远程监控领域窄视角(Field．Of-View，FOV)相机(典型为5。或更小)

远景(1km以上)对移动目标的监控通常都满足远景的条件。

3)相机旋转：当相机只存在旋转运动叮=O)或者相机的平移运动可以忽略

(|TI<<Z)，运动投影方程町以表示为：

“；晕吼一z(1+丢)q+yQz】
“

。： (3。4)’ 、 ，

1，哥晕q+f(1+丢)q+xQz】
二维图像运动场这种情况下也可以用二次方程变换进行描述。

4)相机变焦：当相机成像过程中存在变焦时，图像中会产生膨胀或缩放效应，

这种情况下的图像运动场可以用八参数投影变换表示，变焦会对参数b，厂产生影

响。

3．1．3运动补偿

成像平台运动补偿实际上就是一个坐标变换的过程，通过二维运动估计建立相

邻图像间的几何变换关系。自上世纪八十年代初以来，人们已经提出了很多运动

估计方法，如光流分析法、基于块匹配的运动估计力。法、像素递归法、贝叶斯法

等等。其中基于块的运动估计方法是目前为止最通用的一种，它也是目前一些主

要的视频编码标准(MPEG．1／2／4、H．261／3等)所采用的运动估计方法。块运动估

计方法的特点是：原理简单、稳定性好、硬件复杂度小、适用面广。常用的块匹

配运动估计快速算法有三步搜索法TSS、新三步搜索法N3SS、四步搜索法4SS和

菱形搜索法DS。本文中我们采用块匹配法进行平台运动投影的精确估计，搜索方

法采用惯性传感器信息和景深信息辅助下的局部搜索法。

3．2运动补偿法独立运动目标检测

惯性传感器能提供运动平台六个自南度．(Degree Of Freedom．DOF)的运动信

息，通过坐标变换和误差纠正，可以得到相机与三维空问场景点之问的相对运动参

数信息。理论上讲，已知成像焦距和固定场景深度，可以求解二维图像中的精确

运动场，然而由于实际场景多样性、成像噪声和惯性传感器数据有限精度等多因

素的影响，精确运动场往往难以得到。实际应用中为保证系统T作的稳定性需要

利用图像观测对惯性传感器数据进行修正以抑制误差漂移问题。
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针对远景航空及目标跟踪拍摄等多种应用场合，运动成像平台的旋转分量可

以忽略、不存在沿成像光轴方向的平移运动和场景平均深度信息可以获得(高度

仪、雷达等)的情况，我们提出了一种基_]-运动补偿融合单目视觉和惯性传感器

的独立运动目标检测新方法，设计了实验思路，并对宰内采集到的简单和复杂背

景下单目视觉和惯性传感器数据进行了实验，其流程图如图3．2：藿至薹固～_蠖噩药⋯⋯圃一

图3．2运动补偿法流程图

3．2．1运动补偿法检测算法

己知相机的运动参数、场景深度信息及成像焦距，理论上图像中每一点由相

机运动所形成的速度场可以准确地描述出来。然而由丁．成像条件变化、运动参数

提取误差、场景深度测量误差、有限精度和插值误差等多因素的影响，速度场信

息不能直接用于独立运动目标检测。

本章中我们假设运动成像平台的旋转分量可以忽略、不存在沿成像光轴方向

的平移运动，场景深度变化远小于场景绝对深度．目．场景绝对深度已知，式3．2可以

简化为：

州芋¨=【等】 (3．5)

其中@，v)=(x，y)，Z为空间场景点的深度，．f为相机焦距。

基于以上假设，我们提出‘剩t从粗到精的运动口标检测的新方法，在多传感

器信息框架下，首先利用惯性传感器提供的运动平台参数信息和景深信息进行相

邻帧图像的粗配准，粗配准差分后提取独立运动目标的粗略位置，然后选择背景

图像块局部搜索精配准，最后差分获取独立运动日标的精确位置，有效的克服了

特征匹配．最小二乘或直接块匹配等方法中独立运动物体对求解背景运动参数的影

响。实验系统中视觉传感器和惯性传感器的都具有高采样率，相邻帧的视野变化

较小，我们采用相邻两帧图像时域差分的方法来提取独立运动|：=I标。相邻帧图像
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配准采用由粗到精的策略。其算法流程如图3．3：

I 秘：哮髑像 1 删潮豫” l
l ， I

．／南班惯性传绉
I 器螽}c撤 ～——lI

{
l 馘配礁
I

●

I 嘲像辩分 卜 } 守城淀渡 }一

}独妒边砌物体赶t埏位l
上 ．t

l 坎，c院梭疵 i·

} ．?嗽准’ j
f

雀

1 捌鼢臼 i
I I

图3．3检测算法流程图

检测当前图像中独立运动目标的具体步骤为：

1)获取当前帧图像及前一帧图像，获取两帧图像同步的惯性传感器运动信息

及固定景深信息；

2)利用惯性传感器数据信息和景深信息，采用平面运动投影模型进行粗配准

后(实验中我们采用平移运动模型)进行差分；

3)对粗配准差分结果图像进行形态学滤波，并与当前帧图像的空域分割图进

行逻辑滤波；

4)区域分割及空域滤波得到独立运动物体的粗略位置；

5)在当前帧图像中选择背景块，在惯性传感器数据和景深信息辅助下，进行

局部块匹配精配准；

6)对精配准的相邻图像差分(如图3．4)，对差分后图像进行形态学滤波及

与当前帧图像的空域分割图进行逻辑滤波，得到独立运动物体精确位置。
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3 2 2融合滤波器

罔3 4不I州运动速度下的差分圈

惯性传感器能提供自主导航所需要的完备运动信息，但由于其精度和误差积

累的问题，不能单独应用于自土定位与运动参数的状取，要使系统能够长期稳定

的工作，必须要对惯性传感器数据进行修正。

本文中我们采用采用文献【10】中提出的状态表示与观测修正方程，在扩展卡尔

曼滤波的体系下，将视觉传感信息与惯性传感信息融合。高采样率的惯性传感器

数据在系统状态模型中以高频预测更新运动参数信息，精确配准后的图像观测信

息在观测模型中以低频更新修正运动参数信息。

系统的状态向量表示为‘=【nuqn苴rn p是运动平台位置参数，v是平移

速度．目是方位姿态的四元数表示，非线性系统模型m儿I”

^+。=．厂(‘，“，u)，叶～N(O，o) (3 5)

系统状态向量的动态特性为：

‰：n+v△f+(胁)R。+朗篓
叶“=u+(R(g)如d+g)At
口=m△t

吼。=4(目)绋

棚⋯(掣u删掣坤

(3 6)

其中蚱=H，ar为惯性传感器的观测数据，R。为运动平台坐标系与相机坐标

系变换矩阵，Q为三个方向角速度构成的4*4旋转矩阵。

Ⅲ． 一m．

m． 一∞，

0 国，

∞，0

6 71

背景块精确匹配后．很容易得到相邻两帧图像中的2D点对或特征对。假设

筇22“
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』
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O
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点为睡，％】，系统的观测方程可以表示为呻1：

【√记，．靠。一nh=仉口=警L二譬 (3 8)
5d|I—s“

其中凫，妒曲表示由于相机的平移所造成的特征速度，专。，儿表示由于相机的
旋转所造成的特征速度，，是成像的焦距。

3 2 3数据同步

由视觉传感器获得数据必须与惯性传感器采集数据】司步才能够提供正确的姿

态运动参数估计，进而解算出相邻采样时刻闻的平台运动分量，为独立运动目标

检测提供平台运动信息的先验支撑。为获得可靠的同步性必须解决好两个问题。

多采样率下的传感器融台：视觉传感单元与惯性传感单元工作于不同的采用

频率。为了能有效地对观测到的信息进行融合处理，在扩展卡尔曼滤波体系下在

获得惯性观测数据时对状态方程进行修正，在获得图像特征点时时利片{观测方程

对系统状态进行修正，实现了不同采样率下的传感嚣数据的有效鼬台。

视觉传感数据滞后：由于对序列斟像进行处理需型时间。这样获取的目像观

测信息对于卡尔曼滤波传感器融合存在时问上的滞后。融合滤波器在每一个惯性

传感数据采样时刻进行高速率的状态修正，没有图像观测信息的情况下惯性传感

数据存入缓存中，当图像观测信息获得时，系统状态返回兰4视觉传感数据的时间

标志点修正后，再利用缓存中的惯性传感数据对当前时刻的系统状态进行预测更

新。数据同步处理如图3 5：

3．3实验与分析

本文的实验系统(圈3 6)叶1视觉传感器模块包括窄视角(54)单日相机(cV-AIO
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cL From JAI IIlc)帧率为50frame／see，焦距为55ram。惯性传感器包括一个微机电

惯导测量单元(v3From SparkFun)，可以提供六个自由度(DOF)的运动参数信息，

采样率为200HZ，数据的传输采用蓝牙技术(Bluetooth Technology)。

#§§。“『oii5

【!!!：：e E!

H， *0

崮3 7独立运动目标实验环境配置

幽3．7为在室内利用单目视觉和微机电惯性传感器进行数据采集的实验环境

配置：在惯性测量参考毕标系中t=tl时刻儿览像平台位十位置A，独立运动目标位

于位置B：t t2时刻，成像平台运动到位置A’．独立运动目标运动到位置B’。在

惯性测量参考坐标系中，背景静止不动．成像中心到背景的绝对景深为3 55m，相

机的视场角为5。。

我们在室内进行实验数据的采集，考虑到相机为窄视角及室内场景深度与成

像焦距的相对关系．我们采用小口标作t=IJ寅验对象，分别在简单背景和复杂背景

两种典型情况下进行了数据采集。实验中我们采用简化的平移运动参数模型对平

台运动进行建模，忽略相邻采样间隔之间的旋转运动和场景深度变化，利用运动

补偿法进行独立运动检测，其文验结果如图3 8，3 9所示：

雾茹鞲鬻z蕾
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LoJ

田3．8宣冉简单背景下的独赢运动目标榆测

图3．8为室内简单背景下独立运动目标检测结粜。为其中∞为原始序列图像中
的等间隔的相邻三帧图像，为了便于表述在左图中对场景中的三个目标进行了标

识，其中目标A和c为背景目标，目标B为独立运动目标。可以看出，由于成像

平台的运动，图像中所有目标出现了位置上变化，然而由于独立运动目标位移量

与背景目标的位移量不同，般三个目标问的相对位置发生了变化。∞为利用惯性
传感器的观测数据和室内测量的崮定景椿信息代入平移运动模型后，对相邻闺像

帧进行粗配准后帧阃差法得到的差分图像，实验中我们考虑了垂直于成像光轴的

二个方向的位移，其中一个方向的位移量绝对值较夫，另一个方向的位移量绝对

值较小．(c)为在粗配准差分结果图与原始图像帧的分割图进行逻辑滤波后，选择

区域残差较小的图像块作为背景块进行相邻图像间的精确配准后，帧问羞法得到

的差分图像；(d)为(o)图像经过形态学和与原始图像坝的二值图分割图进行逻辑

滤波后的结果图像；(c)为检测出的独立运动物体在原始心像中的标定。
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图3．9室内复杂背景下fn独立运动目标检测

图3 9为室内复杂背景下独立运动目标检测结果，其中(a)为原始序列图像中的

等间隔的相邻=帧图像，为了便于表进在左图中进{'了标识，其中目标A为独立

运动目标，其他部分为背景。|J以看出，HI于成像平台的运动，罔像中所自目标

卅现了位置七变化，然而由丁独立运动目标位移量与背景目标的位移量小同，故

目标A与背景目标间的相对位置芨生了变化。(b)为利用惯性传感器的观测数据和

室内测量的固定景深信息代八平移运动模掣后，对柑邻图像帧进行粗配准后帧间
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差法得到的差分图像，实验中我们考虑了垂直于成像光轴的二个方向的位移，其

中一个方向的位移量绝对值较大，另一个方向的位移量绝对值较小。(c)为在粗配

准差分结果图与原始图像帧的分割图进行逻辑滤波后，选择区域残差较小的图像

块作为背景块进行相邻图像间的精确配准后，帧间差法得到的差分图像；(d)为(c)

图像经过形态学和与原始图像帧的二值图分割图进行逻辑滤波后的结果图像：(e)

为检测出的独立运动物体在原始图像中的标定。

由两组实验结果看出，存室内简单背景和复杂背景下独立运动目标低速运动

时检测结果较准确，在室内复杂背景‘卜．独立运动物体高速运动时由于差分断裂现

象，保留了历史运动痕迹，检测出的运动区域比实际大。

3．4本章小结

本章提出了基于运动补偿的融合惯性传感器和单目视觉传感器的独立运动目

标检测的新方法，首先利用惯性传感器提供的平台运动参数信息和己知固定景深

信息进行相邻帧图像粗配准，然后提取背景块进行局部搜索精配准，最后采用帧

河差法检测独立运动目标，同时在扩展卡尔曼滤波体系下，利用图像观测信息修

正惯性传感器数据，抑制了惯性传感器数据漂移。

本章的工作已经发表以下论文中。

孙浩，王程，王润生．基于多传感器融合的运动平台运动目标检测叨．计算机应

用2008．4
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第四章基于光流的独立运动目标检测

4．1引言

光流是空间运动物体被观测面上的像素点运动产生的瞬时速度场，包含了物

体3D表面结构和动态行为的重要信息。一般情况下。光流由相机运动、场景中目

标运动，或两者的运动产生。当场景中有独立的运动目标利，通过光流分析可以

确定运动目标的数日、运动速度、I：q标距离和目标的表面结构pⅦ州。光流研究已

经在环境建模、目标检测与跟踪、自动导航及视频事件分析中得到了广泛的席用。

411问题描述

针对战场目标跟踪、识别和自主导航等多种应用场合下成像下台的旋转运动

分量可以忽略的情形(如图4 1)，奉章提出了一种基于扩展点光流一致性约束的

融合单目视觉和惯性传赌器的独立运动目标检'Nh法．首先根据惯性传搏器提供

的平台运动参数信息和已知的成像参数信息预测打展点在运动场中的位置，然后

利用扩展点光流一致性约束对计算的稳健光流场进行一致性分类从而实现独立运

动目标的检捌。

图4 l l_|_Jz为沿成像光轴(z)的平移运动，t为垂直于成像光轴(Y)方向的平移

运动，￡为垂直于成像光轴Cx)方向的·‘移运动。

、、、、|夕，警
41 2光流基础

誊誊
罔41典型的平移运动模型

光流是指图像中模式运动的速度删删，光流场是二维的瞬时速度场，其中的

29速度场矢量是3D速度场在2D平面上的投影(图42)。光流不只包含了被观

察物体的运动信息，而且携带着有关场景的3D结构的信息。当镜头与场景目标之

间发生了相对运动的时候，所观察到的亮度模式运动即为jb流。基于光梳的序列
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图像分析的直接目标是确定运动场，光流与运动场虽然有着密切的关系但是义不

完全对应。场景中的目标运动导致图像中的亮度模式运动，而亮度模式的可见运

动又产生了光流。在多数情况下，光流与运动场存在着相互对应的关系，可以根

据光流与运动场的相互关系由图像的变化来估计相对运动。

．一。。。。．∥一。。，，、，··÷。。。。。。j：Ij‘—IIIIll支
．．．二二：：，：j．jj：：：：．一，·一一一。。。

曩t !-一一‘：：：j，一光置
，，7

’ 巴，／

图4．2光流的形成

在亮度不变假设下，序列图像间的相对运动成为光流。亮度不变假设是指在

相邻图像中运动像素的亮度值保持不变，即

，(毛Y，，)=，(石+uSt，y+v函，r+国) (4．1)

其中，@，Y，f)为像素点(x，y)在f时刻的亮度值，所有像素点的速度矢量构成的矢量

场矿=@，1，)，称为光流场。令6x=uSt、6y11v6t，如果亮度随x，Y和f平滑变

化，可把上式按泰勒级数展开并丢弃高阶项得到：

厥塑+万y丝+6t丝：o (4．2)
揪 。砂 a

用厨除等式两端和取函_0的极限后可求得：

一O／一dx．4-丝立4-丝：0 (4．3)
￡1)c dt 动dt at

令“=妄，V=豢，‘=尝，‘=熹，‘=尝得
L“+‘’，+‘=0 (4·4)

上述方程即为光流亮度约束方程。

当，，，，，一0时，可以看出无法从约束方程中得到关于1．1和v的信息，即在图

像灰度是常数或变化缓慢的地方，像素的运动不能精确地确定。约束方程只对速

度向量(“，v)给出一个约束，如果要根据它来估计运动，还必须施加其他的约束。

一种方法是假设速度从一个像素到另一个像素的变化是半滑的，因此可以用相邻

像素满足约束方程求解最小平方解。速度变化下滑的假设在物体内部是合理的，

但在物体边界处是不正确的；另一种方法利用约束方程估计物体拐角的两个边缘

的速度，拐角的两个边缘分别提供光流在两个方向上的分量信息，所以在拐角处

的速度可以完全地确定。图4．3为典掣运动模式下的图像光流图。
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(a)平移运动 (b)旋转运动

掏4．3典型运动模式下的光流图

文献中存在大量的光流计算方法哺m淞m1聃m吡¨，主要可以分为以下儿类：

·基于微分的方法

微分法[刚68I，又称时空梯度法，假定图像存空间和时间上是连续的(可差分

的)，利用图像强度的时窄倒数来计算每一像素点的速度矢量。根据光流方程求解

光流场的方法又可分为全局法和局部法。全局法利用附加的全局约束计算大面积

图像区域中的稠密光流。局部法利用局部邻域中的正常速度信息进行最小平方优

化求得最佳速度矢量。一般根据速度估计的邻域大小来确定所用技术是全局法还

是局部法。表现为不连续光流的遮挡问题可以通过混合速度分布或参数模型进行

分析。这些技术将光流划分成各种独立运动的对象区域或表面。分层估计框架配

合图像变换方法可用于分析更大的2D运动。微分法还衍生出了其他算法，例如近

年来出现的基于张量(tensor)的光流算法，其性能较已有的算法有较大的提高。

一个像素在时空域中的运动速度可以用～个向量表示，而张量实际上是。4种向量

的表示方式。基于张量的光流算法大致可以分为三步：1)逐点估计张量；2)将图

像分割为若干区域，在各个区域内计算运动模型参数；3)利用运动模型参数，计

算速度场。

●基于匹配的方法

匹配法删∽，在相邻图像中查找象素(块)之间的对应关系，两幅图像之间对应

象素(块)之间的位移即是所求的光流。当图像信噪比很差时微分法得到的计算结

果可能不正确，这时匹配法效果可能更好。基于匹配的光流计算方法包括基于特

征和区域的两种。基于特征的方法不断地列‘目标主要特征进行定位和跟踪，对目

标大的运动和亮度变化具有鲁棒性。存在的问题是所得到的光流通常较稀疏，而

月．特征提取和精确匹配也十分困难。基于区域的方法先对类似的区域进行定位，

然后通过相似区域的位移计算光流。这种方法在视频编码中得到了广泛的应用。

然而，它计算的光流仍不稠密。此外，基于匹配的方法很难得到亚像素精度的光

流，计算最大。

·基于频域的方法



圜防科学技术大学研究．牛院硕．上学位论文

能量法旧r㈨，又称基于频域的方法，基于速度调谐滤波器的输出能量计算光流。

能量方法是基于生物视觉系统而提出的运动感知模型，有·‘定的生物视觉合理性。

能量法主要有三个优点：(1)运动可以在频域中进行分析。有些运算在频域中要比

时域中容易处理；(2)可以分析运动的变化规律，如速度、加速度等，从而更好地

利用运动的动态特性；<3)·系统地使用多幅图像，可以提高速度和深度估计的稳健

性和精度。存基于能量的模型中，首先要对输入图像序列进行时空滤波处理，这

是一种时问和空间整合，对于均匀的流场，要获得正确的速度估计，这种时空整

合是非常必要的。然而，这样做会降低光流估计的空间和时间分辨率。此外，基

1：能量的光流技术还存在高计算量问题。

·基于相位的方法

基于相位的方法‘驯m因速度是根据带通滤波器输出的相位特性确定的而称为

相位方法。基于相位的光流技术的综合性能比较好，速度估计比较精确且具有较

高的空问分辨率，对图像序列的适用范围也比较宽。与基于能量的光流技术一样，

基于相位的模型既有一定的生物视觉合理性，又有较高的计算复杂性。

·基于小波的方法

小波法嘲一，利用小波变换灵活的多尺度框架，构造金字塔式多分辨率结构通

过分层技术计算光流。分层技术通过对原图像多次下采样，得到自上而下按比例

缩小的一系列图像层，这样原始图像中的大距离运动就相当于采样后低层图像中

的小距离运动，从而可以计算光流值很大的光流场．

·基于神经动力学的方法

神经动力学方法恻删川，利用视觉运动感知神经动力学模型描述运动感知中视

皮层简单细胞、复杂细胞、超复杂细胞以及视网膜双极细胞之间的相互作用，揭

示了运动分割与组合、竞争与合作的神经整合机制。这个模型对于整体运动方向

的判别非常有效，但-个能给出运动速度镌大小。Fay等人模仿视嘲膜中的时空处理

和大脑的视觉运动通路，基于并联动力学提出了一个多层神经网络，涉及光适应、

边缘增强和边缘速度提取等几个处理阶段。但这个神经网络仅能提供运动边缘的

法向速度估计，为了恢复整个模式的光流场，还必须用速度泛函方法将估计的法

向流整合成一个致密的光流场。

4．1．3扩展点光流一致性约束

相机三维平移运动矢量与投影平面的交点称为扩展点(Focus Of

Expansion-FOE)或收缩点(Focus Of Contraction-FOC)[取决于相机的运动方

向][15]o如图4．5所示，扩展点为OL轴存成像平面上的交会点。扩展点在相机

运动分析巾有着很重要的作用。扩展点一条特有的属件就是在相机和场景只存在
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F0 E

≯建‘～一
f 、巧

图4 4扩展点性质

假设扩展点在图像半标系中的位置为(xo，％)，则

量：监：上
瓦‘L

其中厂为相机的成像焦距，即

一=，冬一磅
‘％

圈4 5扩展点位置

假设空问点P在图像中的投影为p“，儿)，如图4．6所示

其在图像坐标系中的坐标为：

；。=f：≥，，。=f每
‘日 ‘月

p在图像中的瞬时运动速度(屿D可由上式的时域微分得到：

一=鲁t，争=，譬一置争
V⋯鲁t，净川毒一L争

(4 5)

根据透视投影模型

如果相邻图像问采样时问足够短，下列等式可用来近似点p的位移

(47)
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4．2光流法独立运动目标检测

针对运动成像平台不存在旋转运动分量或旋转运动分量可以忽略的情形，我

们提出了基于扩展点光流一致性约束的独立运动目标检测方法，设计实验思路，

并对VISAT多传感器测绘平台实测的单门图像序列和惯性传感器数据进行了实

验，其算法流程图如图4．7。

4．2．1光流场计算

罔4．7光流法柃测流程图

基于特征匹配的光流计算方法检测图像中的显著特征采用匹配跟踪的策略来

计算光流矢量，一般情况下，产生的光流场是稀疏光流场，计算量比基于微分方

法小。基于特征匹配的方法可以消除孔径(Aperture)效应，对几标的运动限制较

小，可以处理相邻图像间大位移，对iS声的敏感性降低，基于以上优点，本文采

用基于特征匹配跟踪的方法来计算光流场。

角点特征是影像的重要特征，具有旋转不变性和不随光照条件变化的优点，

在图像匹配、目标描述与识别以及运动估计、目标跟踪等领域，具有十分重要的

意义。常用的角点提取算子有Harris算子，Moravec算子，Forstner算子，SUSAN

算子，Plessy算子等，实验中我们对比发现Harris算子在处理时间和提取效果都

优于其他算子删。Harris算子使用图像的一阶差分，计算每个像素处的平均平方

梯度矩阵(Average square gradient matrix)，通过特征值分析给出角点响应，

可以隐式地使用滑动窗口，适合矩阵运算。

笫34口上
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光流矢量嘲，得到稀疏光流场。

光流计算过程r卜由于噪声、区域灰度特性相似等多因素的影响．光流矢量计

算结果可能存在误差，本文中采用基于多帧图像特征点共现约束、区域一致性约

讯和帧问最丈运动幅值约粜的稳健性滤波对估计的光流矢置进行处理。

·多帧共现性约束：只有在当前图像帧中被检测为特征点且在相邻两帧内都跟踪

到匹配点的角点才被捌为是需要处理的感兴趣点。考虑到相机的高采样率，相

邻帧的视野变化比较小，独立运动目标的运动投影点出现在多幅裙邻国像帧

中。此处，我们不关心由于小的视野变化而导致的在一帧图像中小现而在相邻

的前向或后向根邻图像帧中没有出现的体积较小的独立运动且标。图4．8(a)

为对VISAT实测序列图像巾相邻三帧图像(t一1时刻，t时刻，t+l时刻)计

算得到的双向光流场在t时刻图像帧中的表示。图中t一1时刻到t时刻的光流

矢量标识为红色，t时刻到t+l时刻的光流矢量标识为绿色。图4．8(b)为对

取向光流场进行三帧共现性约束滤波后的结果围。可以看到一些大位移的误匹

配运动矢量、由于相机视野变化引起的进入和离开视野的背景运动矢量被溏

除。

诅) (”

图4．8三帧共现性约束穗波

·区域一致性约柬：由于场景中大部分的运动物体都可以视为刚体，独立运动目

标检测的目的是确定山具有不同于背景区域运动属性的区域．属于同一区域的

角点特征应具有相似的动态特性。在光流场中表现为属于同一区域的角点特征

应具有相似的运动位移和运动方向，利用直方闰统计可以滤除一些不具有区域

特性的运动矢量。

犀域一致性约束滤波的步骤为：

(1)计算出序列图像中相邻三帧(t一1时刻，t时刻，t+l时刻)罔像的光流场，
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并对其进行三帧芡现性约求滤波；

(2)计算每个角点特征处的t时刻到t--1时刻的后向光流矢量，t o,J。刻到t+

1时刻的前向光流矢量。对角点特征的双向光流矢量的幅度比值统计，滤除统计值

较小的角点特征。

(3)计算每个角点特：{iF处的t时刻到t一1时刻的后向光流矢量，t时刻到t+

1时刻的前向光流矢量，对角点特征的舣向光流矢量的夹角进行统计，滤除统计值

较小的角点特征。

图4．9(a)为t时刻图像角点特征的双向光流矢量幅值比值的统计直方图，

(b)为滤除双向光流矢量幅值比值统计量较小的角点特征后，统计的幅值比值直

方图。

．J”o口r3fo ao rot'0

(a) (b)

图4．9幅值比值统计滤波

·运动幅值最大值抑制：考虑到相机系统的高采样率，认为相邻帧间运动位移较

小，如果某角点光流矢量幅度大于给定门限值，滤除该光流矢量。

4．2．3一致性分类

由GPS辅助下的惯性导航系统获得的平台运动信息和校正后的相机参数信

息，根据扩展点的定义，通过计算和坐标变换，可以估计出其在图像中的位置。

假设平台在相邻帧间的旋转运动可以忽略，利用简化后的约束方程可以对稀疏光

流场进行分类。光流场巾既有由于运动平台运动的投影运动矢量又有独立运动物

体的投影运动矢量，如图4．10所示。

●foaturo point#onframe k--1
m fedture pointl uo fra“e k

罔4．10运动场中的扩展点与光流

为了减小检测结果对噪声、不精确扩展点估计和旋转分量的敏感度，分类规
第36页
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则如’r：假设第}帧特征点为(吒，％)t其在々+l帧对应的特征点为(气Ⅲ矿咒Ⅲ)，)t

扩展点位置为(％，虬)

置2(H㈨)，一％)H唧+口一屯) “14、

k。ffit扎?一y矗}U。一1●

如果虢哦p赴坍+捌l，则判决为独立运动矢量，否则归类为背景运动矢量·其
中五为调适因子，取值范围为【o,1)。

4．3实验与分析

实验中我们采用VISATTM多传感嚣移动测绘实测数据进行基于光流的独立运动

目标检测算法的验证。实验中用刊的VISAP数据是于程副教授在加拿大#尔加里

大学做访问学者期问合作研究的数据。VISITTM⋯”是加拿大卡尔加里大学研制的
最早的陆地移动测绘系统咖obile Mapping System)。图4．儿为Ⅵs^隧载平台。

皇孽；口≥一◇
图4 Ii实验数据VISA，“测绘平台

VISAT啄统的数据获取部分土要包括捷联惯性导航系统(SINs)，双频GPS接
收机，6 12个彩色数字相机和集成的速度控制单元。

盔
鸯

麟

l掣412光梳场稳健性涟踱

趟
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图4 12为难流场稳健性滤波的实验结果，为了较清楚的显示结果，光流场结果

图显示选用较大的尺度。(a)(bxc)为相邻的三帧图像(t-I时刻，t时刻，t+l时刻)，

(d)为采用角点特征跟踪方法计算的双向光流场图(1时刻到bl的厉向光流场用红

色标识，t时刻列t+1时刻的前向光流场用绿色标识，(e)为采用三个约束进行稳健

性滤波的最终双向光流场结果图。可以看ilI，一些位移量较大的错误匹配和不满

足区域一致性的光流矢量被滤除。

图413，414为不同场景‘F的独立运动目标检测实验结果。为了较清楚的显

示结果，光流扬分类结果罔碌示选用较大的尺宦．

囝4．13独立运动目标检测

(4】(bxo)为原始序列图像，(d)为最终的光流场分类结果图，其中背景部分运动

矢量用绿色标识，独立运动目标运动矢量用红色标识。可以看出，远场景中的护

栏和树木的部分运动矢量由于噪声影响，误分类为独立运动目标运动矢量，近场

景中的独立运动目标运动矢量正确分类。

第38页
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酗414致立运动目标检渊

(amo)为原始序列图像，(d)为最终的光流场分类结果图，其中背景部分运动
欠量用绿色标识，独立运动目标运动矢量用红色标识。远场景中位于视野边缘的

沿相反方向行进帕车辆怕运动矢量南于三帧共现性约束被滤除，背景中的路灯底

座和路旁的草地中的运动矢量由于噪声的影响出现了误分类。

实验结粜表明，使用本文提出的摹于光流扩展点一致性约束的方法可有效的

检测实际运动场景中的独立运动目标，但同时我们存实验中发现当运动日标较小

或运动目标上可检测跟踪的特征点较少时，可能会发生漏警。

4．4本章小结

本章在介绍光流和动态场景中扩展点光流一致性约束的基础．卜，针对成像平

台旋转运动分量可以忽略的情形，提出了一种新的独立运动目标检测方案，首先

采用基于角点跟踪的方法计算稀疏光流场，结合运动矢量时空约束采用稳健性滤

波得到稳定的光流矢量。然后利用盛，s辅助下的惯性导航系统获得成像平台相邻

采样时刻问的运动参数信息对扩展点位置进行预测，最后以扩展点一致性约束为

准则得到分类后魄光流场，宴现了多种场景下的独立运动目标检测。
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本章的上作已经发表在以‘卜-论文巾。

Hao Sun,Cheng Wang,Naser E1一sheimy．Moving Objects Detection for Mobilo

mapping[C]．IEEE Conference on Information Acquisition and Automation，2008．
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第五章基于粒子滤波的独立运动目标检测

5．1引言

随着工业摄像技术的发展和视觉传礴器的不断成熟．廉价的多目立体视觉系

统已越来越多应用到了计算机视觉的各个领域，基于立体视觉的独立运动目标检

测也受到了广泛的关注。

51．1问题描述

基于单目视觉传感器的独立运动目标检测由于缺乏场景结构信息，不能很好

的解决复杂场景中多运动模式情形F的多个独立运动目标检测问题。

针对无成像平台运动模式限制复杂环境下的多个独市运动目标检测的情形．

我们提出一种基于状态粒子数可变的时域卒域双重煎采柞的粒子滤波的融合j吸目

立体视觉和惯性传感器的独立运动目标检测的新方法。

基于粒子滤波的独立运动H标检测方法首先采用SIFT特征匹配进行立体配准

和实际运动场的提取，然后在状态粒子数可变的时域宁域双重重采样的粒子滤波

体系下融合解算出的立体景深信息、惯性传艚器平台运动参数信息及运动场信息，

最后进行SIFT特征点的空域聚类，赛现多个独立运动rI标的正确检测。

51 2立体视觉基础

立体成像和显示系统是模拟人类的立体视觉设计的，其基本原理是用4i同位置

的摄像机采集三维场景，进行配准后解算从而还原出三维场景信息。目前常见的

双且视觉系统有平行结构和会聚结构两种，如图5 1(a)，5 2。平行结构使用两个

平行放置的摄像机，它们的光轴平行；会聚结构中两个摄像机的摆放有一定的夹

角，光轴在远处相爱。VISA7TM系统的立体视觉系统结梅为多目，如图5．1(b)。本

文中我们采用其前向的会聚结构双目视觉系统数据进行实验。

獬隈一
，
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囤5．2所示为在理想的针孔成像模型基础上考虑了透镜的径向畸变因素的会

聚式双目立体视觉系统模型。图中ACX。kz，)是三维世界坐标系Ow[J．Z。中成像

点；0『‘H五和pt蚱=，分别为左右摄像机的坐标系；坐标中心点。f和9分别为左

右摄像机的光学中心；zj和=，轴分别与左右摄像机光轴重合；qXy,和qZr分

别是左右摄像机成像下面的坐标系，图像中心q为光轴4与左摄像机图像平面的

交点，图像巾心。为光轴z，与右摄像机成像平面的交点；置和r轴分别与左摄

像机牮标系的‘和”轴平行，耳和r轴分别与右摄像机半标系的t和y．轴平行：

q屿H和q“，咋分别是左右摄像机的成像在计算机中的图像坐标系。(以Z。)是A点

在理想针孔成像模型下的图像坐标，吼L)足A点的实际图像坐标，因透镜的径
向变形而偏离了其理想图像坐标位置。有效焦距厂是光学中心到图像、lc面的距离。

▲h

以左摄像机的成像过程为例，将物体点的三维世界坐标(kr，乙)变换到计算

(1)物体三维世界坐标(瓦‘Z，，)到摄像机三维举标(t片=)的变换：

小卧r @-，

其中月为3x3的旋转变换矩阵，T为3列的平移欠量。厅确定了摄像机相对于世界

坐标系的方向，它可由三个欧拉角以肛a来表示。R=[i
菊42虹

中其

，●●●●●●●●J‰岛‰
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1l=C08口COS∥

rn t—sin a OOJ簪

^l=sin p

‘2一sin口oos，+OOS口sin∥sin Y

r22=C08口C08 y—sin口sin∥sin，，

■i。一GOS∥sin，，

‘；=sin口sin y一‘}os口sin∥CUS y

吩3=OOS口sin，+sin口sin∥COS，

r33
b C0$p 008 y

平移矢量z；暖L t】r表示了摄像机相对于世界举标系的位置。

(2)摄像机三维坐标(五只z)在理想的针孔成像模型。卜经投影变换至图像坐标系

XtI=厂苎

％．艺)：
z

(5．2)

匕一f Y_

(3)虑摄像机透镜的径向畸变因素，将理想图像坐标(t．匕)转换成实际图像坐标

(以．L)：
L=托(t+／or2)q

匕=L(1+kr2)一
(5．3)

其中，-；√躬+巧，表示图像中心到实际图像坐标(工d．L)的距离；J}表示透镜径
向畸变系数。

(4)实际图像坐标(局．匕)到计算机图像坐标(zl，y)的变换：

竺々篓：％ (5．4)
1，=匕Ⅳl，+vo

”一’

‰，vo)表示图像中心的计算机图像坐标(Pixel)，M，N．．表示图像平面上单位

距离内所包含的像素数。

为了检测物体的三维运动，常常需要知道特征点的三维空间坐标，在双目立

体视觉系统中，在已知相机空间几何相对关系时，利用三角测量可以获得目标特

征点的三维空问坐标，其原理如图，．3：

织t
HAJ

图5．3■角解箅原理
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假设己知相机间的旋转矩阵R。和平移欠量正。，定义左相机坐标系为世界坐标

系，空间点M的三维坐标可通过对应的图像点对(‘，乃)，(x2，儿)获得，其表示为

x=砚／ST,

Y=秒I／17,

，： 』!厶垒二兰垒!
x2(rTxl+rsyl+fr0-厶(‘■+r2yl+石，；)

石(厶ty—Y2t．-)

Y2(弓气+rsYl+石岛)一五(■■+吩咒+石％)

5．1．3宽基线特征匹配

(5．5)

立体视觉宽基线条件下的特征点提取与稳定匹配【77】【781是三维重建，运动解算

等多种高层计算机视觉任务的前提。宽綦线条件下的特征应该具有较高的稳定性

和可分辨性。稳定性是指对旋转、尺度缩放、仿射变换、视角变化、光照变化等

图像变换因素保持一定的不变性，而对物体运动、遮挡、噪声等因素也保持较好

的可匹配性，从而实现差异较大的两幅图像之间特征的匹配。可分辨性是指不同

的特征对应的描述算子不同。

目前，基于局部特征分析的方法已成为国际上的研究热点，在目标匹配与识别

的实际应用中获得了很大成功。近年来，局部特征分析方法获得了很大发展，人

们相继提出了多种有效的局部特征算子，这些算子一般都具有较高的稳定性和较

强的匹配能力。通常情况下，局部特征分析方法分为特征提取(detector)和特征

表达(desoriptor)两步。局部特征分析方法大都致力于保持特征描述算予对图像

变化的不变性上，其基本思想是在目标图像上建克起一些不变区域作为支持区域，

继而在支持区域上建立起高稳定性的局部特征描述笄子。目前文献中‘77J【78l【79】【801提

出的局部特征检测算了有很多，典型的有如F几种：

●Harris算子：该算子对图像旋转保持不变性，所选择的支持区域是一个以感兴

趣点为中心的大小固定的领域；

●Harris．Laplace算子：该算子对图像旋转、仿射变化和像素的灰度值变化保持

不变性，感兴趣点由一个尺度可变的Harris函数来检测，在Laplaoe算子的尺

度空间上做出最终选择，所选的尺度决定了支持区域的大小；

●Harris．Affine算子：该算子的优点在于可以很好地保持对图像仿射变换的不变

性，感兴趣点的定位方法与Harris．Laplace算子相似；
·DoG(Difference of Gaussian)算子：该算子的最大优点是可以保持对图像尺

度变化的不变性，同时对图像的旋转和仿射变换也保持不变性，其感兴趣点南

基十差分高斯滤波器的尺度空问的局部极值上确定的，所选的尺度决定了支持

笕44贞
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区域的大小。

检测算子176】【∞1所选定的支持区域确定以后，接卜．来就要在支持区域上计算局

部特征描述算子。近年来，人们提出了多种局部特征描述算子i75}【76】f例。典型的算

子可分为以下几种：

◆基于颜色分布的算子：Johnson与Heber提出了一种基于像素颜色分布的可用

于三维目标识别的特征表达方法，在三维空间感兴趣点的邻域的相对位置建立

起该点的赢方图；

●基于非参数变换的算子；Zabih与Woodfill提出了一种建立在非参数统计基础

上的局部变换，这种变换依据的数据的正序和倒序的信息而得，最终得到依据

感兴趣点的邻域点的之间关系的特征描述：

●基于差分技术的算子：Floraek等人推导出了依据局部导数的差分不变性，由

此可以得到图像的旋转不变性，Freeman和Adellson提出了可以对感兴趣点的

梯度方向保持旋转不变的Steereable滤波器；

·基于尺度不变的算子：Lowef74】提出了一种在感兴趣点的邻域利用多层金字塔

图像得到的埘目标图像的尺度变化保持不变的SIFT(Scale Invariant Feature

Transform)检测算子，在选定窗口内利用梯度直方图技术为每个感兴趣点来

分配主方向，最终得到了一个可去除尺度变化、图像旋转等几何因素的特征向

‘量。

5．1．4粒子滤波基础

贝时斯滤波原理的实质是试图用所有已知信息米构造系统状态变量的后验概

率密度，即用系统模型预测状态的先验概率密度，再使用最近的量测值进行修正，得

到后验概率密度。这样通过量测数据Z¨，来递推计算状态‘取不I司值时的置信度

P(．k I互：。)，由此获得状态的最优估计。若概率密度初值p(‘I z0)2p(托)，

对于一阶马尔可夫过程，由Chapman—Kolmogorov方程有先验概率密度

P(墨l Zl士一)=l p(t l五4)P(以卅}ZJ：N)Ⅸ一 (5．6)

获得测量值Z。后，通过贝叶斯公式更新先验值，得到后验概率密度

p(以J翻；丝峰笔掣 (5．7)
ptz-k l厶l：^-l，

其中归一化常量p(Z，I互：N)：I p(Z。l五)p％I z。州)捌。它取决于似然函数

夕(乙I．k)及测量噪声的统计特性a

对于系统状态的滤波估计通常采用状态空间模型法束描述系统特性和观测方

程。经典的卡尔曼滤波算法及其衍生算法的推导都建立在状态空间模型法之上。
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含目标状态的概率分布。

罔5 4状态申l脚模型

描述系统动态特性的状态方程为

x⋯=，。(x，)4-w， (5 8)

描述观测特征的观测方程为

z，盘gt Lzf)+Vf (5 9)

式中叶和H为具有已知概率分布的系统噪声和观测噪声向量，系统的初始状态概

率密度函数为p‰)。一般假设在状态-空间模型中，系统状态满足下式的马尔可夫
Ⅳ

属性。pCX,)=p(矗)兀p(‘l‘一，)给定状态向量t时观测互相互独立即满足
，。I

』
P瞄f置)=IJp(z，l‘)·

，H

粒了滤波方法”1蛳是蒙特}罗方法和儿叶斯方法的结合，也是求解贝叶斯估

计问题的一种实用算法，适用丁任何能用状态空间模型以及传统的卡尔曼滤波表

示的非线性系统，精度可以逼近最优估计。它通过非参教化的蒙特卡罗模拟方法来

实现递推贝叶斯滤波，其思想是利用一系列随机抽取的样本以及样本的权重米计

算状态的后验概率分布。当样本数足够多时，可咀近似丁真实的后验概率分布。

粒子滤波算法不用满足系统为线性、噪声高斯分布、后验概率也是高斯型的限制

条件，因此应用面比卡尔曼滤波方法更广。同时由于粒子滤波同样具有贝叶斯游

玻的时域递推结构，因此和卡尔曼滤波方法‘样，不需要存储所有时刻韵历史数

据，计算时也仅需要上一时刻的估引值和当前时刻的观锕4值，剥计算机的存储要

求小，提高了运算速度，因此获得丁广泛的关注，应用也越来越广。

粒子滤波的机制是：把状态空间分成|年多部分，按照某利-概率量度用粒子对

这些部分进行填充。概率越大，粒子数就集中的越譬。粒子系统根据状态方程隧
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时间演化。演化的概率密度函数满足FPKfFokker·Planck．Kolmogorov equation)等

式。通过对状态空间的随机取样，获得一个可以代表演化概率密度函数的粒子集

合。粒子滤波也就是通过寻找一组在状态空间中传播的随机样本对后验概率密度

函数进行近似，以样本均值代替积分运算，从而获得状态最小方差估计的过程，这

些样本即称为“粒子”。即

1 ．v。

p(‘I z。)≈÷Z a(x．一砖o)暑p(_I乙) (5．10)
』VP”-1

上式中《o是从P(_I乙)中采样的独立同分布样本，N，充分大，p(_l z。)近似为真

实的后验概率分布。

5．2粒子滤波法独立运动目标检测

针对无成像平台运动模式限制的复杂环境下的多个独立运动目标检测的情

形，我们提出了一种基于状态粒子数可变的时域空域双重重采样的粒子滤波的融

合双目立体视觉与惯性传感器的独立运动目标检测方法，其流程图如图5．5。

图5．5粒子滤波独立运动日标检测流程图
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5．2．1基于极线约束的SIFT特征匹配

SIFT特征‘74】【751匹配方法是目前国内外局部特征分析领域的研究热点，该方法

具有很强的局部特征匹配能力，可以处理图像之间发生平移、旋转、仿射变换情

况下的匹配问题。SIFT算法提取的SIFT特征向量具有如下特性：a)SIFT特征是

图像的局部特征，其对旋转、尺度缩放、亮度变化保持不变性，对视角变化、仿

射变换、噪声也保持一定程度的稳定性：b)区分性好，信息量丰富，适用于在海

量特征数据库中快速、准确地匹配；c)多量性，即使少数的几个物体也可以产生

大量SIFT特征向量；d)高速性，经优化的SIFT匹配算法甚至可以达到实时的要

求；e)可扩展性，可以很方便的与其它形式的特征向量进行联合。

本章中我们一方面采用SIFT特征进行双目立体像对的空域特征匹配，实现宽

基线条件下的立体图像配准，利用已知的立体相机几何关系可以提取匹配特征点

对的场景深度信息；另一方面采用SIFT特征进行单目图像序列的时域特征匹配，

从而提取图像中的运动场信息。

SIFT特征匹配算法包括两个阶段，第一阶段是SIFT特征向量的生成，最}J从多

幅待匹配图像中提取出对尺度缩放、旋转、亮度变化无关的特征向量；第二阶段

是SIFT特征向量的匹配。

本章中我们采用Lowe【74】提出的SIFT特征向量的生成算法进行特征向量的提

取，由于已知立体相机的几何关系，我们采用基于窄域极线约束的特征匹配算法

对立体图像对SIFT特征组进行匹配；同理，惯性信息提供的平台运动参数信息可

以确定相邻采样间隔之间单Ffl相机的相对位置变化关系，我们采用基于时域极线

约束的特征匹配算法对单目图像序列的时域SIFT特征组进行匹配。立体相机获取

的立体图像对间的极线几何约束与单目运动相机获取的时域图像对问的极线几何

约束本质是相同的【41，后文tlt我们不再做特别区分。

一幅图像SIFT特征向量的生成算法总苁包括4步：

(1)尺度空间极值检测，以初步确定关键点位置和所在尺度；

(2)通过拟和三维二次函数以精确确定关键点的位置和尺度，同时去除低对比

度的关键点和不稳定的边缘响应点，以增强匹配稳定性、提高抗噪声能力；

(3)利用关键点邻域像素的梯度方向分布特性为每个关键点指定方向参数，使

算子具备旋转不变性；

(4)利用关键点的邻域梯度信息生成特征向量。

假设三维空间中的X点在两个视角卜．成像，第一个视角成像为X，第二个视

角成像为X’。由图5．6可以看出成像点x和X’，空间点X和相机的中心是共面的，

把这个平面表示为万，显然由x和X’发出的反向投影光线相交于X，而月．方向投

影光线共面，位于平面万内。(a)蹦个相机的位置由它们的成像中心C和C’及图像
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平面表示。∞由图像点x和相机成像中心C定义的反向投影光线在第二个视角中
投影为直线I’，投影为x的三维空厨点x必定能于反向投影光线上，它在第二个

视角中雕成像投影必定位于1’．tH。

。。¨。。
： 、⋯

、
、●

圈5．6极线几何约束

考虑到惯性传感器数据的精度和极线求解过程中噪卢影响，我们在进行空域

立体及时域单目图像对SIFT特征匹配时，首先根据视角问的立体几何关系计算出

t时刻右视图像中每个待匹配SIFT特{if=点在t时刻左视图像中的极线和什1时刻右

视图像中的极线，然后设定待匹配SIFT特征点基于极线约束的匹配区域(厨5 7)’

最后在匹配区域内实现SIFT特征匹配。

圈5 7般线约束匹配区域

我们采用基于向量欧式距离定义两幅图像中关键点的相似性判定度量t取图

像l中的待匹配SIFT特征向量，在待匹配区域中找山与图像2中欧式距离最近的

前两个特征向量，在这两个特征向量中，如果最近的距离除以次近的距离小于比

例闽值．则接受匹配。图5 8为没有极线约束和极线约束匹配的搜索范围统计图·
no^r r h r’nrj n r r’H；}}r。

’～f

劐?≯9弋⋯?”蟊弑j．。‘卜一‘，，
l。∞}

童，南l

z 2∞l ⋯n叩m。≈⋯-”⋯1

一l、、一／^／、，≥一一
。毒—磊}I焉百一_蓓矿—弓i ，j嚣。一一4。4零．、5∞

罔5 8特征匹配搜索距离
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5．2．2时域空域双重重采样粒子滤波

假定以右相机坐标系为世界坐标系，t时刻系统的状态表示为p，p表示世界

坐标系中独立运动物体在右图像平面上的投影，具体到图像平面坐标即为独立运

动像素点。

假设系统状态是马尔可大过程， 则条件传递函数

p(tg,+。J岛，只，¨．，e)=p(只+。I e)，本文中每个SIFT特征点的传递概率由该点的运动

矢量与零均值归一化噪声两部分构成。

假设t时刻的系统观测表示为儿，似然函数p(只{研)对观测过程建模，由于我

们关注的是离散像素点属于独立运动物体投影点的概率，因此似然函数应反映出

像素点的运动属性。对t时刻左图像和右图像分别进行SIFT特征提取与匹配后，

利用已知的相机相对位置关系，根据三角测量原理，可以求m匹配特征点的深度

信息。在GPS辅助下利用惯性测量单元获得的数据，求解出时刻t与时刻什1之

间相机的平移运动分最丁=(巧，弓，弓)r和Q=(Qx，Q，，％)7’，三维物体(x，】，，z)投

影点@=厂Ⅳ／Z，Y=厂】，／z)的运动方程刈‘表示为

舻【华+等吼一厂(1+刍QJ+皿】
v：F华一毒Qr+厂。l+害，QY+xQz，’o‘V’=‘五y’ ‘5J1’

对每一个像素点，有了深度和相机运动信息，可以计算得到理想运动矢量，

由t时刻和什1时刻匹配SIFT特征可得到图像中实际的运动矢量，两者之间的差

异性反映了像素点的运动属性。

如旧=1．0-宏exp(一号)(5．12)
其中口为理想运动矢量与实际运动矢量I’日J的夹角。

粒了滤波独立运动目标检测的算法如卜

◆初始化(t=o)，由图像的SIFT特征点中产生N个状态粒子磁”，i∈{1，2，．．．，N)；

◆迭代进化：

(1)通过传递概率密度函数p(2+。I研”)预测镂0

(2)计算粒子权值塌=p("+。1殴：)；
(3)归一化权值：

(4)空域重采样，由大权值的粒子邻域产生粒子代替小权值粒子后进行空问聚

类，实现t时刻独立运动目标检测：时域重采样，由t+l时刻检测的新的
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SIFT特征点粒子代替小权值粒子，结果产生N’个状态粒子；

(5)令t=t+l，重复迭代：

空域重采样：南于在立体匹配和时域运动矢量提取过程中很多的。SIFT特征向

量由于没有-ⅡJ‘靠的立体匹配或时域匹配被滤除，而要状取秸确的独立运动目标的

位置信息，需要保留尽可能多的SIFTt特征点。考虑到场景中的独立运动目标一般

都具有区域特性。具有人权值运动属性的粒子的空间邻域内的特征点也应该具有

相似的运动属性，故实验巾我们空域重采样的方法为：在大权值粒子的15×15空

伺邻域内搜索SIFT特征点用来代替小权值的粒子。没有可替代的SIFT特征点时

复制大权值粒子本身取代小权值粒子。

时域重采样：复杂场景运动成像平台下的独立运动目标检测，由于成像平台

的运动和独立运动目标的运动，已检测出的独立运动目标可能离开视野或新的独

立运动目标进入视野，如何及时有效的检测这种变化是实现多个独立运动目标连

续正确检测的关键。在运动矢量提取过程中，我们滤除了那些在t时刻检测出的同

时在t+1时刻没有可靠匹配的特征点，解决了独立运动目标离开视野的问题。由

似然函数我们可以得到当前t时刻图像中的特征点属于独立运动投影点的概率(粒

子权重)，小权值的粒子属于由成像平台运动引起的运动背景。为了能有效的对

新进入视野的独立运动甘标进行检测，实验中我们时域重采样的方法为：用t+1

时刻图像中检测出的同时在t时刻图像中没有可靠后向匹配的新的SIFT特征点粒

子取代t时刻滤波后的小权值粒子，这里需要注意到典型的粒子滤波体系中状态粒

子个数是同定的，而我们提出的时域空域重采样粒子滤波是状态粒子可变的，从

而有效的解决了新的独立运动只标进入视野的问题。

5．3实验与分析

采用VIsArrDE多传感器移动测绘实测的双目图像序列和惯性传感器数据进行

实验，图5．9是本文开发的实验系统的软件界面．
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奠i萋÷彭搿一一ik、～嘲辫獭黼鬻糕疆囤

嗤5．9粒二f滤波独立运动检测系统

实验系统如图5．9所示，上方两个窗口为原始取目序列图像浏览窗口，下左窗

口为GPS辅助惯性导航解算得到的地理参考坐标，下右窗口为粒子滤波融舍独立

运动目标检测结果。

图510为SIFT特征点检测与运动矢量提取结果图。
n一 "

，

0)

图5loSIFT特征提取厦运动炙显提取

图510中(a)为t-1757时左视相机图像，其中检测出SIFT特征点2585个，

其中+表示特征点位置，椭圆大小代表特征点的尺度．(b)为t=1757时右视相机图
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像．其嘈1检测出SIFT特征点嚣47．其巾+表示特征点位置，椭圆大小代表特征点

舳尺度和)为利用右视图像序列中对t=17卯和t-1758时的帧图像进行SIFT特征

检测和匹配后形I窿扮实际图像运动场图．其中匹配的SIFT特征对为683-为了显

示细节，结果罔像进用了丈的尺度因子。从罔中．口J以看出SIFT特征点的空间概率

分布以及运动矢量的概率分布可以保证后序独立运动目标检测的有效性，但对远

景小且标橙测可船存在特征漏检。

圈5 11为采用粒子滤波融台检测方法对VISATTM多传感器移动测绘平台实测

的多种复杂场景中多运动模式的数据进行独立运动目标检测的结果图。

幽5 11独立运动目标检测结果

在复杂环境多运动模式的场景中的实验结果证明了方法的有效性和稳健性。但

从固5“啦)结果图中可以看出，远景深中的路边缘部分为虚警。这主要是由于远

景深除草地和路面部分的特征点的跟踪匹配有一定的误差，而其本身的偏移量绝

对值较小，在处理过程中检测判决易受到噪声的干扰。

置4本章小绪

本章首先介绍了立体视觉的相关基础，介绍了宽基线条件下立体视觉特征检

测及描述方法，介绍了粒子滤波的基本思想，然后针对复杂场景中多运动模式下

的多个独立运动日标检测的情形，我们提出了一种融舍取日立体视觉和惯性侍感

信息的状态粒子数可变的时域空域双重重采样的粒子淀波独靠运动目标检测的新

方法，在极线约束下利用sI阿特征匹配方法提取可靠的立体图像特征对和单目序
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列图像的运动场，在分析理想此流场与实际光流场的差异性的基础上利用状态粒

子数可变的时域空域双重重采样粒子滤波实现多个独立运动目标检测，并对VISAT

多传感器移动测绘平台实测的多个复杂背景中多运动模式的数据进行了实验，结

果表明，本方法能够有效的检测复杂场景中的多个独立运动目标。
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结束语

本论文是我一年多来学习和T作经验的总结，希望有兴趣阅读它的人可以有

所收获。下面是对论文工作的简要总结：

l、针对成像平台沿成像光轴方向平移运动可忽略或场景的深度变化远小于场

景绝对深度的情形，本文提出了‘种基于运动补偿的融合单Ft视觉传感器和惯性

传感器的独立运动目标检测的新方法，首先利用惯性传感器平台运动参数信息和

景深信息对相邻帧图像进行粗配准，然后提取背景块进行图像精配准，最后采用

帧间差法检测独立运动目标，同时利片j图像观测修正惯性传感器数据，抑制了惯

性传感器的数据漂移问题。

2、针对成像平台旋转运动可忽略的情形，本文提出了一种基于扩展点光流一

致性约束的融合单目视觉传感器和惯性传感器的独立运动目标检测新方法，利用

惯性传感器的平台运动信息和成像相机内参数预测运动场中扩展点位置，然后在

计算稳健光流场盼基础上利用一致性约束对光流矢量进行分类，实现独立运动目

标的检测。

3、钏‘对无成像平台运动模式限制的复杂场景中独谚运动目标检测情形，本文

提出了一种基于时域守域双重重采样的粒子滤波的融合双目立体视觉与惯性传感

器的独立运动目标检测的新方法，利用极线约束下的SIFT特征点立体匹配和运动

诬配、惯性传感器平台运动参数等先验信息，存粒子滤波框架下以理想运动矢量

与实际运动矢量的差异为观测对独立运动特征点投影状态进行修正，最后进行空

间聚类实现独立运动目标的检测。

融合视觉和惯性传感器的独立运动口标检测是汁算机视觉领域的⋯个比较前

沿的课题，在移动测绘、智能交通系统、机器人导航等多学科中有J1。泛的应用前

景。这一领域有很多问题还没有或者没有很好地解决，如融合策略、运动表示等，

还有很多事情可以做，很多路需要走。希望我的下作能妨为后续的T作者起到抛

砖引玉的作用，更希颦后续工作者能够取得更大的突破。
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