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ABSTRACT

As the rapid development of the China's industry, such as maritime transport, ship
transport, the Maritime Bureau VTS (Vessel Traffic Service) system has been widely
used. Thus requirements of the reliability of the VTS server also proposed increasing
and the reliability of server systems has gradually become a research hotspot. The
focus of this paper is to propose to improve the detection rate of the system and
implement the server platform of the VTS system by research on the reliability of the
dual-machine hot standby system.

The research is based on the VTS project of MSA. Firstly, the paper proposed to
achieve the overall design based on the dual-machine hot standby system theory and
key technologies. The work mode of hot standby system is master-slave, in accordance
with the characteristics of VTS system which consists of three layers of the operating
system layer, the dual-machine manage layer and the application service layer. And the
design of the working process and the function analysis of dual-machine software
modules are described. Secondly, using the Markov forecasting method based on
Markov chain, research on the reliability of the VTS dual-machine hot standby system.
To establish the system of the corresponding mathematical model based on analysis and
prediction in the system state of the work, and solve the differential equations, through
the MATLAB analysis of reliability data and curves, to illustrate the relevant
parameters on the impact of system reliability , and then analyzed the impact on the
reliability of the dual-machine hot standby system factors, by acceding to the process of
monitoring the application of state functions and to add a heartbeat link to improve the
detection rate of the dual-machine system. Thus enhance the reliability. Finally, in
accordance with the VTS system, deploy and achieve the dual-machine hot standby
system, and give the specific description of the setting profile and related scripts. Fault
injection method is used to carry out functional tests on the system. By reliability
comparison before and after the improvement, verify the increase of the reliability.

In this paper, the dual-machine hot standby system has been successful applied in
the VTS system of the QinHuangDao, ChongQing and other Maritime Bureau. At
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present, the system performance and stability, the user response is good, the protection
of the VTS system at the same time continuing to run to meet the reliability

requirements of the server.
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T4 XML % R SRR 2 035 A0 7 PR 42 3 45 A BRAT ]I AT . AREH
SRBT I B BA R SCRRIRR, B BT S #R IR 24 OB 0H B,
B SRSEFR 8 R UAT BURIE £ % R — A DB B g SR — 3K, (B3
(2 1613 BB BT i RAE . A, AT USRI IE S B SRR ARAIE 3 4 1 15
PAT R — B, W 2.7,

LT

R%2%1 1/0 277, iFse /O AR 2

FA RV AL 2

2.7 I 5E g
Fig. 2.7 The strategy to confirm
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VTS AHLAE RS A SEAERT 55 A

AEWRBITE-ARAL R0, AEHWRKIE-FIELHE, RARALE
HERM—ZHER, &6 S ERE BN ERHBHITEERARS MAEFL
B, REWREY SMIESHE A A KB BIILA K R 46 Bk AR K N R R P
HATAREE .

2.3. A EREE

174 8% (failover) PV 2N E REWE DAL X B SR T R H I
HIRBHRREEAR, HRKEHAFTERTAKERNGEKERHM. RKER
AP RRENMEFKERN, NHENZILERNE—NZI S FHEKE. BRK
EHARIEHERENSEKER, BEBIUGINE-NRES, EFFHLE. X
RERKE RS, RENAMHASTEINREREWBRDRIFRE ARG
B, REMMEERZEERIISER AL, mE 2.8 Fin. ERLTNARFHTS
AR TREARKERAS LI, FOWHTZRA SRR F 8 74 6 2 —
ANRAFAE RS, R, BRREFEE&RHIAE KERN.

IR

l

k) s
TIR?

ERRE

A

BEEMRS

K 2.8 R E A
Fig.2.8 Techniques of fault recovery



B2 F MPLIRENMERERSBAR

WMRPATH R —MEEENSH, W ELNERETAGAZERKE
FE K RATR B, NSRRI RKET R ENTERD, RERZHE
BRI MRS MR, REFAREZHEERE- RN RERE,
BYEPAT T E. AR KRBT AR BT e/ Z MR i & I LA

EFHE N ZETEEYR, AMHEEEANTIEM P FhERER. £
FEEMBAYA T H—AER: 4P 8RE, ETUERREEE — MRS S
RPN ARG VISR B ARG S LRI, PRI T RENELEY,
IF B HE R T B B YA A 55 AR 18 e 8] LA R 3R AR 2R 4w A S R A T4
PR RV S5 28l BUER — AWM EE, KOWRSA T &K $ 75 m
R 22 A2 Y4 BT G A o



VTS WHLIAE RS H A RS A

%3 & VIS WHAE REMHITIZIT

LRI — T NH T RHAE RN KB RFIRBRA . AR L7 6k
WA 77 S BE L AP & R 55 48 EIBAT AL AL AR FE SR X VTS AL
#RZHAT R, KRR A 3.1.

1A

B

B 3.1 VTS XL 4 738 42 4 P
Fig. 3.1 Physical structure of the VTS dual-machine hot standby system

3.1 VTS A& RS R RE N

ASCRFEAE TR VTS RAEMTERE T WA K RGN 1 EUIFELUT LA
i g J

(D) . KAERIHESRE, ¥R, BRI ERE:

(2) BB BT RELL, LASUNLAK 1 SCBE B 54 g
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%3 VTS HLIAR RS M Hr it

(3) BRALENTHE, AYIHIAAT A e (RIE RS IE R T1E;
(4) LRSI B &M HLEEE, I B,
(5) ERBRUIBETIER LA HEATRMEMK. BRMI6E.

3.2 VIS WHLAZFRFER TIEER

WHL % RS E L TERRE =5 AR . WL AR
XL T

F N AHLIAE B3R  — & IR 5543 0 TAEHL(ActiveServer), 55— 8 R% 5%
J3 %t Hl(StandbyServer), 7ERAKIFHIEMT, TN N AREREL R, &4
PUEHL TAENBE TS (TAENBRN MM ABILETER, BN &RIERE
FORK IR, TN R BMASE T RMR, BFE F KR,
mAE 32 PR, UTEYLHIR®, RELHNHREETH, &OPLEsRY
(TakeOver) TAERLEI 2 #B TAERS), Gk 303 R A RGEHIEAT, IR R4 (A bt
F) S P AR %5«

LAN
RS232

Active
Server

Standby

v Server
AP S

H 3.2 ENRANAEREE

Fig. 3.2 The master-slave dual-machine hot standby system

FHNEE MR R AN ILEMUHR L. FTERHLE &R 2N S RE54E5
ATAEN, EERERT, WEIENS NN ARGRM SR, AR T
Mz THEol, SHE33. -G TAENMILRT, TRCFNAREIERIET
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VTS XL & Z 48R AT ST R 5 A

i, B—&TENNEZZEREIANA, ATRIEN ARG A F R fE
7. B8R, Y—6THENERREFEERER, ERBTHIENARSEZ N
K, TEMBERTHEUREZWIINARSAMNER. BTEUL 2HURE R R
HEHL, AR XL RS BALIE AT BIRT 18]

F33 AWEEREE

Fig. 3.3 The dual-machine each prepared system

THR TR & AR 55 2529 0 THEBL(ActiveServer), 7ERZIEH BN
T, EfBHTREMNANERSER, 3RS R BT AE. ELELEF,
S AR B AL B B o (] 45 REEAT XSG, [RIRS4R AP E S5 RAPF . &R
A IR AR A BT R PRAG I BT S RROURIR B M — i & R . LR,
H—E TENHIRREN, TRIFNARRERET, BB THRARY,
BN ERARITRY, Fth Nz B R RHETRIE L. ‘

R, BARENKIN AL EAFRE R AR, BN REH
REBTME, SXWLEMUHNLELAALL, BAR&SIA RN,

TS R AT DUR B 7 R R RE A BEUR, T ELXE LA RS AR SRR K
AMUEGAE ENRSRER 24 DNRHROENRIBIHIRS, EERREMETIRN, M
RRGHIEREMMI N EARZ W, LRRME R, MRS, LA,
KEXMRY, #REURSIEENREREIEE. FTUASCRAN TERSZE
ML
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33 E VTS WNLINE RS o kit

3.3 VTS WA & BRI B R EHNIEIT
R VIS AN B EBE B AL 5, AN RS RE 0 WEEERS .
WS, MRS =EARREN, &EREHWE 34,

R RS Application Service
Application Service '
Configuration, - Profession
L Information Script File Module

A

Service Manage

AHLE
Dual-machine Manage Execute Manage
y System Manage
A Node Intranet Related
L Information | Information | Protocol
Operating System

Operating System

fIR 45885 A

K 3.4 VTS XWHL % R YL E IR G
Fig. 3.4 Structural level of the VTS dual-machine hot standby system

331 RIERGRE

BUERGZ. XRME VTS XHLAE R L AMER, ERET KR
RN AHIRERFERRA—E CACE AR Red Hat Linux AS 4). T4
VTS BHLAE RGFT UM BIR RN RE %, RIENARES AR, 24
SCHF VTS RGP LRI & KA K PE MRS (AT RS BRI 3
REE).

.32 WHEEE
BHERE . EEEHESD, 70 =/%4r, System Manage. Service Manage
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VTS MHLAZR R AT M SIS N

L X Execute Manage.

R4 B (System Manage) I FEIIRER: OV EH; RIFE VIS WHLH %R
ZLAMFREGER, WSS 45 E(Node Information), XF VTS XL
ERGEBATES, Bidxt W AEAE RN, RAMEBA VIS AN HERGERE
RIEFRE, ERFEEHRSED, BREEBLEMIMEIRES. OMEER; 3t
T R G M 4508 A5 B (Intranet Information)i#E T8, #RHE Ul RARHLH)
M%(5 5., §Hxd P4 RIHBERT RECRASLE . ORAEH; B4 ill(Related
Protocol)if 43L& B A HE 7 R AT AH R ) S0 28

FR %5 & BE(Service Manage) M X EIhAeH . OREEHE: MMARLH VTS &
ST E SO T, 8B B U (Configuration Information)¥d N REEHE
BIHLAME RG L, HRENARANREIET. ONEEE; HARERLE
o RIS Linux 8RS, 7T LU A P (Soript File) R 18088 AR KL
HRE, EAURHBARERINAZEREXLEHEENER. ORRER
(Profession Module); T XUHLEK 4K 15 AT LASREEARRL API Bl ZiRFF RO, XK
RACIIGE VTS AL % RAEHITERE.

4T & (Execute Manage) EEhAER: OQERRGEHMRESER I H
RBEHERE BSRITEEHE, £ VIS XWAS RELRENBRIERTR
ZERNARAREBLEBHENARIN . OXF VTS WHLHAE RFMHIE, BT
BB AIPAT IR EE, H ARG REMRERTEMAS, REMRIIEERE
5 REB ARG ERARS EEALERESBHEM.

3.3.3AREE

NS R, Fi%EREER VIS R MDA RN BT IR GERIR I AR 55 24T &
BRG] IVE R R RS B FEAR YR AT B U 12 P O R R 95 34T AL
A SR S B A LR RN RS . AR HAEXIEF BB LS,
I FA AR5 EARYE RS VTS REHIESN, MEMFHINARERMRS, AHPHY
PR AR £k, BASAMEREMESEITHAL, RE VTS LA E RS
PN AR 5 B8 R IEAT
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3 F VTS WHLAZ RGN it

3.4 VIS M AERFZEW TIERIZ LT

3.4.1 BRRE

RE RN, HTRIERK. NANZRRENRNKT, RHEHKBXR
W, B¥E VIS RAMHARE M EsIUTF. Hik, RERIKLE, SSBIE
BRI ThEERIAT, W 3.5, VTS N E RS 56 B3R &35 1 S8 CPUL A7
WRETHR, REREINHRGENRS BHEES.

o cpu
| REUH » MEN
RAID
AT < T
» HERE
»| NFHBYR
”| WEB k%

M 3.5 FshififE
Fig. 3.5 Start process

3.4.2 g

RYERSIE, HAERN VTS XMA&E REMRE X, SR AREER
F)fE AV 32 PR D BER A B, B SERU R — AN AT IR & 257 S
Thhe, HEE SRR R R & B RS SET RN ERESE, HEIRsWnT:

struct nodeinfo
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VTS L& R R DTS5 NA

char nodename[MAXNAME]; /A4 385 s & #%
char nodeip[IPADD]; IR/ A 1P

int cpufre;  //CPU F 4

int mem; IIRTFRAN

int cache;  //ZEFFKR/D

Inodeinfo;

RERBERAZHRERE, #ITIWNHERENREAE. WRIEHATHIMLE
REMRESE, MRSV AHTRE, BIIHAERENBERES. W
& 3.6

?ﬁtl"d]

AR5 R

A 4

W s
et

B 3.6 ki
Fig. 3.6 Load process

LAIRRERERE, FHERE PRSI E B W & RS 52
TRFREGER, WATE TR RS 8T S AR SR RS+ X BIRAE X
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%3 F VTS XWLAGE ZGM D HrikiT

SRS RGBT AT RIS, LA R RGP R IR 55 4579 3R
1305 SR A AR 55 B B R

RENMAREESBINGE, EXNERRTBSIREEE, PR IMESH
REGARGRETIE, REEXTSMRHEARS PTIRA MR, S LSRR e KRG, X
PR Z RBEHNIEHFBITRE.

3. 4. 3 LRk RR

EHNEFBITRE)E, Bl €GB RBERIOBEN, REHMERRK
TCP/IP #18 O RS232 A4k LoBkiERE, RAMIMAE ZRT B HI—ANRE BT A
BTN, (EHIRS 24 AR B, BRI & B4 b R IR 5 28 1T
PR AT s A T AT s s R A

MRS MRS R, XOHUVE R R PAT S AR S0 iR A K
YRR AR XL & R G eh 9 B A B, SRR AR 45 8897 00 TAENLES, XU
MARREAIHE T EREBTAMNBENMESBEZHEHREFT A, R
MERGRIEMN RS EHIZT; MBERF BT AAEEHL, T EE RN
PR RGN &M MRS/ ST REEY, B ZET SIS RGERTH
B. XIEARLRETHIETRE, HISEHREET ABEREETMAL
Reygk™, EHEGIMAA,

BHHKRGIZITE, EXVEEZEDSEIREHHE. WAHRE,. FEL
Bt R SRR A SR, OB EE B B R I I LA R SR SE Al
R AR T

(1) REWRRBEGE, 0@ . %Aﬂ&mﬁﬁ%nv,ﬂ%ﬁﬁﬂ
ARG AT RS E BT REUER, B FIFO. BRI SR 451

struct heartbeatdata

{
char nodename[MAXNAME]; //AR% 2577 A AHK

char nodeip[IPADD]; RSP
struct Inode inode; IR 55 3% 15 B M 845 BEUR

226 -



VTS XHLI#E RER T MBS A

struct Snode snode;  //ARSS 28N M AEHE BEUE
struct Minfo minfo;  /F4%15 BEHE

}heartbeatdata;

(2) #EHIBFEM FIFO PEEHEIA, RANBARSEENERNEE. KEE
HEEAEARS S AN H W ARESE RNEEC, BEREERTOBER
N REHEMSEHEZ MOER, SHOBMERN RS HE —NEREE.

(3) LBHERN RS HENEREER R HIEE, Ed oBEm RUARS
ARG

@) DBAERA TR AR M ERA B — A A RERNEES, AR
AEE. WE37.

fﬁ?ﬂ FIFO < %
i i#
s O
A y
HEIE REEE
/Y
i S
Bk 2k
i i
ﬁl DB LR R /fi{
J i
E %
i #
2 2

3.7 LBEEER
Fig. 3.7 Heartbeat data stream
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553 % VTS AWLIRE REN AT 8T

CIEEHEAT A K AT R AL ER o RAS IR A ) ] SRR RS B
W], RS HZRB RGBT ARAEFR, RATEFE A 250 i o 35 H R
AR R T, RESBFAMNBERAZTIRET R, FALK:
To=Ti-Tp» L H AT LUAIE RS 2875 SR BN (BME To, HH T, Fom HHTRS ],
Ty Fom A LUIASE T s R e T ()RR 30 25R T AT Too AR RUER, HNHA
E MRS BT M B R

R U, R ARS8 1T R 1E PR E B I (] P B A B A Al 55 8 1Y R 8 —
MRS 8 AR RMPRAE R, WHEET SRS DM TRARK. A5, RE
BEFE O] SR AME BB QAT AT, RAW AT S8 7 s BP RS R A I
B, DA T R A R A R 55 A% T R R

3. 4.4 IR

BEIRE B AR, 00 AR5 88 YT RUTE VR E A (] ) R PN A S AR
4320 “lam alive” BLOBRERE, S5 — @A) T, /5 a0 RABRBCABINA S £
ARG B3T B R, WHATAR S 2817 U0k, HahiEE EIRS 2 1P shhb A0 AR
SRR, AR RN RGRS

HE 1P Mol RIS E RGOBIR AR, RSB SRR —MT
) IP bR, FSRAAMERE Y. BT ERME, B ARSI
—ANERE IP bk 1, 3 B A b4 B BOR B OR B B B X AN S ik B AR
X 5 RS 85 M. FARS 28T AUE I A IR &5 R0 &4 ik 55 43711 =B B
() I ] A 453885 AT AR BRI AS stop.sh A1 start.sh R 5E o

AR AN BT

#bash

su - user -c "application program or someting" /40T JE LN FHAZ S

sleepn /KB JLFD

su — otheruser -c "application program" /¥J#E| H—"NRH LT, $ATNHER

EEMRE BT AREHETRE R A LME, MOEE MRS58 T ST
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VTS BHLAE R G BT RS NA

BRI, EHEEERE, TMEBVTAEULMRS BT ANGHETHAN
HLAE RYE, TRRMSMRESGENEREHZT SELRENARS (1F
BAGHEE), WEREPERTH VTS MHLAE RS IEF THERBPRE. U152
F 3.8 Fiom.

FERABEHR

A

R

PIFHAT

K 3.8 VIR
Fig. 3.8 Switch process

3.5 VIS XM A& RE N sEAR R 47

U LRI ULE Y, VTS XHAE RAE T BExFARS 481 Al R IEAM
NARRFR SRR TREARE, mMBRMAL HIHRE, WEARNKALE (W
Pl¥e. REMEE RS, FEE MM HEIR SR, R 0Bk
RMPLEI BLRIE (LN, CPU. REE. M0, MGKERS) Tk
M. xR FARF B TAPRAHEAT I, WmBRRNRKEFIRAR. NARFHIK
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3% VTS MHLHAE REM it

B, U4 BB I0SE 2 SCHF R AL BRI RGBT Wb b P . B b 7R 77 A —
FHS R B e M BLEFR B A R TERR IE R BR85S TR B & 4
/T, FRRBENTAREUEERZY REFAARGET, EHSSE
VTS L& RLEHIEIT

FRUCA T 5E i BRSO SR, ASCRAXHLRAA R SEIL VTS ML #& RSt
FTRHVEHEEN EEIIRE. KA ZEFT LT ILATIREBERA MR : 08 M
R, MEEgiE, AT, BCER, Wi 3.9,

| mrmes | | momw | | mems || oo | [ st

y

S n— EF' lu\%@

A

B 3.9 JHLRHERRE

Fig. 3.9 The architecture of dual-machine software
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VTS SHLHAE RF AT TS A

L I T e B R 5 R A R A TAE M AR, 45
Bk, BUTHER. REESNEERELHETHREE, RTINS REH
“KIN7, CRHELT “EA” PATIE. Ui T AR X B I R R
RN EOSATRN, TR S MR, VAT DR A0 B
B, WEERMBRIZNARFREE, I ERATOERER, hOEE
Bl 2ARE BB BOR T R LI, 3R MR A S ARITRIR. BUTHE
ST R ARAE L E AR IR A TO ST AR 2, IR,
BRI T B XML& R MR &8 A 101 BT b L Bk, 3
HEME, HRANRE RN
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BEA4E VTS NG RS

EAE VISRHARREMAI RN

—HLK, MRS ERER R R EET T —RIMIRENZER,
RATREMSE RAKI I RE AR fER, WTIHEME T RAEM AT M. HTaim &1+
WitHRBRGEH, ATHFEER VTS L& RN T EHEHTHR. FIH
FHR TR VTS XL & R RIATER T, TR RERI AT SEtE4R
st Ty i
4.1 ATEMHEXER

MRS, VBERARL, EHENTARE N, EMEHE AL
HIEE TEERMEE . KX TREERE - REEHONE. THERRENE
A% b,

AAVEH AT SR . MTTF K ¥ b 2 K 47 8 o] 52 14 1 F6 4

A] %€ [ (Reliability): f8HL3%. FHBRERERZRAENTFHE LR, ENEFMH
THITEAEA, EEFTMERERE, AT ERENEE TIERSHBE,
H ROBR. BEXH: REAE TVHZAEE THEMEET, (T, T} HX/HE
WIE® TERMER. ©R_MENE « BRE, — AR R, ROB.

¥ T b T AE i 18] MTTF(Mean Time To Failures)*?): 7] i% 4 F 8 %
HATRT ), SR E KBNS, RERS, AHAMMEZREMFHIES THE
iR, HER RN R AW ELIRPIRS MR, MTTF KK, B% 5EH A
Mb ™ mBE R, BEXABREZHRU. FHEERE MTTR(Mean Time To
Repair): th 7T 1% 5 F 0Kk AT I (), & ZFEHLABIK AR BB EE. FAT
BERGENEBEEHERE S TERAEFTRAPTFIINE. EaEfl k3R E
Frds T et Ia], LA R 4E40 BT i BB B) . MTTR 40 2040 35 3K 78 B 14 (0 B 1),
BB R R B 8], R R EES M E, SEHEEEHREAEANR
Il . MTTR R Fx— R A] 437, (Serviceability) S8y, gk R 16 E Ry wfa(F
REKEIEH MG S, MTTF A1 MTTR fIXZRME 4.1,
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VTS XHL# & R G AT SEHERT AL 5 N A

Rk
EFIEITR A B 2 bt ] J
PR T b e [ FHE ZatlE
(MTTF) (MTTR)

B 4.1 MTTF i MTTR 7~ EH
Fig. 4.1The map of MTTF and MTTR

WEEE: WEEBENSEE, RARER. NEE. AHEET AR
AL . TSRS, 7EEE AL (A P R B A L, B T A
WEECNREFEREMCHBRARERENSEHAN T INEAS S TENEG R
WESHE, BEHMRR. '

B AT LUK VTS XA & R M AT St € X8 R e EA, X
MAZRGERL N A IR BER M ER ARSI .

HT LA & REREAMKAAR, EINEMRENTREZWE
AR, BT, XA E R SR AT S 2 8 2 AUBE SRR 1F 00 7T 58
PEFI R B AT SR .

W FENTHRGRETE. A%RE. ARG, HEPERX.
BB ERRENEE. BANTEEERET IR LRSS —, H
PRGBS A EE. m— &8 78 M ER W —K¥MME, 5—6
200 MRS A, WS AT E A AR .

AR R I A TR A R N IEAE IR IERRERE L L RERI B Z . Bl
wn, FLEEANAEE A, FRRINR A . Xk b B SR R A AE
Rt b, RS ALERE. RS R AT EEEn. EEEHRT
— MR XGIR T HAIUAERAIERKE, X5 AT R

4.2 Al S HTHEELAGIEER
ERGAMHREOFIAT AT, EEAAANA, SERRMER. WEms
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B4 E VTS MHLAE RS H#MSE

TR Markov BRI A0 AT i, XPURMEEI 4 %6 B IOMEA: 1. A ABEE
PR A RGBT, BT R G R O B A R AR S, L
— R EHER R IX AT, 2, SIAMEERERIE T R BB H LR
KU, (Xt A BEHLIEA RERIF XM RLOR R, HIRAMERE, 3.
WARSHERIE RGN RIS, HRASEIERFEESER, PRI
R TSR T B — L OFFSURRZ, 4. Markov #7U RN E 5 T E R Hig
AR, T RS & Bk R LA R R A B,

1 F VTS THLE & R AR A H B S Markov B2, BT LA S 4% Markov
BERURRS VTS SUHLIE R G AT BT

4.3 Markov &Rl E1% 248

RE G eI % to BT MRAN SRIMEN T, RELERZ] ot ATk
AWM FAE A0 5T TR to Z 7 BT AL HPRS TR M FFHEFR A Markov Bk E B
HAEP, ATLAEAR A RAN KR MERS “E R RERELKN. RS

Markov Y RIBEHLILAZFR A Markov it 72, F O RBRR K

LB L BEALERRX), (ETIEPRAS ), R ¢ BAEE 0 ME,
t<ty<eeeees <t,,n=3, €T,

BA P{X(t)<x,| X(t))=x1, X(t2)=xz, **=+=* » X(tn1)=Xn-1}

= P{X(tn)<Xn| X(tp-1)7%n-1} Xn ER

A )RR A 02 B AU Markov I FEFR A Markov B . 3112 4 {X,=X(n),
n=0,1.2,3+++++} .

Mo iR Hiid Markov 14, X TAEZKIERE n, r M
0=t)<tp<--<t;<m; t;, m, m+n€T; ,

A P{Xmn=Aj| Xt;=Al1,Xt;=Als,**** Xt=Ai, Xn= A }

=P{Xmn=Aj| Xn=A; } HF AE€]

MREMFE Py(m,m+n)= P{Xmm=A; | Xuw=Ai} # Markov #EZERTZ] m &b FHRE

A FAET, 7ERTZ] min HBERE A MEBBE. MR AR RN
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VTS XHLAE RS ST 55 A

Markov FHI #5561 o
Markov R R SR 2 RE T U T HER TR A C8 . HBMEERAT
ik EI=E

iPy(mm+n)=],i=l,?,3,--- @.1)
=

HUEA EREMNE T2 HET 1, EEPSTERAGERY.

LEBME Pym, m)RA5RE 1, j LAURRRIEEE n FRE, HREBHMER
A¥iate. RN BARD/RATRERFRIIEERNFH. R, i2: Pymmin)=
Pij(n),Pi(n)=P{Xmn=A;| Xu=Ai}, EFK K Markov FH n SHBMEIEM, X4 n=1 K,
PiPi(1)=P {Xm1=Aj | Xu=Ai}  — B H BRI

HEU LA, Markov A RIFAR—FHHREFARAEZ B H B A Kb
LS. B FERERFIERE “TERE” RESEBHMENEEB HRRE.
HBPH. BEBERSEXRMSEBIHVIGBNZITR. RIE « HZEFPRERT
T o+ At B ZIFRAS, T I8 U R G0 2K8K o X2 N ] Markov BEAIXY VTS
KL R G v SEME AR U 2 A AR

4.4 VTS M HAZ R G I FIEE

4.4.1 RYEH Markov 132

7E VIS IHAE RGET, REMLHEMER: REE A TE BIEEHLD.
MR%%8 B THE (AE&HD. BHLTIE. IWERNK.

0T B TFH RO TR TR 5 355 AE TR R A RISk R A2 Pl O
W4, 1F Markov BB E X T BTA T RERIH AURAFLRAHB LY, 37 sk
ARA T RGP WAL 0 2037 s AT A A F RS, B Q18T — 75 A BT 1 ik 1
Markov BB E X, REGH F—HBiPREMMAHN ZEPRATL R, WS
LHREERR. REEBRR T H AN MREEB S — MR MEZED,

B AT LA VTS L& RS Markov A, R RE TEREE X FR
Z ) Markov IRAEE, S={0, 1, 2, =, n}, WA 42, HF 3 MRE:
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F4E VTS WHLIAZ RGMI AT 5

RE0: REMMWMEH W AW THEE, TIERERL.

RS 1 ARIDR BN R G 9 S B HAT S — R AR, JF#T T 1k
MR, RSAT BN ABITHIERS.

R 2: RGEATIHURMENE AR

K42 RGREHHE
Fig. 4.2 The transition of system status

RYE MTTF RIS, ATATLUE W, X T4 VTS IHLAE 0 RGr v Stk
EA EEMRME: M MTTF 358&/> MTTR. #1 MTTF ZER¥ N RS M AT HE
t: XN TRAME, LHERNF AU T E XTI RERRE, T CuEE R
RS, BETHEEMNEIMITR), MTARHE RSN E 5.

FREAIZ B X VTS XL A& RS E W T RIR:

(1) RERRMEBIPRE, FERAEXLEHORAZ k.

(2) A% BRI B Dh 2 Bk 18] %of 2R 4 v F B ) s

Q) REHEB A REEARNI AL, HREMA/DWR RN, RalgEREM
TRAHBILRE.

(4) Rk ML G, IRATREM i, A RTINS RGN MR,
— PSRN 107/, BP%/10°hP087,

(5) WRGMRIAE 6 (FEFRHA I T AN AR HR R LA B 14 5 T
MERL I B3 R VPR SETE, —ROR U R SE R ThAR U B Mk 5 i LUE B
K2 80% A4 BAIRA,
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VTS WAL & ZA R AT ST R SN A

B EMEXL BRAREENZ t EEIME, BARKE that HZKPRE

AT LARIE TR 0 A PR G ot BRERANEH: W% that RAKIBE w 4.
w=l-e ', BRI FEHH AR, RERBOER, Hat B,

w=1-¢

“Ast _ At

BRI LA RECREZ E A BRE (XINE 4.2), BEmMT:

v RESH—BRIEEHE REB[/EERE RERE,

Bl: Poo(aty= P{X(t+at) =xof X(t)= xo}=(1- 1at )(1- Aat }=1-2 Aat +o(at)
FTURGLE ot AL TIRE 0 WEBBEER 12241,

v MBREVHRATEE — BN EE X RGN Db,

Bl: P (aty=P{X(t+at) =x;] X(t)= x0}=C} (1- Aat ) Aat =2 Aat +o(at) .

U RF R 0 2IRE 1 MR R 2441,

- MRAVHRA TR — R E] S Z RGBT R B,

Bz Poa(at)y=P{X(t+at) =xa] X(t)=xo}=Aat Aal=o(s1)

BT R G HPR S 0 FPRS 2 REBHEER X 0.

v REERTAMNBTRET, RIEEEY SR mUEE,

Bl: Pyo(aty= P{X(t+at) =xo| X(t)= x1}=(1- Aat )Oat =0at + o(at)

FRUAER SR 1 PR 0 BB MEE G 0ar .

« RERRT 19 SE T RAE KR BT S BEERE R MR, TR
RARRAE RN, _

Bl Py y(at)y= P{X(t+at) =xi| X(0)= x,}=(1- Aat }(1- 8at )=1-(A+ B)at + o(at)

U RGL T ot FRRLETRE 1| EBBEAN1-(1+0)at.

. A RGERYSABTHIRET, EEEBITHY ARk,

Bl: Po(at)= P{X(t+at) =xa] X(t)= x1}=(1-0at ) Aat = Aat + o(at)
FRURGEHRA 1 BIRE 2, HEBHMER ar.

. BITFIFENE RGN MEE TERT BB MTTF &, HRFEFRE 2 W,
ARECSRRHBLETIE, MEABRINESE, KEIEGE TV HIEE [
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F4FE VTS PR RY A M

MTTR. BrUARUAIRE 2 ATERIRE, ARAWEHEHA.
H1 BA b 2347 o] LA13 BI7E Markov BER o (9 5 RS MR P (3% 4.1).

£ 4.1 RY TAPREH BN
Tab. 4.1 The transfer probability matrix of the system working status

TT+AT RE&E0 RE1 K& 2
K& 1-2Aat 224l 0
RET N 1-Aat—6at Aat
K2 0 0 -1

4.4 2 BEIFERIEKE
WRAH PORFRGAERNZ t T RE n IR, Pt+at)RINRLTE t+at Bt
zﬂﬁé?ﬂ[ﬁ?&n IR, Hd o MEER{0, 1, 2yFH—A. FTLAB R 4.
B (t+aty=(1-22a1P (1) + 6P (t)at
B(t+ar) =2AF (H)at +(1-Aar —0an)B(t) 4.2)

P (t+at)= AR ()at + P(1)
T EEE TR, BIE.

K2 =5@ _ 5 4pwy+ora)

P .
JRU+an—R@) _ 24P,(1)~(A+6)E (1) (4.3)

P(1+a1) - By(1)
af

Bat—0 N, HIEHIE XATH T IR T REA.
P\(1)=—-2AP,(t)+OR()

= AR(1)

B ©=2AB(n~(A+8) (1) (4.4)

B(1)=AR(1)
VTS SIS REMVIG M, SRGELT =0 MR ZIN, RO,
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VTS XHL#AE RGHI AT SRR S A

RERERL, REFAT ST EHIE TERS, & Po0)=1, Pi(0)=Px0)=0.
KA TR TR, 18

(€ +A+8)e  (c,+A+0)e™
-6 G—6C

al 90
Py 2k

1

R =

G—¢ ¢—¢

ook, ¢ ~(BA+20)+V A +446
v : 1=
2
c _—(34+20)-V A’ +446
S 2

2

AR VIS IHLIAE R MR E L, REAES IEH IRHR S5 BIR SR 7E S=0
BE 10, FTULRKREREO. 1 KR, TRBIARGHWTERE:

(ce” —c,e)+(3A+ ) — )
GG

R() = B(t)+ B(®) = (4.5)

4.5 REIRGAIEERNSH

4.5.1 MATLAB RRAR #F 1R

it Sk B FEAE, o7 AR MATLAB R THUE ST E, AT
MRS MRS ETIFG . A3 THETHR, SFEE S5, 5—
ANSEIE YR B 75 I AR 5 B ) SR s Bl v S 48t P S MR i £

Fl MATLABG.5 F #ii# 5 75 #2495 48 2% (Differential Equation Editor)>kit 1T H({H
SHT, BAEXEREL T
(1) £ MATLAB Hy@r4 & DA dee @4, [BI%, 7E command windows TFHIA
simulink, ZEHHE O FIEHENER Simulink FAY Sink, EFRAME P
To Workspace El#5 LA Source T #J clock,
(2) & File/New/Model, #2454 untitled & [0, ¥ Differential Equation Editor
1 XY Graph #EA M E 1154
(3) Mii dee % K Differential Equation Editor # 1!/} dee/DEE &EBH N, 7&
Name £ \AEHI ZFR: Markov, 7E “dw/di” RPERIAKIRS, W8 4.3 (FEHH
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5 4 B VTS XKL AR Al SEtE

NS E AR, X BB xR Pot), x@UER Pi(1), “x0” EEPHAYIL
#, “y=" HPHAEHBAEE.

-J) untitled/DEE

: Diff:élt;:ﬂ'lliaf Equétibn Editor - [Fen block syntax)

Name: : i Markov
ﬂo’!hpd’s: ]0
 First order equations, fxul = W

0.00044(1)+0.7°¢(2)
- { 0.0004"x(1)-0.7002"x(2)
| 0.00022)

(=R

L
IS ¥2)

Hel.c;. 1 -Heb-.id. Unc.lo” { | Dme

4.3 BTHE
Fig. 4.3 Model equations

[—

(4) A7 Done [A1%] untilted & I, 7E Differential Equation Editor i ## %73k, #E1T
LEREMABMEM THEST T, WE 4.4
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VTS WHLAE RE M Al SR It 5 N H

[ untitled s

[110 lht ‘hn Suulatum Fgrnt Iools Help

Dﬁﬂé IRR 2 _,rnlxmd ]l@% ﬁtﬁf@

A ¥
Madkov To Wod 1
oS W
Wi
— To WolspaceZ
Q 1 i
Clock
To Wodspace
Ready 100% BEE odedS 4

44 BEHE

Fig. 4.4 Numerical simulation

(5) [E13] dee B, f5i% Simulation T i Simulation Parameters I, k¥t & E{E
BH, TEXHEHER) Solver FrE TP R BT [6], SKEARY%, £ Workspace /O #RZET
i E A 2| MATLAB T )28 . SR /5 164F Simulation H ) Start FLAT
LATT S5 8 5 - 4 workspace [ % 11X 7 xout i AT LA FI3 i #9 Array Editor:
xout @A, AIREREMBIE.

4.5.2 A BHRITL S HH
IR R 0 T, MPERAEANT, BATHAAT, R A S
W, BEEWME 4.2 Fir.
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4T VTS NS RLR W 5

xR 42 THREHER AT
Tab. 4.2 Reliability data sheet A changed
AEt  A1=0.0002 6=0.7 1=0.0001 6=0.7

BT h R(t) R(t)
0 1 1
500 0.9903 0.9926
1000 0.9829 0.9887
2000 0.9613 0.9772
6000 0.9095 0.9389
9000 0.8647 0.9018
12000 0.8406 0.8801
15000 0.8217 0.8583
20000 0.8126 0.8411

£ MATLAB 4% O plot 4 KEH 1=0.0002 =07 (EZ) F
2=0.0001 6=0.7 (S££k) WJEEFRIML, WE 4.5,

0.98
0%
094

052

TR
i

088
08
L

082

08 1 1 1 i 1 i 1 'l 1 J
"8 02 04 06 08 12 14 16 18 2

K
BfEvn. 1t

Bl 4.5 ATEERL iz
Fig. 4.5 The figure of reliability curve

X HBER AN, RGN, BITEEM T, BHERR TR

- 42 -



VTS L& RE TR R SN A

7, BHEFWE 43 xR,

F 43 THREBEROZL
Tab.4.3 reliability data sheet € changed
mElt  6=0.6 A=0.0001 6=0.8 1=0.0001

B h R(t) R(t)
0 1 1
500 0.9903 0.9963
1000 0.9609 0.9881
2000 0.9484 0.9789
6000 0.9079 . 0.9432
9000 0.8901 0.9211

12000 0.8803 0.9016

15000 0.8662 0.8925

20000 0.8518 0.8807

K 4.6 £6=06 1=0.0001 (L) F6o=08 1=0.0001 (5£Zk) TJEEFERIMILE,

- 084t

082+
UB 1 ! 1 f L i M L bl i
0 02 04 08 08 1 12 14 18 18 2 -
o HEm g

B 4.6 FIHEMHHLE
Fig. 4.6 The figure of reliability curve
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FE4E VTS ML E RE MM

M ETEISAT ML E R LS .

(XA ZR 558 (Y TT 5E 12 i o e 1) 3240 T PR AR

QHRANBIERE—NHEN, REMTELEZEE RGN RSN
R T R . B e R R AT SRR SRR R 3 LB A
f&, RYERTAT S AR XL

G)ARLHII R A —NEHN, RGN TS EZHE N R . £
MR, G SEFERER (0] AL T R IR SRR, R R KR, mTSEE
B ) 2240 T T B ROIR B R 2218

FTLLg T {2 RS RETRI AT 52 B, BT 5 A

OB EIFLAL RERTHMEE. OREREMRNE. O RETHK
HEATR BN, DEADBES AR RSB RA, MR RSERE
¥,

i4h, EMAFEGEATY, B K MTTF SFE MTTR 7] LU & XUHL R 4
fITgEtE. BT 432 WM TR, BEFELMEE TIER )] MTTF 4:

MTHegfmgm=£ﬁ@ay¢ym$ (4.6)

_ L«w( (€, +34+60)" (¢, +34+6)e™
-6 =6

)dt
C+3A+0 i
=T e e

cl(cl—cz)

_G +3/1+¢9+c2+3/1+9
qlc—-c,) clc-c)

_ 34+6
c,C,

K, MTTF BIKE S RGEMFERRGIEFEYHEXE . EEEZK MTTF
RWEHELZ, ML RTESEAEEZELW, RS 1A LB % E T
REE. HEBRAPIETIN SR RIEME MTTR (A 5 SN B SR U503 2 1) B2 3E
K MTTF), MTi$e s RE K AT,
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VTS LR RE AT FEHERT S5 M

bk, ELRRAAETTEER VIS XWLE REGH T BENE AR5
MNHERAT, JF AR ES N FEEBREXNAERETENEF
HFE. HTRFETAKKER EHTERE) BA LRREER, ZHERE
MR LR A, RAERERA KM RSSEEFRA. FUAERR
B VTS LA REIFH TIERME ), HR&ERETREE, WU RN
. T FREAH VTS SHLAE RGN, 7T LU FR G b s 75
RAF, i LA E RE LT AR S, WX ERE RGN
SR H B,

4.5. 3 MAZATHEHHER
1. LR RPRYI

MTFFCAAT T LUE B, R8P R A ALK 1 [7) B % 2R 48 % 5 0 N FH AR Pt
ATHL IR AL EE . T ATT A A B R PR K K B T QUL AR R F AR P
fE 2 IC R B E R ESIR D QR RAFF M S 3 RARYE SR A i 5% i) B AL 72
FFBEARKIE ) @SN IR W FEEAT W42 2 AR A R o BITL B R 56 5
@ 5 AP R AR A DU B, XUOBLER AR T i P AL 2

Bk, EXT N FRFRIMEITE, MUK R eIl R r s R AL,
Afext N R AR AT AN . FARBEUNHBEFRSEERN, RE
AR, RTHBRFAEH AR R EHRN THERIEER, SHEHAXMRSR
BB T RE, WETAREEEFERBES, RER XKIFHREN
SRR, FOANMARFTRCA KA TR, BEXWURMT I AT
FIWT, REGHTR] TR RK,
2. LBkAE

VTS ML REHLBOEI A T AR 5 W S REREARA, FHEAY
BEKIE. RERME T HRHOBERE AR (1) AMERE. BRI R TCP/IP KIE
W, Blm: AN, Q) #1574 . EOEFFATFERA RS232 HRLAR
LBERBIHINA REMERE. LBMBRETRNBE, LERNARERSE,
B4 2 —FrOBE I A2, OB R R KR T R tE MR £, W E] BLER
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55 4 B VTS MK R 50

AN AE RER TR R OBRRNAEAE, HROBERSKRK, B
KB ERETEE A, OBRERANBE TR, ZESERUPLH®E R
FHITIHA KT BRE LRI, FEATEERRER.

4.6 VTS WHHE R Gy

4.6.1 [ A2 PRI RO Bt
1E VTS MM RGN R IR G . TARRRE vevth . RO e AR T SE 4
FTEWTA AL B, B AR XUHLIAE R G REN N AR RS AT M, BnR
RGN N HREF O OGIaE Sy, Mgt el LUR & RERI T SEPE. FrLAASC@d oA
FRVAS SCA R I Y BERRARAS M 3B BRHROR AR 8 R G0t B AR AP R RS Bl 22
1. FIRBA kil fEIEHEFE
FAVIIE, HTMEERHERRE, FLEHERSRREI. XBEHBECLET,
BERORBALTI, BRENFEN—SRERYE, WRIHHSRERE, SHE
AYEKERTE, HEEWRSSMIEREBIT. AT SN, BRI EE
FERIBERE, BT LUF T AIXANACK 58
#kill zombie
ps -ef |awk { print $1,$2,$7,$8 }’|
awk ’/[0-9][0-9]:[0-9][0-9]:[1-9][0-9}/{ print $1,$2,$3,$4}" |
awk *!/root/ { print "kill -9" $2}’ > /tmp/ kill_zombie
chmod 777 /tmp/ kill_zombie
/tmp/ kill_zombie

Hie, Amdps -of BHEUFRA, BT EEHESE awk HHATAE . EF—
A awk 1, FREGHEFEMH P FRUID). RS ((PID). #F2 5 H CPU A [8](Time).
UEFEAT 2 (CMD)YANF B 7258 A awk 1, BERILE, EWH
VLREREAT . 7E awk ', [0-9]ULHE 0~9 HFE—NEF, [1-9JULEL 1~9 F4Ef
—NEF, ERABHEADON0 LR - AMEEHEMLMHEE, Hik
[0-9][0-9]:[0-9][0-9]:[1-9][0-9] MM UL AL Time At [a]F B {H, £k & A CPU i a8 10
MR, mBREERSH CPU WM E /N B3R, W08 Mk
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VTS L& R RSN

[0-9][0-9]:[3-9][0-9]:[0-9][0-9]. ZEZE =/ awk #F, FH”!/root/”iL#EH root F /7 A2k
MIERE, FEHEIT Shell B EHIEE, B4 R € M B304 /tmp/kill_zombie. &
ftmp/kill_zombie XM, #REMW kill -9 123 #) Shell 4. &S5, PAT/tmp/
kill zombie RIEHME. H/EH crontab -e HhI—A cron fENk: */3 * * * *
/tmp/kill_zombie
2. HERRE R

RN hRER W R LN A ENRERR EFBTHPRE, A ZER
£ kill BB ERE ALK AT H A H AT RIRAME, WA 4.7, ERBTRE
BEOSEEESEITERE, EMEETRET SO EEIORAPTEICRE K.

1. KA
.

g 2. HESH
& 3. FRGERRE
X _ %
£ [womesn) [(zmma] [sess | | ewses ] 8
& &
- 4 RERE s
i B ]
£ 5. HERRERE ﬁ

6. WERH

K 4.7 REEHEREAE

Fig. 4.7 The statement map of the monitoring status

RN, — BN ARF R RRI X MR I, K2 BHE
W HIEHHEE, HMEENIEEERREERSE NIRRT, R
BRI EIRE, MERARERARAINL RS REIER. XN TRERTHER
W RS, o FEBRRASTER, THZZERP 2 R f it
7 ARES A
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$4F VTS AWRH REH

(1) N HERE BRI
BERMNEBEF —HEREWMER ps @14, 1 ps 2L /proc T4V
) SR LB Jproc SUAH R 40 & —Fh I AL AT P3RS LR SR 1 3 P (process) K IE 15
BHIPS. e/ LA TIRBOZITH#ZHE R . E/proc 1H —E4 51T HX%.
ARSI H RN — MR [d(PID). XH¥, B—METH 2 /proc HEEH —
MHER PID & H B XK. MREEL get_process()FIEB RIS
struct dirent *pdir;
char filename[255];
pd=opendir("/proc");
while((pdir=readdir(pd)!=NULL)){ /& & H 23, HHA
if(pdir->d_ino==0) 1R PR B
continue;
strepy(filename,"/proc/");
strcat(filename,pdir->d_name);
if((fd=open(filename,”r”)!=-1)
monitor_process();// i FI REFE 1 % B £ or something

(2) NAFFRASR R

HIEFPRA—B A LT /LI : D A8 ¥ uninterruptible sleep (usually 10) 1
BME SAMBEAATEAT, #HELALHHEE PR A% RIE/T runnable (on run
queue) IEfEBITERAEIZITAS R ESRF; S M sleeping IRHRYF, ZFH, FEHEHFEA
ZHME R EEZEES: TELE traced or stopped BFEU %] SIGSTOP, SIGSTP,
SIGTIN, SIGTOU {55 J5#¥1ti&1T; Z fB%E a defunct ("zombie") process HF2 = 4¢
ik, EBREHRFFAE. ZRBIEIT RN AL M /proc XM, BHAEBAZ—4
XA, B ERGZ SO, SRABIEREARE, FEHMANALE. HXEH
monitor_process()f) & SN T -
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VTS XWLIAE R AR TSRS N

. printf(" %d\n " ,ppid);
char *filename = (char *)malloc(100);
sprintf(filename, "/proc/%d/status ",ppid);
FILE *pFile;
char *line=null;
char *add;
int pronum; /* 3 2 B S N HHFRIT 5%/
- pFile = fopen (filename, "r" );
if (pFile == null){ /*¥T JF SO 7 BSh*/
printf(" %s\n ", "config file is not exist!\n ");
return -1 ;
}
int linenum =0 ;
char* tmp;
while ((add = fgets(&line, 100, pFile))!= null &&linenum < n ){
linenum ++ ;
strtok(line, "\t" ); /5> E|F1F &
tmp = strtok(NULL, "......" ); /M RREH FE R R RIEL tmp
if (linenum==pronum & &((strcmp(tmp, "S")==0)||(strcmp(tmp,"R")==0))){
SR R T R IEHRA, 7 WA R AL E
I IS, RS
} .
else send message();//or kill_process()i FAH % ek B Ab 2
(3) kill BUE J3 N FH 7%
. fELinux RAETHER M EFEEOME Linx 2 — NS ESMOEERS,
R4 LRFERNZEITEZ N R kil AROXEHEFRERINFEFEH, BER
PRI B 4 BO AT (BT B, BT R O R I £ R HIX SRR, e flRes R
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B 4T VTS ANLIRL RG] SEME

AP RRS AR E FE T Linux A2 NS B TEEFTA MES LR S E RS
TR, FEAMAEHAE, TR, WEHEREARERNH#ELD, FHA
#E2MEHHTR. 54 Linux A% Windows S EB KRS, TEHBEE, £
SRy PR AR L B 1) A A 7T AR G PR 4 FR SEHRAX . AH 0K B B Kill_process(RI R 73
(ST

if (kill(ppid,SIGKILL) == 0 ){
fd = fork();//HIWT R G RIR T F it f2
if (fd == 0 ){
execl(const char *path,const char *arg,null);
IEATHERFIHME R TS H
}
else /*R7RIFIR[A[*/

(4) HERIEIE

Bt (05 BRA IR UK AR A B e BE Bk
WAERRFEEFR N, %R AR A K2 25 (Write Only)f9@HE: 2)X
PLR ISR B £ B LIURBE DR FERRPEHAX FER, R R
R B KR HiE(Read Only)/EME: 3)Hik B MIGHIEE R4 i 08 RS
ITAHN AL EE . A5 BRI 3L send_message()HI8 A3 a0 F

#define MAX BUF_SIZE 1024

static char buff MAX_BUF _SIZE] = {......}; * X B HX*/
int mes;

int size; ¥ M KAZ B S EH*/

mes = send(size, buf, strlen(buf), 0); /* [1] X 5 N ELHE*/
while(.....// % B EH &) {
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VTS WHLAR RG] EEF RSN

if (mess == -1) {

pintf("send message failed");/* {5 BEIE AT, KiEKM*/

return -1;
}
else

mes += send(size, buf, MAX_BUF_SIZE, 0);
3

setbuf(stdout,buf); /*#EZE X L5 FARIZE*/
fflush(stdout); /*EFREHX*/ -

R A PR R T LA A B A 3 f 3 (P14, R crontab 30— AMENLR
RERFPTHES. B ERFTRESE — MM, FXORAZBZTIELSH
MRSEEE, WRSHAKZ, SEBVBRMNEESAIEE. BE1ES T MME
RIE, NREHTEETER, SRE T —ENRE.
4. 6. 2 10 TG B4 S

$iﬁﬁﬁmﬁ%ﬂﬁ£%ﬂmﬁ#ﬁﬁ*¢ﬁ5,%ﬁz%%ﬁﬂ%%ﬁ
WEKMER, WE 48, EEREAST SR S 8 0 BAE R AW 7 BPRES, B
ESRAE b 50— Fh BRI B 77 K

FAFRIR » HEER
y : -
o » TEUE ID | YR ID B ID | R ID
WERE | | VHERE | |RIERE|  [BERE

El48 TEER

Fig. 4.8 Information of node

SR PIACBE 7T 2 R S e T P4 5 R R BRI (B SR B, AT LU
i AR T SR BT SRR, ATTER S O BRI B3R, AT RN B D) e ol gk
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B 4E VTS WHLIS R 5

GALERTIH, WHE 4.9,

EE33
TCP/IP £l s TH m
ER
A
ﬁ %A 2 b
£ 5t B4
m L]

RS232 Har il

Kl 4.9 5 inr.CoBke i 77 =
Fig. 4.9 The increase way of Heartbeat detection

FIFA PN S BRI A B 5 o (45 A0 B AT AC e, ISR
REMHENNGE S, ATSFREGTEROEN. 54, EREEGHTFERE
T, FRE MTTR, 328000 H & 2 G0 T 58 1t 7 T bRt i bty 0 D 4 fe
B4 R BN R4S 88 A IR (), X REH R B R B OB AR (O
BEARD BRE. ESERT, LB REERE, WERRIREE, &
BRI F M. ER ORI E RPN, RAEL
BRI R4 MTTR e, (FXRERGEM M AR EE K. R LB E
S EMEBRENN, BHIRSBOWNSENS. KB LUIERN RS VTS
XL RGBT IS BRIE AL, 30 B LA D B SOk Y B B I
LES
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VTS WM& REM AT MBI RS NA

E5EFE VIS WHAZRRFERNA

BRLx VIS XHL#AE REEHIrkit, LURRA Markov TRAllEX RGEHIAT
FEHBATHR, SN TRWARTREENER, AMRHSHNTR. 2EER
AR R VTS AL # & RG R A SCIMEE SRS, HETHRHOMK. 85
B R IIE RS AT RR .

5.1 VIS WH AR RZEE
RIEEER VTS REH S ERMALN Markov BRI 4R, &L
3 ARG HEH R AR FTERT T S22 E. RENT:

5. 1.1 EHEE

fiF {4 e B K FI K9 & Dell PowerEdge 2950 Systems 22 R8I 6, RS- 2581
AAEWEATR, WEBNE: WUk, Dell BAETR—F: Hir. 2%
M&ETH. REPHNE—NDREEHBHER. NF. CPU. ER. MFEEELX
AU, MEPHER. AFE. CPU. . MEHTEISFAES, FMEOKH
EMEEH, EAMD CIHENAY BERTRECENTZHEERE. 400
ﬂ%%@#ﬁﬁw,ﬂumﬁﬁﬁﬁﬁﬁﬁﬁyMﬁﬂﬂ%%ﬂmméﬁﬁmﬂ
.

Fi# % X F B Dell PowerVault MD3000, ‘& /2 2836 AN ST AR TU AR BES )
iR &, KA RAIDS BAME, HEhmaEmmizt, R4 THEIRF7EN
TURVIE .. HHERREFMBMERNEE, KARETRAENRMNEEE. A
iR &k B RAIDS BAZEEFESIRMEM £ IR IR UAE, XTEOIRAF ok T 1REF /Y
BESTE. T EHM SIS, XA R S ARG E R, T Mg
ELE. MEREB/EDRE L A—AThEER T, EWE ERBNMET SRK
sk, ZRANMAEL. BEYAHERESF LS, BELRFHERMEE. [
B AR 55 38 BE A M AL P IR A , — L H 0 o M 3 B R R L R AR R E
AVBIEIEZ —
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%5 E VTS BHLHE RLRINH

5.1. 2 B &

AFEIHAE RFEEXAEHAEN AR K L., EE=FFCE
3R T SR BRI RT LU 2 VTS BALA& R E SRR F ERR L)L,
B [ P B A R BRI — AR A . R B AR R XL S R T 4 R
T VTS RGAF IS E XA . FOMnRETRE, WEETEERE: e
M BUREANRERS, T REMASEKRE, ACERRESEXH
il

AL VTS XL & REIE T BRI /FH Red Hat Enterprise Linux AS 4 #/F &
Y 2:354%, JDK; TomcatS.5; PostgreSQL; =ANFhM IP sthhik Fnps 4~ iy W 1P sk,
EAENSL, BEINAEZRSESESEBHE MM IP. — AR IP (FER.OBEED
PARENA, VTS SRS RGEXINEH A B 1P ik fEH42; DR& AR
HERNARESFEITHFENRODS. SMEREELEWES.1.

Linux AS 4 PostgreSQL ]
JDK Dell PowerEdge 2950 ——ﬁ)ua]-machine Softwarel
Tomcat 5.5 VTSDB |

Dell PowerVault % SWITCH
MD3000 p | PRI
Linux AS 4 A PostgreSQL |
JDK Dell PowerEdge 2950 §———| Dual-machine Software |
Tomcat 5.5 VTSDB ]
B 5.1 VTS A& RERE

“Fig. 5.1 VTS dual-machine hot standby system setting
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VTS Wb E R R AT RIS N

5.2 VTS MHLAZ ARG HIEPE I

5.2 1 MERGE

AXFTE%N, Linux REMBRITEHELAFREMTEMS. 55 Linux K
BAREKEERSE, BTHRAEEKE, SWTEFE. Ty REULBIKHR
SZEARMHAERERLURT S, FEEBRRANLE. HHRFEHRSHXA
Red Hat Enterprise Linux Advanced Server 4, 4N Kemel 2.4.21. RERAKH)
AL AR KADUERTT RSB[R EMK P BHFWLRS.L. K52

x51 REHRER
Tab. 5.1 The table of system partition

Hx B NG
fusr ext3 - 15000
/tmp ext3 10000
/var ext3 10000
/home ext3 10000
swap 8200
/ ext3 all
#52 MEfilER
Tab. 5.2 The table of network setting
Node A Node B
opengsyon | RTETE R ey
Node Name misnormal misredundant
Etho0 172.16.199.57 172.16.199.58
Subnet Mask 255.255.255.224 255.255.255.224
Ethol 192.168.0.2 192.168.0.3
Subnet Mask 255.255.0.0 255.255.0.0
Gateway 172.16.199.33 172.16.199.33
DNS 202.118.80.2 202.118.80.2

IR RF LG, AT LA R P il (A SCPE A9 2 Windows XP) FfH SSH
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F5 5% VTS WM& RS R A

BEFIRS L, HBMERMKMA (Linux A EERIRESEATEEMER
AT, Gn/tmp.

R T R BHAE RENZL, ENTEEEXE, RERUENNARS
AERPITTIR R AFET I A 8EE, — S mish S S8ut &L
Vi, TR RS ENE L F MR E S, MM REEIERS .

A CHIFEFURE FRATIN VTS RYTHIBER SO, 7847 X BT A IR 5 88 S L
MEFWMAE R MITE UL T, ARS8 Linux 3/E REHEE, £, A “fdisk
17 SATLAE FIRESURE, FIRHE B 2T X, #HamREWR 5.3,

K53 WHRPEIIETIXE
Tab. 5.3 The table of Disk array partition

2 & K ID X RGHTY
sdbl  REFIEUE 1~33079 83 ext3
sdb2  WHLERAT: 33079 ~ 35568 83 ext3 (AJiEF)

TN 55 88 5 WAL P SRR FLARE R A S5 M FLAF AL AT -

I BRESLARFEEX EHEHRS RESE;

~ REAECEERAE, RS FEAT AT LIRAARSAAERKHBLE;
RGVIBIT RIS, ~FEIUIET [ A 205 30s;

VMBS REXT R RE PP, E R B R B e R

5 REMER, FABNRETHIES . EHEREAMS A METIRT K.
ﬁ%%MW%ﬁﬁ%ﬂﬂ%%ﬂ@ﬂmﬁﬁ%%&,ﬁﬁﬁ?%%ﬁﬁ@ﬁ%?
g,

F5h BHLS#E IR TR R AR REEOR, LA M8 ol T
NRTERF B S M S B AL SR EN, FNbFIE i eBEretEN
HEE PRI, S TAENL B SE i & WL AN, ABASE P 5 A I e
FiUA S EHIEAF SRR, HTRXMTREATERERERFL, FHit VTS
AL A& R MRS R REELLRERRFEEWEHRE

S W N
s
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VTS XHLAE RG R AT St A 5 M A

5. 22 AR%KRE
1. WEB lR&EE
VTS REHIZITHEL JDK 1 Tomcat, Z¥Z 8, X #%FIH SSH #

jdk-6u7-linux-i586.bin 1 apache-tomcat-5.5.20.tar.gz 7 Hl 1% /usr/java/ LI F0
fust/local/ LT, Hi &k Fl/ust/java/LFK FRALL T @4

chmod a+x jdk-6u7-linux-i586.bin 5 B304 HIAL R

Jjdk-6u7-linux-i586.bin $ATIICMH, FFef%dE
R VI gmiEas, REFRETE, %LU etc/profile

export JAVA_HOME=/usr/java/jdk1.6.0_07

export PATH=$JAVA_HOME/bin:$PATH
export CLASSPATH=.:$JAVA_HOME/lib/tools.jar:3JAVA_HOME/lib/dt.jar

B & SEH IR & 5 0T LUFI A java —version SRR 2 HECE &I .
FHE, Frasom Bl ust/local XK FHEALL T4
tar zvxf apache-tomcat-5.5.20.tar.gz //FZE4EEMEE
mv apache-tomcat-5.5.20.tar.gz tomcat  //58 2 3L I () 2 F5
rm apache-tomcat-5.5.20.tar.gz
JRBIARS A A
fust/local/tomcat/bin/startup.sh  //F 3K /5 5 Tomcat {14
KRS AR
/ust/local/tomcat/bin/shutdown.sh /3R 4% 1k Tomcat #) 4
L HEHT Tomceat Ft Al LU TT A LT R VTS RGN FHFEF A0+ AL war £, £ & 3
webapps H3K
2. PostgreSQL
VTS REERA R PostgreSQL ¥R, ER MM B XRBEERS, A
ARG E REHI A TR, R X &5HEET —HR DBMS REMMEHK
WEIRFEE. PostgreSQL R BB A&RM, JFHMAHENRBETTUNREG. ELH%
PostgreSQL Z #if, 7E % F i F SSH ¥ postgresql-8.3.5.tar.gz L {£F/usr/local/ 3L
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5 E VTS ML & RGN H

T, EREH RSN, EHEH AT Linux R4 B MR SE TS RRE,
W T

for i in ‘rpm -aq | grep postgre’;do rpm -e --nodeps $i;done
SRIGHEZLAT P IR %2 4% postgresql-8.3.5:

1) userdel postgres IR 2 ai R P AR, BmETH
2) groupdel postgresql HERF, HREHEE

3) groupadd postgresql

4) useradd —g postgresql postgres

5) passwd postgres //%i )\“postgres”.

6) cd /usr/local

7) tar xvfz postgresql-8.3.5.tar.gz /R IR4E LA

8) cd postgresql-8.3.5

9) ./configure

10) gmake 1A R R AE 3 L7 B RO I ]

11) gmake install ~ /BE— T BB ELEHAIES

BEILU T PR LR E

1) mkdir /SYPIM/scsi

2) vi~postgres/.bash_profile /LA HIF AN BIECE X
PGLIB=/usr/local/pgsql/lib  //BLE PostgreSQL HIHER &
PGDATA=/SYPIM/scsi/data
PATH=$PATH:/usr/local/pgsql/bin
MANPATH=$MANPATH:/usr/locai/pgsql/man
export PGLIB PGDATA PATH MANPATH /&5 &4 %

3) mount /dev/sdbl /SYPIM/scsi /BT

4) c¢d /SYPIM/scsi

5) mkdir data

6) chown postgres.postgresql /SYPIM/scsi/data

7) su - postgres
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VTS XUHLA& RG] SEHERT A S5 A

8) initdb -D /SYPIM/scsi/data —W % A\ “postgres”
9) cd /SYPIM/scsi/data
FIA vi %3888 F ¥ postgresql.conf F1 pg hba.conf #NAECE M, 7

postgresql.conf B3t listen_addresses="*’ ¥4 5 —1T#5 L HBH*, HKZLAE(fTH
BEERATLALE 1], 4RJEE pg_hba.conf SEALLT A&

host all all 127.0.0.1 255.255.255.255 mdS /B VMAKA. Hhhk%%

host all all 172.16.199.33 255.255.255.224 md5
BEIRS (ARZVI1#H 3] postgres I/ T)

postmaster -D /SYPIM/scsi/data > logfile 2>&1 &
KIEARS (RT1R L2 V1# 3] postgres P )

pg_ctl -D /SYPIM/data stop -ms /35 B B IR H 5 % 1

pg_ctl -D /SYPIM/data stop -mf /A% HIR H H < M
3. FTP fR%%

ALE FTP RESNERARENBERLATHE N SYTAR FIARY, HA SR

B RBHE U xt B R KX FTP L, VTS RALK XN UAGFR TN, K
JEBRBITUE k. FERRMARHE AL E M SRR RA . BEMIZLT
HBRRIAT

1) useradd sytar

2) passwd sytar /41 \“sytar”

3) cd~sytar

4) mkdir expected

5) mkdir events /B X%

6) vi/etc/vsftpd.user_list

7) add lines /%1 root

8) vietc/vstipd.conf /& AR E I

9) EHLITHA

anonymous_enable=NO

local_enable=YES
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5 B VTS AR % RGN

userlist_files=/etc/vsftpd/user list_local

userlist_enable=YES

5.2. 3 WHEEE

VTS Rl #& BRI HUE T F I SHUBR AR H o R s . &
BN 0T, WFEFIH SSH 4§ ZHIR S0 B 5 BIIR % 23 H0BE R . LA root
PEMBRERS, RBLERFRRR, ZRKMF, HIEELS Windows F—
Rz s, XRABER. 2FER)E, B3I et/ THET Cluster X
%, AT startmanager.sh. 7EFRH BN H AT P)IZ IR E R FHHERE. W
MBS IREE, AR 2, AR 1 BERSL: visdb; VTS LK RER
IRECE RN SN 5.2,

RAID5
W™ IP heartbeat A 1P
192.168.0.2 connection 192.168.0.3
MR TP RS232 4MF TP
172.16.199.57 172.16.199.58
Server A Server B
misnormal Virtual misredundant
Y Server IP .
172.16.199.60
misserver
Intranet Link Intranet Link
y
SWITCH

Internet l

B 5.2 WHLIAE REIRIM K
Fig. 5.2 The topology map of dual-machine hot standby system

LBk 1P AR IP, B 192.168.0.2. 192.168.0.3; T.{E IP K4+ 1P, A
172.16.199.57. 172.16.199.58; Virtual IP Al IP, BN ELTHE —AERL IP,
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VTS MHLHE RA T EHHA LN A

XHIAE 172.16.199.60; NetMask AREHL IP #7F MRS, IHE 255.255.255.224;
BERUR S BEAR B XS E KRR MAC #ik, BiERkREFALRE %,
TR EREG MmN E R BIGE . [ i KM IP £ EH A, &
DL EADE XA ERLIP, JEH AR, SOVIERER P MBI EH
M o BRI IP AT CAMER P #907 R A2 R BE R D) m, T BiEaTEL
—ERE L RERGN 2.

7 “Process List” TRV IURE THATIRFH BRI E#HELR, &
BEAHRE, EARIT, XBEEE “java;” F PostgreSQL HIEFEFTH HI#REH .
RE—NHEER"G R,

FEEBHEFEMA Volume EINFH “volume list” HE N A HEH X
“/dev/sdbl”. ET SBYERI R “Test Volume” HIHE R XML R R RER
F4rX “/dev/sdb2”.

£ “Switch Rule” &I HEF I HAMEE G eI/ EY)/ R # S, X
HE#E “Fall over” (FREMM). &N BB T A

Fall over (F8E M. $&Hs € FIKFHATRIERIVIH, W 5.3, EWAXK
ARG, WAKSSHA A, B, WRARBIREWVIHRIKTFR A, B, HAERK
HAETH AR, UAREHE, A¥AIITIHRITAB, TR ANKEER
G, RGAcmEY#H, HITWABREWE.

Y

EH &4 EH &

B 5.3 fRERNREE
Fig. 5.3 The map of fall over

Fall back (RTIEIYD): & 4 ) YIS T SR AT A9 °T A AR 55 28 1 b1t S L1,
WRIEERDIHRIRTFR A, B, RIEHAETA A B3, 35 A RAEMERN, %R
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PIZTT R B, MR A HRERKEIEER, RN A3)VIHEFE A, B
ZEENKAAARKET .

Balanced load (FiZ39%7): MR H XM XIWE&BEIHNTHIREN. &R
¥ Az MEN RS BOOE, BRELHRSHEVZIREDCHRSS. 0F
HERSRTHE A, B, HHEMNERE 1. 2, VRSN TAEB XA, 1. 2¥ET
HAREIT, 3TWABHRRE, REASBIEE-AREYVHRIETNTEAB, A B
MR N REESET.

NEANIRS ST AR MBEARER, XEREN TERITVIHN B3 BEE I
REMNABREEFY). £ “Start Name” TUAE J5 3 MIHATXHF2%Z, X8
HE W] 2 /home/start.sh; 7E “Stop Name” FUHEFILFNAIHIT XHELKE, KB
345 /home/stop.sh; JAZIFZ LA N RINE 5.4,

£54 HEAR
Tab. 5.4 Script content

A LR A A E

#bash

su - postgres -c "postmaster -D /SYPIM/scsi/data > logfile 2>&1 &"
sleep 2

su - root -¢ "/usr/local/tomcat/bin/startup.sh &"

sleep 2

su - root -¢ "/usr/src/programl/monitor _begin.sh &"
#bash

su - root -¢ "/usr/src/programl/monitor _end.sh &"

sleep 2

su - root -¢ "/usr/local/tomcat/bin/shutdown.sh &"

sleep 2

su - postgres -¢ "pg_ctl -D /SYPIM/scsi/data stop -mf &"

start.sh

stop.sh

ALEFERSS, W LUE M Configuration Complete & HFIRAFE #F synchronizing
configuration to every node B4k, RFHFLEFH MW A L. BEIHKELZ
EARERARS, WUEEAASHERTEHINAEEEHE. LRITREE
K1) CManager, ZEHRFIXHME RN AP EENFTEHEARERE EHH
root MKk F* & HS) 16 £ FE/CARIR KR, AR AAREDERENT SRS, AR
PRAEH NI T3 EFE[Start Cluster Service] W, RzFEE T A FHE SR,
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VTS WHLAE R AT RSN

18 IE ML 4 AR 45 (3R FE R J8 3 XL A& R 55 B AR E B A — B
FELRFHEAET, A& EHBITRME 5.4 Fiw, HipHEn A
FEEENAEX IP Hubk. FREHELLEMXSE.

LDC-DN Verd.0

prewe Imml Log thew |

Mods £hins

R T TR

Local Stk meamdwdant Troe Towe

B 5.4 RGBT
Fig. 5.4 System operating

5.3 VTS WA A& RS AKX

VTS ML & RE LG BxTH M ThRe R AT 17 P 0. R Th
Bt S B R RGeS BRIB AT AR P AT A R A B b A B AT A0 Y,
XA 75 338 % U A \ 1% (Fault Injection). SIRXUHLE REER T fE KA R I
WS AT BB VIR, HXEHATRERT T

AT WRADBLAERERI TR, AAREE — S REZTH SR LR R
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%5 VTS AHHE AL

KBRS R GEXT & Fob w b 2 75 e 8 HEAT ME AR B R 0 R B B AR 45 18 A
BADHAE RGN A RS IR R0 a3 FREA e, REH KRN,
RS B ERIEAT L, T EIRR T AT RILAEE I HERR L LA
ERFEWBEFENE B Sl AFFRENREIRESEWREN T, Hit
VA K5 # 044 T M RUPL & R R BT A R AT SR PR AR

TE VTS ML & RGiHh, SRERmA mRe . —HR IR 453837 M E B M
M, BRS28TT s BB R TR T . R THIR S HEAT 0TI, 0 SR AT i
B U R 4% F P i BE D) 4 B & WL DA BCE OUR HARR & 35 . R, MLl&
T HURR S b TAENLR R AR bt s 55 —Fi & IR 4588 15 2 2 [R] FR AR FLASE 0
—EMREBR N A —EN R REETOBEREELRERE S -G RERY
A, DU BIRE 77 AR 45 8595 L0015 B9 R AR 38

B bk A SC B R0 3 Ay A R A AN T TR AT
1. BEAFHBE AR

R SR T 43 A AR % B . DO BRER R . FEZIME R = AN 7 T £ AT IR
() m&asikE. EYMMEDNER. BE. CPU. RESMEIYTTIIRZEHH
— B IRE BB LIEWE 5 — & REJ[IOOBE BNTS B REEE . IRn ¥ ik
EAIEHXHAMAEIE S XA, WMIEEFWHAR. MKGET % E& RS F0%
FETIR]: & HLIR R ENLERL, R & 0 AR & 28 F 8 XU IR IE# KB, W
A 3 AR 55 2% BB T 1AL ) 21 A R R s W B R e B i) o (2) BRI . dRBE AR
Bkek, BOENIL. WAL RGO PR MR Y R Y & RSB R
EHRE RN LBk . (3) FRFIESME. ki SAS £, XA RKIRN; Xi
PEFME IR, MR R
2 BRA IR R

X TR SO R 43 g N P FRIT R . B R . R R GMBE = AN
TR (1) MR RE. £ VIS X & ARG, W hest xRS
AR5 HI R R RS AT MR % . U BRI RAEMIER, RESRE S AHEARE,
PATAHCHI B, DERSHT IR, WRERS: YREHBRESRYE, &
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VTS WL & RG] SE R 515 N A

GO I EEENNRS: SNRARFRAERES, REVBH;F EFISHENA
BiF. U NARFYEERR TR A: Okl #IEHE, kil #—MYA
R OnlE—METRMNAERE. MXRENA N TERENE & RS F[IR
Ao R EEFETBAKR RN A, (2) BIRESE. X THEESRE, it
THANIRTE: OBSHREEEXA; OBEEELREFIEER Kl #, 88 F
E RS SRE EHE VB CZIIRMN . 3) BERGKE. MRRIERERE
WS RN ARSI E R, RN RERERBEEBERGEIZI,

s 4 R 55 28 2 T IE H VI AHE R YD B e 18]
BRI A L R IR 5.5:

# 5.5 TEAFHERR R
Tab. 5.5 Test table of hardware failure

AR 5 WEARE EREES
1 ERFH/IEFE R EF#, BFEFEE: #E 19s
PP P EMRFBAEER X IEH %, MR EFEE; HE 23s
) 3 % AR 55 IE 7 KA B2k, HFE) 8s
4 B FH AR 55 JEIE # KL BRI HPE, BEE 10s
B 5 R O ROBRER I 24k, BEE) 9s
s 6 R A P LB F BBk, BYA) 8s
BRI RENSHEFER SAS & IER VIR, MSLEHEZE: HE17s
) 8 KA BB HE 1 HL U Ak, RFERK

BRI S R AWK 5.6

#* 5.6 WAFHpENRE
Tab. 5.6 Test table of software failure

AR e WEARE WAL T
RAFERL 9 2 ALBRAF R BRI E# %, RS ERER: BM 21s
sk 10 FORELE XM RO, TR R BEE; B 20
' 11 Kill SMOREARSCHER  EROME RAEREE. WA 22

12 Kill ElREE ERIH, R E P, B 23s

w13 Kill # JAVA 72 IEHYI%, MRS LHEEE: HE 19s
MRBFERR 10 ki1l Tomcat 0HERE LRI, PR ICHIEE, B 22
15 EMUSRH MBS E#Y, RS ER S, #HE 29s
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%5 E VTS A& RFENINH

BEidE 5.5. K 5.6 KA R AT LIS H I F ISR X T RAVEARI&F
W R GRS AT HER RIS, T RERS X B Rh MR SRR R Y . RGEMIY)IR
IR 7ERARE B EZMTEE A, CHEA FXE THEFRME T IHHPFRMK
B R,

5. 4 BB /5 AT EEHERY EEER

I RGMEAF Gartner Group LAK H W SMPIAR KT B R A, N A#ER
R AR K 24 15 B B 1 8% 25 BT, Sk I ot B A BRI B T R
S OIEE T AR . X BN TE TR AR, S R MR
IRET 10%. FHRECHIGRA TSR LR, W% 5.7

F 5.7 AT EW SRR R
Tab. 5.7 Reliability data sheet of before and after improvement
RfEt 6=09 A=0.0001 6=0.8 1=0.0001

47 h R(1) R(t)
0 1 1
500 0.9968 0.9963
1000 0.9906 0.9881
2000 0.9845 0.9789
6000 0.9602 0.9432
9000 0.9407 0.9211
12000 0.9214 0.9016
15000 0.9107 0.8925
20000 0.9039 0.8807

£ MATLAB K4 % O H@ I plot iy 4 k486 dudt J5 1=0.0001 6=0.9 (5££%)
FIEEE Ay 1=0.0001 0=0.8 (FELE) AIFEEMIMIZ, WA S.5.
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VTS XHL#& RE AT AT RS A

B 5.5 ATEERE thek
Fig. 5.5 The figure of reliability curve

B R TS AT R A, ATLUE, X VTS WA R
G HIBATRRLA R 2*10% /N B RS, TSRS ELRHERT S 0.0232, BI 2 AME S A
2% SR LA, FET RN, TTER TR R S
A FRE. TR, SRR, TSR S AR,

A, HEKCSERTRRMEBET, FARMEHE, & VTS REHH
AT RN 24 S AR AL T (R T WOl PO 340 R A6 T A0SR AR £
EALHTHAE REM ARG BT E, TR, THAEEESER VTS H
BT R
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F6E RESRE

6.1 TIERZ

AL E REH § CE BB EEF RERGIAE S, ¥
CAERIT. EREBEFR VIS REMNE S HIERSHE, FEFFEENERMMT
o ASCHERHLHA & R FIN P8 T LR 9 TAE:
I BHUASASCER N4l A T WA R A, ERN4ET RAID
M PSR R, ASCIE R B 6 FTiARAT i) RAIDS BAHLFE 3SR SC B4
RS FEHTIRHASEMERRLI TR b, EE T IWAE I RER R,
2. VTS SUHLIAE RN A HT . USRI VTS RASTLR T A i
D, AXGEHTIWMAZERENRITHFR, BERETREN. TEER, &4
FHBEREIT DR TERBER TS, R ER, 200 T RA LR
I RE .
3. VTS XHL#A& RGHITEEMEN R . KH Markov TRIIERT VTS XUHL# & R4
AL T AN R SR, SRR MR E LT A S, Bl ATk
FERR N EZXH N SES RETTREN TN, HIRE VTS IWAERE AT EHEN
SRRSO T IR, EAT T WAL EEEEMEMLE, EdmA
Wi AR AR A I ThRE RIS I — & L BhEE RS SR B0 VTS XML& R G IR
E, BMREREN .
4. VTS XML& R RN S5TR . BAFAMAHET VIS XHLHE REME
BERLIARE, BMEIEERIWSIER, HAWTHXNMANREE. &
5 MO E N R B ST AT T AR GR35It B S 40T Sk R
6.2 T—zI1E

2% 30E X A& R R R IR FEAT TRRF RIS HT, R B L& R K
BEUHEEESLEGTZNAN—MER, EXIAMERELHILR, BIPUENYR
BSWS BT, URKMAARBRENRETEE. AL RLNLH
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VTS YWHL % RS A ST R 5 N A

WRIALE ARG, i FHEANEEGR, ATPREE—ENTE,
EEAUTFHA T ERATA:

B, ALY AN “TRYRE”. VIS HLHE R 2 LIS R 2
B, ERRAEEETE BN TFEARENRSRETHE. RSN
EBNAKXY, FHEREFL.

B, AT RFL. A RGHIEH Markov BB % 52 i 4 188 0 AR,
HMIE B SO (T B4 — 5 O AR L . T DAZE SR B4 1 Markov it FE T L%
BEFZHBHEIRETIL, T E MR OHEIIAE RENREESE . 5
sb, A % SR AR T I0UE, T LKA Markov MR 55 B A SR
RIS MR, ESFAmRkgisiELEmE s,

B2, BRI T RS S ARBIE R SN TRAREHEIE, MEAX
BB —E NS EER, HAEEEEZNFEABAIX SR, LB
EHBRAE.
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