
摘 要

Web服务是一个崭新的分布式计算模型，它的出现解决了企业之

间及企业内部异构系统之间的互操作和互通信的问题。事务则是一种

保证应用一致可靠的有效机制。Web服务松偶合的特点使得Web服

务事务尤为重要。Web服务事务，尤其是组合服务事务对服务质量

(QoS)和服务计算的一致性和可靠性起着重要作用。

本文针对组合服务事务的长事务特点，提出了一个基于域的组合

服务事务嵌套模型(SBET)，通过对组合服务事务进行进一步的事务

划分，将组合服务平坦的事务模型扩展为嵌套的事务模型，使得事务

撤销时，可以选择性的回退到某一个一致点，以保证事务的语义一致

性。为了保证服务质量，在SBET的基础上提出一个支持QoS约束

的组合服务事务恢复算法。该算法能将补偿的范围控制在底层的域

内，减少补偿代价，保证服务质量在用户可接受的范围内接近最优，

同时保证事务的语义原子性。为了提高组合服务的并发度并保证并发

的正确性，提出一个基于冲突概率的组合服务事务并发控制算法。该

算法充分考虑了组合服务事务中的各种并发情况，引入语义单元、冲

突类锁和临界区的概念来保证事务调度的语义可串行性，同时通过调

度的优先级规则来避免死锁。最后，针对当前组合服务执行引擎大都

缺乏对组合服务事务的有力支持，设计了一个支持组合服务事务的原

型系统(TCWS)。该系统基于WS—Transaction规范，在协调各成员

服务的事务行为的同时，还提供了错误恢复和并发控制的功能。

本文主要在组合服务事务模型、错误恢复、并发控制及支持事务

的组合服务原型系统等方面进行研究，为组合服务事务的研究提供了

新的思路和方法。
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ABSTRACT

Web service iS a new distributed computing model，which solves

problems of inter-collaboration and inter-communication between

heterogeneous systems from di fferent enterprises or one enterprise．
Transaction iS an efficient mechanism to insure consistency and reliability

of the application．Web service transaction is especially importance for

the characteristic of relaxed coupling．Web service transaction，especially

composite service transaction plays an important role in quality of service

(QoS)and consistency and reliability for service computing．

Composite service transaction is long transaction，SO this paper

presents a scope based embedded transaction model of composite service

(SBET)，which is extended from flat model of composite service

transaction through further transaction partition．When transaction is

cancelled，users Can rollback to a certain consistent point selectively to

insure semantic consistency．In order to guarantee QoS，a transaction

recover algorithm supporting QoS restriction is presented，based on

SBET of composite service．The algorithm can keep the area of

compensation in a bottom scope，reduce the cost of compensmion，insure

QoS approaching to the best when transaction recovering，and can also

insure semantic atomic of transaction．In order to enhance concurrency

and insure correctness，a concurrency control algorithm of composite
service transaction based on probability of conflict is presented．With

fully considering of each concurrency control circumstance，the algorithm

introduces the concept of semantic unit，lock on conflict class and critical

section to guarantee semantic serializability of transaction scheduling，

and avoids dead locking by priority rule of scheduling．At last，a

prototype of composite service system supporting transaction named

TCWS is designed，which solves the problem that mostly existing

products or prototypes for composite service executing lack transaction

supporting．The prototype is based on WS—Transaction specification．
Besides coordinating transactional behavior of member services．it also

provides functions of error recovery and concurrency contr01．



Our research on transaction model of composite service，error

recovery,concurrency control and composite service prototype system

supporting transaction provides a new idea and a new approach for

research on composite service transaction．

KEY WORDS composite service，composite service transaction，error

recovery,concurrency control，quality of service
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1．1引言

1．1．1研究背景

第一章绪论

上世纪末到本世纪初，Web服务迅速发展起来。Web服务是自包涵自描述性的、

独立的、模块化的应用程序，具有分布、异构、自治、松耦合、以及运行时间长和不

可预见性等特点。它能有效地集成Intemet上的业务过程和应用程序。Web服务涉及

到的最基本的技术规范包括：Web服务描述语言WSDLIll、统一描述、发现和集成

UDDll21以及简单对象访问协议SOAPl31。由于Wreb服务建立于SOAP协议之上，基

于XML的SOAP消息在HTTP协议上传输，能很好地穿越防火墙，从而使电子事务

的过程可以跨越各个系统。同时使用XML进行消息传递，也使信息和数据能在异构

系统间传递，并使不同系统间的协同工作成为可能【41。Web服务技术应用的日益广泛

使W．eb服务成为Intemet网络环境中资源封装的标准【5l。

随着电子商务的不断发展以及跨组织应用的日益复杂，单个Web服务己无法满

足复杂业务的需求，同时，运行在不同平台之上的Web服务可能是以不同的方式创

建、用不同程序语言实现、由不同供应商提供的，因此需要根据特定的应用背景和需

求将多个具有不同业务功能的Web服务按照一定的业务流程逻辑组合起来，构建复

杂的服务满足业务需求【51，这就是组合服务。组合服务是通过将现有的Web服务聚合

起来按照一定的次序工作而提供的一个新的增值服务【6】，其中现有的Web服务称为它

的成员服务。组合服务为复杂的Web应用提供了有效的解决方案，它提高了Web服

务组件的可重用性和利用率，使得企业应用集成变得越来越容易。总的来说，Web

服务可以划分为两种，基本服务和组合服务。基本服务即原子服务，不能再分离出其

他服务，其功能单一，往往不能满足终端应用的需求；组合服务则是由基本服务组合

而成，通过组合可以得到新的复杂的能满足终端应用需求的Web服务。

为了满足建立在资源动态变化之上业务日益复杂的商务应用的需求，Web服务有

效地利用现有的Web数据集成、数据过滤、服务组合等技术，以进行Web上分散资

源的集成，并在其中应用访问控制、事务机制，以保证服务响应的可靠性以及服务组

件的协同工作【『71，这些技术构成了Web服务的核心支撑技术，也是Web服务领域研

究的热点。在Web服务的组合和协调工作中，首先需要保证服务执行的质量和可靠

性，这是Web服务的质量控制问题；其次需要保证服务执行中的安全性，这是Web

服务的访问控制问题【『71。这两个问题都是Web服务，尤其是组合服务所面临的重要课

题。
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1．1．2问题的提出

W-eb服务提供的是相互独立的网络平台上应用的连接和信息的集成，在这样的分

布式环境中，Web应用需要相互协同工作并保持一致，以得到可靠的结果和输出17J，

我们可以借用事务机制来实现。事务机制是W．eb服务能否投入商业应用的关键技术之

一。作为容错系统故障，提高系统可靠性的有效手段，事务机制被应用到wreb服务中，

为w曲服务执行结果的正确性、一致性提供保障。应用于W曲服务中的事务称为Web

服务事务。

相对于基本服务，组合服务出错的可能性更大，可能的情况有：①成员服务失

败；②网络环境故障；③组合服务运行平台出错【8】。同时组合服务的业务过程由来

自于不同业务领域的业务任务组成，而这些业务域是松散耦合的，它们位置分散，且

各自有运行平台【9】。因此组合服务需要事务机制来进行错误恢复、协调管理不同业务

域的交互合作以及对多个成员服务的输出状态或结果进行处理，以保证组合服务的正

确性与可靠性，这种事务称为组合服务事务。组合服务事务并不严格遵循ACID属性。

由于组合服务所处的松散耦合环境和长时间运行的特点，传统的锁技术不再适用，组

合服务事务需要放松事务的ACID属性，并通过补偿事务来保证这种放松的属性。本

文将重点对组合服务的事务性进行研究探讨，文中的Web服务事务主要指的是组合

服务事务。

1．1．3研究的目的与意义

由于单个Web服务功能单一，Web服务只有组合起来才能实现功能强大的增值

服务，但是组合服务的真正价值会受到其可靠性的影响。不同的Web服务组合，由

于涉及不同领域、不同组织、不同平台，而且各服务均是自治独立的，加上网络等因

素，错误发生的几率很大，所以事务必然成为服务必不可少的一部分，组合服务需要

事务处理来保证结果的一致可靠性。

随着人们对组合服务质量要求的提高，组合服务事务变得越来越重要。组合服务

事务机制的使用不仅能保证服务质量，还能在一定程度上提高服务质量。例如组合服

务事务的并发控制能提高服务效率和系统吞吐量，缩短服务请求的响应时间，并保证

服务在并发过程中的正确性。而错误恢复则能为服务事务的一致性提供保证，使得服

务事务在错误发生时，也能正确恢复。因此，本文希望通过组合服务事务的研究，提

供一些新的思路来保证并提高服务质量。

1．2 Web服务的事务性研究现状

Web服务中的事务处理通常是对高级事务处理技术的扩展。工业界注重的是Web

服务事务规范和协议的标准化，并且提出多种Web服务事务相关规范；学术界的相
．2一
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关研究工作则主要来源于事务性过程、Web服务组合的事务性等研究领域。

1．2．1 Web服务事务处理相关工业规范

常见的Web服务事务规范包括BTP(Business Transaction Protoc01)【loJ、

WS．T／WS．C(Web Services Transaction／Web ServiceS Coordination)[]1-13】、WS．CAF

(Web Services Composite Application Framework)[14-16】等。

BTP规范是由OASIS组织在2002年针对Web应用提出的一个基于XML的事务

支持协议，用于协调多个有自主行为的参与者。它支持两种扩展事务，即原子事务和

内聚事务。WS．T脚S—C是IBM、Microsoft、BEA等在2002年8月发布的基于XML、
SOAP、WSDL等Web服务标准的规范。它定义有两种事务类型，原子事务和业务活

动，同时它定义了一个可扩展的协调框架。该框架提供三种协调服务：激活服务、注

册服务、协议服务，以支持原子事务和业务活动。WS．CAF则是Arjuna、Fujitsu、IONA、

Oracle等公司于2003年7月发布的。此规范定义了三种事务类型，ACID事务、长时

间活动和业务流程。这三种规范都是工业界提出的，在第二章将做详细介绍。

这些规范由不同的厂商提出，具有相似性，同时又存在着竞争，不利于Web服

务的发展。2007年5月8日，国际标准组织OASIS宣布WS．Transaction(Web Service

Transaction)1．1版为最高等级的OASIS标准。这对Web服务和SOA未来的发展至

关重要，它为开发人员提供了构造可靠分布式程序所需的框架。

1．2．2 Web服务事务处理的学术研究现状

学术界主要从事务模型、并发控制以及错误恢复等方面对Web服务的事务性进

行研究。

l、Web服务事务模型

W曲服务事务是松散耦合的，是跨企业的，具有不可预知性和运行时间长的特点。

而传统的事务模型都是ACID事务，不能满足Web服务事务的需求。因此必须针对

Web服务的环境特点，在高级事务模型的基础上做扩展。

文献【17】提出一种基于尝试保持和补偿机制的组合服务事务管理模型，同时提出

了一种组合服务的多维协商模型。尝试保持能使得用户获取最新数据，能减少cancel

的情况。在多个客户对同一个资源尝试保持时，一旦某个客户真正得到这个资源，其

他客户就会被通知保持失效。文献【18】提出一种基于代理技术的事务处理模型，这种

模型能够同时协调Web服务环境下的短事务和长事务，具有自动可靠的故障恢复机

制。模型的核心部件是代理，代理主要负责创建事务(子事务)和协调器(参与者)，

生成补偿事务，同时负责超时检测。该模型能协调两种事务，原子事务和聚合事务。

补偿事务能有效地撤销事务产生的影响。
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为了能更有效可靠的组合服务，部分文献使用嵌套的事务模型框架【19,20l。其中文

献『19】提出的事务框架聚集了不同的事务行为和事务语义，具有一定的通用性，同时

该文提出一系列事务有效性和正确性的保证规则，并使用ATS(Accepted Termination

States)作为保证规则中的关键元素。

组合服务在执行前需要静态建模，部分研究者则考虑在组合服务建模时加入Web

服务的事务属性，即在应用开发的早期就融入事务属性，如文献[2l】和[22】。文献【2l】

中将组合服务的建模分为四层，结构模型(Structural Model)、工作流模型(Workflow

Model)、安全模型(Security Model)以及事务模型(Transaction Model)。其中事

务模型位于顶层。在事务模型中采用UML建模，并采用了WS．Transaction规范中的

原子事务和业务活动以区分ACID事务和长事务，在支持事务补偿的同时，还可以指

定服务质量。

2、W-eb服务事务的错误恢复

在Web服务环境中，存在很多可预知的或者不可预知的因素，会导致Web服务

的失败。在这种情况下，Web服务事务需要一种有效的错误恢复机制来处理，保证

Web服务事务的一致性结果。研究者们纷纷提出各种错误恢复算法。总得来说错误恢

复算法可以划分为两种【231，向前恢复16,8,241和向后恢复125。2引。前者往往是根据应用需

求，依赖于异常处理机制，将事务状态迁移到一种可以接受的状态；后者则可以有多

种策略去实现，如补偿、重试、替换等等。

向前恢复的算法基本上都采用ATS来描述事务的一致性，即事务所有可能的终

止状态都被事先定义好，事务执行的终止状态只有满足ATS才能保证事务的一致性。

文献【6】提出一种构建可靠组合服务的方法，以保证组合服务事务放宽的原子性，该

文通过Web服务间的事务依赖关系来得到组合服务的事务流，事务流执行的终止状

态只有满足ATS才能保证事务的一致性。文献【8】提出一种基于事务模型的向前恢复

的方法，该文将CA Action(Coordinated Atomic Action)这一概念应用到Web服务事

务，从而提出WSCA(Web Service Composition Action)。它将成员服务事务与组合

服务事务分离，即对于组合服务来讲，其成员服务只是外部资源，同时它为每一个参

与者指定了异常时应采取的行为。

分布式事务主要使用向后恢复的方法来保证事务完全或者部分的满足ACID属

性【291。W曲服务事务也不例外。虽然一些Wreb服务协议在提供事务管理功能时，采

用补偿机制来进行错误恢复，然而用于这些模型和协议中的补偿机制是固定的，不能

满足不同应用的需求。所以文献【25】针对业务流程提出一种多补偿机制以保证错误恢

复，即一个业务活动可以定制多个补偿操作，当发生异常时，可以根据异常的情况选

择合适的补偿操作，从而提高了补偿的灵活性，更能满足业务的需求。文献【26】则根

据终端用户需求以及业务规则建立补偿依赖关系，该文中定义了三种补偿依赖

(requirement、exclusive、hint)，协调器则根据这些依赖关系，以及由参与者传回来
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的条件值做补偿的决定。

文献[30]贝JJ将向前恢复和向后恢复结合起来，充分发挥了这两种算法的优点。该

文中向前恢复部分主要采用了ATS来放宽事务的原子性。而在向后恢复部分则采用

域的形式来编制Web服务，域中的异常是可以捕获处理的，其异常处理主要基于四

种策略：skip，retry，alternate，replace。

3、W曲服务事务的并发控制

并发控制是事务的关键技术之一，它可以保证多个事务正确有效的并发执行，以

提高系统的吞吐量、效率和响应时间。人们通常采取可串行化作为事务并发执行正确

的判断准则，即事务的并发执行当且仅当其执行结果与这些事务按某一次序串行执行

时的结果相同时，才是正确的。

短事务的并发控制常采用两段提交协议，然而这对长事务并不适用，因此一些高

级事务模型中提出一种check out／check in的并发控制机制【311。文[32]贝JJ提出一种名为

Jenova的并发控制机制，该机制建立于嵌套事务和允许控制的基础上。其核心是允许

控制(Admission Contr01)，即一个服务在调度执行前，先检查资源是否足够，只有

在资源足够的情况下，才能调度执行，同时更新资源。对于运行时间长的服务，该机

制采取资源锁的策略。文[331贝JJ结合了当前的Web服务事务协议和规范，基于服务提

供者提供的依赖关系图，利用事务依赖管理器，对Web服务事务进行并发控制。文

中扩展了WS．Transaction，使其具备并发控制的功能。文[34]贝JJ在现有两段提交协议

的基础上，提出一种基于优先级调度机制的优先提交协议(Priority Commit Protoc01)，

该协议考虑了消息的延迟问题，延迟消息的优先级别会降低，从而保证实时事务能得

到及时的处理。

4、Wreb服务事务的调度和优化

除了并发控制和错误恢复，事务流程的调度和优化也是Web服务事务监控执行

中的关键技术。Web服务事务的调度包括对Web服务事务的执行顺序的检测、验证

和优化。其中检测和验证是为了分析Web服务执行顺序流中是否存在不可达节点以

及是否存在死锁和活锁，而优化是对W曲服务执行和调度顺序进行改进，使优化后

的执行效果等同于优化前，而性能得到提古【”】。

Web服务组合的优化更着重于流程，通过分析并改进业务流程，以最大化流程内

部的并行度。例如，文【36]提出了一种分析算法，基于程序依赖图(Program Dependence

Graph)将组合的W曲服务进行代码分离，并重新生成符合原来语义的程序图和新代

码，将W曲服务组合并行化。文【37】提出了一种Wreb服务组合的行为分析(Behavioral

Analysis)算法，通过检查w曲服务组合的各个状态，分析各服务调用以及执行步骤

的静态依赖关系，将服务调用并行化，减少网络通信开销，从而提高Web服务组合

的性能。

对于Web服务，当有多个服务请求时会存在一个服务请求队列。Web服务事务
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流的处理多采用尽力而为(Best Effort)的服务模型，即单队列、先到先服务(First Come

First Service，FCFS)的服务模型，当等待队列满时，采用尾部丢掉的方法【38】。但是

这种方法在Web服务的事务处理中显得粗糙，它对服务类型不加区分、对服务请求

不分轻重缓急统一处理，造成处理效率不高、服务质量不好。为了区分服务请求，最

常用的是优先调度机爿]1j[39,40]，在这种机制下，不同类型的服务请求被赋予不同的优先

级，优先级决定了服务请求的调度顺序。有研究者提出基于服务质量(Quality of

Service，QoS)的优先级调度，例如文献【4l】和[42】，其中文【42】通过服务请求者的

QoS要求，如服务价格、响应时间等来对服务请求划分优先级。该文提出的QoS管

理调度既支持静态调度，也支持动态调度。静态调度时优先级值从三个层次级别考虑，

即应用层优先级别、设备层优先级别、客户层优先级别；动态调度则通过配置来实现，

动态调度组件对于系统管理员是透明的，一旦配置好，则自动执行。

1．3研究内容

Web服务环境需要事务处理机制所提供的协调行为，以保证一致可靠的结果。

本课题研究的是组合服务的事务性，具体研究内容有：

1、组合服务事务模型。组合服务所处的松散耦合环境要求其事务进一步放松

ACID属性，对高级事务模型进行扩展，以保证语义上的ACID属性。同时为了提高

组合服务事务处理的灵活性和可靠性，必须对组合服务事务进行进一步的事务划分，

将平坦的组合服务事务模型扩展为嵌套的事务模型。

2、组合服务事务的并发控制研究。组合服务事务的并发包括来自同一种组合服

务的事务实例并发和来自不同种组合服务的事务实例并发。组合服务事务的并发控制

对于保证服务执行的正确性、提高服务效率以及服务质量都是很重要的。因此需要对

组合服务事务的并发控制进行研究，以提出一个有效的组合服务事务并发控制算法。

3、组合服务事务的错误恢复研究。由于Web服务自身的特点，传统的回滚机制

不再适用，补偿机制变得至关重要。同时错误的发生，会影响服务质量，因此QoS

也是恢复中要考虑的一个重要因素。因此需要从这两点出发，对组合服务的事务恢复

进行研究。

4、原型系统的设计。目前虽然出现了多种的组合服务执行引擎，如IBM的

BPWS4J[43】等等。但是大都缺乏对组合服务事务的强有力支持。因此支持组合服务事

务的原型系统也是本文的研究内容之一。

1．4本文组织结构

本文共分六个章节，各章节内容如下：

第一章介绍Web服务事务研究的背景，分析了Web服务事务的当前研究现状，
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指出了研究的意义和目的，并在此基础上提出了本文的研究内容。

第二章介绍了事务处理技术的相关概念，并对Web服务事务的相关规范做了分

析和比较。同时还介绍了服务组合语言BPEL，并对BPEL语言进行了事务支持扩展。

最后提出了一个基于域的组合服务事务模型SBET。

第三章结合组合服务事务模型SBET，在组合服务事务恢复的过程中引入QoS，

提出了一个支持QoS约束的组合服务事务恢复算法，并对其进行正确性分析以及模

拟实验验证。

第四章提出了一个冲突概率模型，并在此基础上结合乐观并发控制与悲观并发控

制提出一个基于冲突概率的混合并发控制算法。同时对该算法进行了可串行性分析和

死锁分析。

第五章主要在前面的基础上，基于开源项目ActiveBPEL，设计了一个遵循

WS．BPEL规范的支持组合服务事务的原型系统TCWS，重点在组合服务事务管理系

统TMSS以及其各关键部件的设计。

第六章对本文的工作进行总结，并指出本文工作的不足及以后研究的重点。
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2．1事务处理技术

第二章Web服务事务及其模型

事务处理概念诞生于20世纪70年代初，最早源于数据库管理系统。事务处理技

术对数据库管理系统(Database Management System，DBMS)的真正成熟和实用化，

以及顺利进入市场起到了关键作用【291。事务最早是在商务运作的应用程序中用于保护

集中式数据库中的数据。后来，事务的概念逐渐扩展到分布式计算这一更广泛的领域

中。今天，事务己经成为一个重要的编程范例，是构建可靠的分布式应用程序的关键。

2．1．I传统事务及其属性

事务是构成一个逻辑工作单元的操作集合f291，它是保证共享数据的并发访问和失

效恢复的关键。并发控制和错误恢复是事务的核心技术Ⅲ】。为确保数据库中数据的一

致性，由离散的数据操作组成的事务具有逻辑完整性，只有这些操作全部完成时，数

据的一致性才能得以保持；任何一个操作失败，都视整个事务失败，事务应该回滚到

初始状态。

事务是用户定义的一个数据库操作序列，这些操作要么全做要么全不做，是一个

不可分割的原子单位。它主要有以下四个属性，原子性(Atomicity)、一致性

(Consistency)、隔离性(Isolation)和持久性(Durability)，简称为ACID属性，其

具体含义如下：

1、原子性：事务中所有的操作是不可分割的，要么全做要么全不做，即如果事

务成功，则所有操作都发生；如果不成功，则所有操作都不发生。

2、一致性：事务执行的结果必须是使数据库从一个一致性状态变迁到另一个一

致性状态，没有其它中间状态的存在。这意味着只有在应用程序完成的时候才进行有

效状态的转变，从而使所有的数据都保持一致性。

3、隔离性：一个事务的执行不能被其他事务干扰，即在事务成功完成之前，其

内部的操作及使用的数据对其它并发事务是隔离的，各项操作的结果都不能被外界共

享。隔离性是事务可并发执行的保证。

4、持久性：一个事务一旦提交，它对数据库中数据的改变就是永久性的，工作

的结果将会持久化保存起来，即使以后系统发生故障，也能保持或者恢复。

在数据库系统中，事务的正确性由DBMS予以保证。DBMS一般通过恢复协议

保证事务的原子性和一致性，通过并发控制协议保证事务的隔离性，通过提交协议保

证事务的持久性。
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2．1．2高级事务模型

学者们已经提出多种事务模型，其中扁平事务模型是所有事务模型中最简单的一

种，其事务性应用控制只有一层。扁平事务模型能保证事务的ACID属性，适用于短

事务和较为简单的应用。但在面对长事务时，扁平事务模型不能满足需求。长事务不

能通过简单的回滚来保证一致性，因为这会导致时间和资源的浪费。于是人们对扁平

事务模型进行扩展，适当调整并放松事务的ACID要求，提出多种高级事务模型，主

要有嵌套事务模型、Sagas模型、分支／汇合事务模型、F1exible事务模型等等。

1、嵌套事务模型145J

嵌套事务模型允许子事务的包含关系，父子事务之间形成树形结构。子事务可以

是嵌套的，也可以是扁平的，但是处在叶子节点的子事务一定是扁平的。子事务只能

在父事务开始后才能开始，而且只有父事务提交时，子事务的提交才能生效。父事务

回滚则其子事务全部回滚。分层结构提高了事务模块化程度，允许更细粒度的恢复和
更高的并发度。

2、Sagas模型【46l

Sagas模型的关键概念是补偿事务，它容许将长事务划分为多个子事务。每一个

子事务都对应一个补偿事务，用于取消失败时子事务产生的影响。SagaS是由预先定

义好执行顺序的子事务集合T和对应的补偿子事务集合CT组成。一旦某个子事务t

失败，系统将通过逆序执行补偿子事务以撤销t和t之前提交的所有子事务产生的影
响。

3、分支／汇合事务模型【47】

分支／汇合事务模型采用动态重构技术，对活动的各个并发事务进行动态的修改。

在执行中，一个事务可以分支为两个独立或者相互依赖的事务，然后可以将这两个事

务合并成一个事务。通过动态重构执行中的事务，可解决多个用户的合作问题，提高
事务的并发度和吞吐率。

4、Flexible事务模型【48J

Flexible事务模型是一种适用于多数据库系统的事务模型。一个Flexible事务由

多个子事务组成。根据子事务的恢复特性，可将其分为可补偿的、可重试的和Pivot

三种。该模型通过指明各子事务间的依赖关系来支持对事务执行的柔性控制，其关键

是提供备用执行路径。如果主子事务被撤销，那么提交备用子事务并希望它成功执行
以完成指定的任务。

2．1．3 Web服务的事务性

Web服务不能只使用独立于其他服务或者组件的事务，这种事务不能离开其所依

赖的Web服务进入另～个w曲服务。因此，Web服务需要一种能在服务间流动的事
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务来保证应用的一致性结果。这就需要在传统事务模型的基础上，吸取高级事务模型

的做法，放松ACID属性，以适应Web服务环境。例如，Web服务事务多采用高级

事务模型中的补偿技术，而且允许部分参与者工作失败而整个事务继续运行。在Web

服务集成和交互过程中，Web服务事务能协调各服务，并对其输出结果进行处理。

相对于传统事务，Web服务事务主要有以下特点：

1、Web服务涉及到商务处理，加上网络延迟和与用户的交互，往往运行时间长，

使得传统的锁定资源的策略不再适用，取而代之Web服务事务采用补偿技术来保证

一致性。

2、Web服务事务的参与者分布于Intemet上，一般来自于不同的组织和部门，

而且各参与者有着自治的特点，协调起来比较困难。

3、Web服务事务比传统事务更松散更灵活，放松了事务ACID属性中的原子性，

Web服务的商业逻辑往往允许部分参与者工作的失败不取消整个事务的运行。

4、Web服务事务处于完全开放的环境下，可能会遇到更多的故障问题，如网络

通讯中断、网络阻塞延迟、系统节点崩溃等等。Web服务事务需要有能力对各种故障

做出及时的处理和恢复。

5、Web服务事务对于服务质量和计算的可靠性起着重要的作用【71。

2．2 Web服务事务相关规范的分析与比较

由于开始没有一个统一标准的Web服务事务规范，业界各组织企业纷纷提出自

己的Web服务事务规范。目前已经出现的Web服务事务规范包括BTPll01、

WS．T／WS．C11¨31、WS．CAFtl禾16】等。

2．2．1 Web服务事务规范WS-Transact i on OAS I S标准

WS．T，WS．C最早是由IBM、Microsoft、BEA等在2002年8月发布的事务规范，

它基于XML、SOAP、WSDL等Web服务标准，跟Web服务紧密绑定，是针对Web

服务提出的。之后，经过了多次修改，于2005年8月形成WS．Transaction 1．0版本。

国际标准化组织OASIS则在1．0版的基础上，于2007年4月发布WS．Transaction 1．1

版本。WS．Transaction最终成为web服务事务统一的标准规范。

WS．Transaction OASIS标准由3个子规范组成：WS．CoordinationIl3】、

WS．AtomicTransaction[¨】及WS．BusinessActivityIl2】。该规范能使现存的业务流程、工

作流以及其他应用系统隐藏其私有协议，并在异构环境内运行。

规范中定义了两种事务类型：原子事务和业务活动。其中原子事务是为了兼容遗

留的需要ACID属性的应用系统而设计的。原子事务假设事务是短事务，它具有严格

的ACID属性，其操作要么全部发生，要么一个也不发生。而业务活动则是针对长事
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务设计的，Web服务上的操作表现为松散的工作单元，也即任务。任务的结果在整个

活动完成之前就可以被其他事务共享。同时它采用补偿机制来实现错误恢复，补偿的

语义是每个事务参与者会撤消它在对话期间已经执行完的操作。原子事务并不是业务

活动的一个特例。

针对这两种事务类型，该规范大致提供了两种协调协议：①原子事务协议。主

要用于处理短期存在的活动，要求事务作用域内所有工作全部完成，也就是说，活动

如果成功了，则所有任务都已执行，如果不成功，则未执行任何任务。只有当成功完

成时，活动的结果才对其他事务可见。②业务活动协议。主要用于处理运行时间长

的业务活动。由于业务活动可能需要长时间才能完成，为了使其他用户能在最短的延

迟内访问该活动所占用的资源，必须在整个活动完成之前将任务的结果释放。鉴于此，

规范引入了故障处理机制和补偿处理机制，以保证在出错时能将业务活动恢复到语义

一致性状态。

WS—Coordination子规范提供了一个可扩展的协调框架，使应用程序能够创建协

调上下文。同时它支持以下服务：激活服务、注册服务和协调服务，其中激活服务主

要用于开始一个新的事务并指定该事务可以使用的协调协议；注册服务提供注册操作

以保证Web服务通过注册以参与协调；协调服务则通过所选择的协调协议控制己注

册Web服务的事务行为以完成活动的处理。

2．2．2其他规范

为了解决Wreb应用中来自不同组织的参与方之间在商务上的协调合作问题，

oASIS组织在2002年提出了BTP规范，它是松耦合领域中业务到业务的事务规范，

是第一次跨行业的尝试，目的是为了制订一个用于B2B事务的XML标准，允许多

个xml消息以&的方式混合传递。BTP规范既适用于Web服务，还适用于其它任何

长时间运行的事务。它定义了两种类型的事务：①原子型(Atom)事务，具有原子

性，即事务中的操作要么全部执行，要么全部不执行。②内聚型(Cohesion)事务，

放宽了原子性的要求。一个中心协调者负责检查每个事务参与者的状态，即使某些参

与者提交失败，该协调者仍然可以决定让其他参与者提交。同时该规范扩展了传统的

两阶段协议，在两个阶段协议中插入业务逻辑决策。这就意味着需要用户显示的驱动

这两个阶段，而且“准备”成为了服务业务逻辑的一部分。但是该规范有一个缺陷，

它基于一个假定：两阶段协议是适合于所有用例的。

WS．CAF规范是由Arjuna、Fujitsu、IONA、Oracle等公司于2003年7月共同定

制发布的。它是一种开放的、灵活的和轻型的规范，该规范由三个子规范组成：Web

服务上下文WS．CTX(Web Service Context)115l，Web服务协调框架WS．CF(Web

Service Coordination Framework)[1 6J和w曲服务事务管理WS．TXM(Web Service

Transaction Management)[24】。其中WS．CTX负责上下文Context的管理，与任务相
．11．
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关的所有Web服务可以就共同的结果共享Context和交换信息。该子规范已于2007

年4月成为OASIS标准，它为Web服务的边界划定及相互协作提供了标准的、可互

操作的方法，能保证多个Web服务在复杂的执行环境中运行如同在单一连续的环境

中运行。WS—CF定义了一个名为coordinator的软件级代理，提供对事件机制的支持，

同时定义了协调服务参与者的角色和职责、Web服务环境中的消息映射。WS．TXM

则定义三种类型的事务：①ACID事务，即传统的ACID事务。②长时间活动LRA

(Long Running Action)，不具有ACID属性，但仍然具有原子性。③业务流程BP

(Business Process)，复杂的业务处理。同时定义了三个与事务类型对应的事务协调

协议，这些协议能够插入协调框架以实现事务管理器、长期运行补偿、和异步业务流

程之间的互操作。同时WS．TXM支持多种业务模式。

2．2．3 Web服务事务规范的比较

BTP支持参与者的自治，这成为BTP可用于Web服务的有利证据。然而BTP

不是专f-J11]于Web服务的事务处理协议，其目的是也能用于其他的环境中，因此BTP

定义了事务性的XML协议，而且必须指定所有的服务依赖【491。但是BTP的一个协

议就可以适用于所有用例的观念不能得到普遍接受。

WS．CAF的LRA和WS．BA相似，两者都采用补偿机制。但LRA的参与者注册

是在其工作完成时才进行，而且事务结果需要所有参与者参与协调。WS．BA则允许

单个参与者补偿，而不涉及整个事务结果的协调。ACID事务和WS．AT事务都必须

是短事务，具有ACID属性，处于紧密耦合环境中。但是WS．CAF的失败恢复语义

跟协调器所支持的协议紧密结合，不由规范统管，这会导致错误恢复比较困难。

WS．Transaction的优点在于协调框架和事务类型的分开，具有良好的可扩展性。

另外，它定义了两种事务类型，一方面，WS．AT可以处理传统的ACID事务，这使

得Web服务和传统系统之间的互操作不会因为事务类型不一致而受到影响。另一方

面，WS．BA的使用给了Web服务提供者很大的发挥空间，它们可以根据Web服务

自身的特点提供个性化的补偿机制。

2．3 Web服务组合语言BPEL的事务扩展

2．3．1 BPEL概述

组合服务可以用业务流程来描述。业务流程由一系列逻辑相关的任务组成，通过

这些任务的执行能得到预先定义好的业务输出口Ol。BPEL(Business ProcessExecution

Language)[501作为业务过程描述语言，它基于XML和Web服务技术，融合了早期

IBM的WSFL(Web Services Flow Language)及微软的XLang规范的很多特点。2007

年4月，WS．BPEL 2．0版于被宣布成为OASIS标准。至此，BPEL已经成为被广泛支
．12．



硕士学位论文 第二章Web服务事务及其模型

持的最成熟的技术。WS．BPEL基于Web服务标准，可以用于指定一组Web服务操

作的可能执行顺序及其相互依赖关系，以保证业务流程能完成特定功能。它将业务流

程中涉及到的公众的方面和内部私有的方面进行分离，既可适用于描述业务交互的可

执行流程，也可用于描述公众可见的抽象流程。抽象流程主要进行描述性工作并且允

许多种使用案例。

WS．BPEL通过标准化以及广泛协作形成了SOA的基础标准。通过它可以组合、

编制和协调Web服务，可将多个Web服务组合到一个业务流程中，从而得到更加

强大的Web服务——组合服务。同时BPEL提供错误处理和补偿机制，补偿成为业

务逻辑的一部分。然而它并没有包含与主流商业事务规范WS．Transaction相兼容的编

程结构，即BPEL并没有对WS．Transaction提供支搏”】。

2．3．2 BPEL的事务支持扩展

BPEL所描述的业务流程支持事务有两种情况：流程所调用的Web服务作为事务

参与者；业务流程本身封装成Web服务，作为其他组合服务的事务参与者。BPEL

主要通过作用域(scope)来实现错误处理和补偿，作用域可以嵌套，它具有事务的

某些功能特性，但是作用域不等同于事务。虽然BPEL可以通过调用参与者提供的

execute操作或者cancel等操作来达到最终的结果(confirm或者cancel)，但是这些

对事务的支持还不够。为了保证组合服务一致可靠的运行结果，本文参考文献【52】，

对BPEL进行扩展，使之支持WS．Transaction事务协议。

在业务流程中，活动是能执行一定功能的元素，它可能只是简单的发送或者接收

信息，也可能执行复杂的业务功能【201。在BPEL中，即使控制结构也用活动表示。因

此，为了满足事务需要，根据文献[20】以及WS—BusinessActivity，本文在BPEL中引

入任务这一新元素。每一个任务包含且只包含一个invoke活动，同时可以包含其他

的例如assign、copy之类的活动。

1、任务的定义

任务是能完成一定业务功能的基本元素，应该具有的属性有：任务名，功能。示

例如下：

<task name=”bookHotel”funtion=”bookHotel”／>

<invoke partnerLink=”partnerLinkl”⋯⋯／>

<／task>

2、候选服务绑定

在BPEL中，Web服务被称作伙伴，而服务操作则通过伙伴连接来绑定。为了引

进候选服务，需要对partnerLink元素进行扩展，使之与任务绑定。用task属性表示

．13．
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该伙伴连接对应的任务。示例如下：

<partnerLink name=”bookHotel l”partnerRole=”partnerRole”

partnerLinkType=”ns：partnerBookHotel 1”task=”bookHotel”侈

<partnerLink nalne=”bookHotel2”partnerRole=”partnerRole”

partnerLinkType=”ns：partnerBookHotel2”task=”bookHotel”／>

3、协调上下文变量的定义

在WS．Transaction中，协调上下文是事务参与者之间共享的信息。在BPEL中，

用变量来定义在业务流程中需要处理的相关数据，以说明与合作伙伴之间有状态交

互。因此在BPEL中可以通过变量申明来定义协调上下文。示例如下：

<variables>

<variable narrle2”travelTransactionCtx”type=”wscoor：coordinationContext”／>

<／variables>

3、事务分界：事务开始

在业务流程中显示的划分事务界限，可以使组合服务的事务处理更加灵活。本文

引进标签businessTransaction来标识事务，并用action属性来表示事务行为，当action

值为new时，表示事务开始。为了表示事务的嵌套关系，可以在事务初始化时加上

父事务parent属性。同时为了区分组合服务事务和任务事务以及活动事务，还必须加

一个属性transactionType，其值可以为composite、scope、task。事务特性则用

recoverProperty表示，其值可以为：eompensatable、retriable、pivot、ignorable、

replaceable、decided。示例如下：

<businessTransaction name=”bookHotelTransaction”action=”new”

recoverProperty=”compensatable”parent=”travelTransaction”

context=”travelTransactionCtx”transactionType=”task”／>

4、与外界交互的活动的扩展

在BPEL中存在三种与外界交互的活动，分别为receive活动、invoke活动和reply

活动。为了使其能够识别业务事务的上下文，需要分别进行扩展。

(1)receive活动主要用来接受外部的调用，以启动业务流程。在接受外部调用时，

receive活动会获得外部传来的协调上下文，为此增加一个inputContext属性来标识。

示例如下：

<receive name=’．bookingReceiVe”parterLink=”customer”

portType。’’ins：travelBookPT”operation2”travelBook”createlnstance="yes’’

variable2”bookingRequest”inputContext=”receivedContext”／>

(2)invoke活动主要用来跟成员服务交互，以完成业务功能。当业务流程调用一

个成员服务时，会启动该服务的事务，即外部事物。为了保证外部事务参与协调，必
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须对该活动进行扩展，加入属性inputContext和outputContext，分别代表外部事务协

调上下文和当前事务协调上下文，使其彼此能识别。示例如下：

<invoke nanle=”bookHotel”parterLink=”bookHotel”operation=”bookHotel”

portType=”bookHotel：bookHotelPT’’inputVariable=”hotelNumber”⋯⋯

inputContext=”hotelTransactionCtx”outputContext=”travelTransactionCtx”／>

(3)reply活动主要在同步交互过程中用来响应外部的调用。需要把当前事务上下

文返回给其合作伙伴，为此增加一个属性outputContext。示例如下：

<reply nanle2”bookReply”parterLink=”customer”

portType=”ins：travelBookPT”operation=”travelBook”

variable=”replyMsg”outputContext=”travelTransactionCtx”／>

5、待询问的参与者的指定

根据WS—Transaction规范，在协调的过程中，业务活动需要检查哪些任务已经完

成，以决定事务是提交还是取消。同时为了增加灵活性，进一步放开事务的原子性，

允许只询问部分事务参与者是否已经完成，为此加入participants属性。示例如下：

<businessTransaction name=”travelTransaction”action=”complete”

participants=”bookTrain．bookHotel”context=-”travelTransactionCtx”今

6、事务分界：事务结束。

根据各个任务的完成情况，事务要么确认提交结束，要么失败回退中止。因此驱

动事务结束的动作有两种：confirm、rollback。示例如下：

<businessTransaction name=”travelTransaction”action=”confirm”

context=-”travelTransactionCtx”／>

2．4基于域的组合服务嵌套事务模型SBET

2．4．1嵌套事务模型SBET

从组合服务提供者的角度来看，因为看不到成员服务的具体事务行为，所以组合

服务事务只是一个平面事务，而其成员服务则只是具有事务行为的事务参与者，能参

与组合服务的协调。为了提高组合服务事务处理的灵活性和可靠性，本文从服务提供

者的角度考虑，结合补偿的特点，通过对组合服务事务进行进一步的事务划分，将平

坦的组合服务事务模型扩展为嵌套的事务模型。

定义2．1(域)：域是多个连续任务或子域的有意义的封装，可以看作一个特殊的

任务。用S表示一个域，则S=【tl，⋯，tn】，其中ti表示一个任务或者子域。

例如组合服务中存在两个连续任务，订火车票t1，订酒店t2，若Intemet上存在

能同时完成这两个功能的服务，就可以将它们封装为一个域，S=[tl，t2】。

定义2．2(内部事务)：内部事务是指在组合服务流程内部激活的事务。
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内部事务主要包括三类事务：处于最顶层的组合服务事务CST，处于中间层的域

事务ST，处于最底层的任务事务TT。其中ST和TT都是CST的子事务。TT是组合

服务嵌套事务树的叶子节点，它对应于业务流程中的任务，在组合服务的执行过程中

随着任务的激活而激活。在未做域的划分时，订直接作为CST的子事务存在。ST

能提高CST的效率和并发度，不同的ST可以并发执行，同时ST能提高CST的错误

处理能力，它跟CST错误恢复的粒度直接相关。

定义2．3(外部事务)：外部事务是指由组合服务以外其他实体(例如成员服务)

激活的事务。

外部事务由成员服务提供，可能只是一个基本服务事务，也有可能是一个新的组

合服务事务。对于组合服务来讲，它只是其事务参与者，只需参与其事务的协调即可。

外部事务具体的事务行对组合服务事务是不可见的。

图2—1是基于域的组合服务嵌套事务模型及嵌套事务树。图中的组合服务事务为

三层的嵌套事务，每个任务都对应一个成员服务，成员服务产生的事务是外部事务。

2．4．2 SBET中的事务属性

图2—1组合服务嵌套事务模型及事务树

组合服务事务CST对传统的ACID属性放宽了要求，采用松弛的原子性、一致

性和隔离性，即语义原子性、语义一致性、语义隔离性。

定义2．4(语义原子性)：一个事务，①如果允许其操作序列中部分操作失败，

而事务继续前进，直至执行完毕；②如果某操作失败后能回退至一个用户可接受状

态，并对已执行完的操作进行补偿，撤销其产生的影响，则称这个事务具有语义原子

性。

换而言之，组合服务事务满足语义原子性，当且仅当它满足以下两条件之一：①

执行完毕，成功完成：②有效撤消，成功中止。语义原子性是一种弱化的原子性。

定义2．5(语义一致性)：一个事务，如果失败后能通过补偿回退到一个用户可接

受的一致状态，即使执行前的系统状态不能完全恢复，这个事务仍具有一致性。这种

弱化的一致性称为语义一致性。
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换而言之，事务的最终状态只要是用户可接受的状态，即使是失败，都认为该事

务是语义一致的。

定义2-6(语义隔离性)：在组合服务事务CST内部，由于子事务的提交可能需

要在整个CST全部完成后才能执行，因此子事务可以读取其他子事务的未提交数据，

各子事务间没有严格的隔离；在CST之间，因为CST运行时间可能会很长，因此彼

此之间也不能完全的隔离，部分执行结果对彼此都可见，这种弱化的隔离性则称为语

义隔离性。本文通过临界区(见4．1．3节)来实现组合服务事务间的语义隔离。

以上定义中的用户可接受状态是指事务可以从这个状态按照用户指示继续执行

或进入一个用户认为是合理的终止状态，这个状态是满足一致性要求的。因此，我们

把达到用户可接受状态的点叫做一致点。事务处于起始点要么是因为事务刚激活，尚

未执行，要么是事务执行失败，通过补偿回退到起始点，因此事务起始点必定是事务

的一致点。

2．4．3 SBET中的事务特性

事务特性是用于事务错误恢复的属性特征。Web服务处于完全开放的松散耦合

中，出错的可能性较大。当发生错误时，组合服务事务必须能采取一定的措施来保证

错误的恢复，这种措施也叫错误恢复策略。错误恢复策略随着错误的具体情况而定，

而事务特性则在恢复策略的决策过程中起指示作用。事务特性对应于错误恢复策略，

对每一个事务特性都有相应的错误恢复策略。组合服务提供者可以在编制组合服务的

过程中，通过recoverProperty属性(见2．3．2节)静态地设置事务特性。在组合服务

事务中，基本事务特性有：可补偿，关键的，可重试，可替换，可忽略，决定性的。

具体描述如下：

1、可补偿cp：指的是对于已经胜利完成的任务，可以通过执行补偿事务来从语

义上撤销其已经产生的影响。

2、关键的p：指的是一旦任务胜利完成，其效果是永久性的，即使在现实语义

中也无法补偿撤销。现实世界中没有固定的方式和规则来处理这类事务的错误。

3、可重试r：指的是在满足用户要求的服务质量的情况下，而且重试次数没有达

到最大值时，允许重新激活任务，尽量完成组合服务事务。

4、可替换甲：指若当前任务对应的成员服务不能成功执行完毕，在满足用户要

求的服务质量的情况下，可以被另外一个具有相同功能的候选服务替换。

5、可忽略i-指任务的功能对其父域的功能影响不大，没能成功执行完毕也能满

足用户的需求时可以跳过当前任务，激活下一个任务。

6、决定性的d：指的是当前任务的成功与否决定了整个组合服务事务是否成功。

即如果当前任务失败，则整个组合服务事务必定失败。对于处于嵌套底层的任务，一

旦失败，则直接决定了整个组合服务事务失败撤销，而无需向父域报告异常失败。
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其中(cp，p)用于处理已经执行完毕的任务，其他的事务特性{r，甲，i，d}贝tJ用

于当前任务执行失败时的处理。假设基本事务特性集RPS={r，cp，P，rp，i，d}，

其子集RPDS={cp，P)，用于表示已经执行完毕任务的事务特性；子集I冲ES={r，叩，

i，d'}，用于表示当前执行任务的基本事务特性。

规则l组合规则：将RPS中的基本事务特性合理组合起来，形成新的事务特性。

为了提高错误恢复的能力，可以利用组合规则，将基本事务特性组合起来，例如，

“，rp)表示任务即是可重试的，又是可替换的。显然RPDS和RPES之间的事务属性

可以任意组合。

规则2相斥规则：RPS中的两个基本事务特性是相斥的，当且仅当它们在逻辑

上是相互矛盾。

RPDS和RPES各自内部的基本事务特性不能任意组合，如(cp，p)是不行的，一

个任务不可能同时即是可补偿的，又是不可补偿的，这是相互矛盾的。满足相斥规则

的基本事务特性对有(cp，p)，(印，d)，(i，d)。

规则3继承规N-

1、若父事务可忽略，则子事务一定可忽略，但子事务可忽略，父事务不一定可

忽略。

2、若父事务可重试，则子事务一定可重试，但子事务可重试，父事务不一定可

重试。

规则4优先规N-错误处理判断的优先顺序，i>r>rp>d。

错误处理策略以事务特性为依据，而事务特性可以组合起来，此时需要按照一定

的判断顺序来做出错误处理策略，例如对于事务特性(rp，r)，根据优先规则，所做的

处理应该是先查看是否可以重试，在重试也不成功的情况下，采取替代的策略。在优

先规则中，可忽略的优先级最高，是首先应该予以判断的。当前任务执行失败时，应

该根据优先规则采取相应的错误处理策略，尽量恢复组合服务事务。

2．5本章小节

本章首先介绍了事务处理技术，同时对工业界提出的各Web服务事务相关规范

进行分析，尤其是对已经成为OASIS标准的WS．Transaction规范进行了分析，并对

各规范进行了较全面的比较。然后简要介绍了Web服务组合语言BPEL，并在前人的

工作基础上，针对BPEL对WS—Transaction支持的不足对BPEL进行事务支持扩展。

最后本章提出了一个基于域的组合服务嵌套事务模型SBET，该模型进一步放松了事

务的ACID属性，允许服务提供者在业务流程的基础上进行域的划分，能更好的满足

于用户的需求。
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第三章支持QoS约束的组合服务事务恢复

错误恢复是事务处理的核心技术之一。它能在组合服务事务出错时将其恢复至语

义～致性状态，保证组合服务要么继续向前执行，要么撤销中止。错误恢复在松散耦

合的组合服务环境中显得尤为重要。组合服务的运行失败，不仅会影响到服务提供商

的当前商业利益，还会影响到其信誉度。怎样提高组合服务的成功率，保证组合服务

在出现错误时能得到恢复，同时保证服务质量，这已经成为组合服务事务亟需解决的

问题。

3．1相关工作

尽管高级事务模型(ATM：Advanced Transaction Model)，如Sagas／46J等的研究已经

取得了一定成果，但并不完全适合组合服务事务，原因在于ATM通常面向数据集中

的应用，事务结构模式固定，而组合服务事务的失效恢复要L匕ATM复杂。

文献[28]着重讨论了大部分现有的事务模型所未考虑到的两个重要方面，补偿代

价和终端用户需求。并在补偿代价方面提出了一个多层补偿的方法，但该方法在现有

的规范和平台上是不可行的，因为没法得到组合服务在不同层次的全局视图。

文献[62]在Web服务事务中融入-j"QoS管理，提出了一个基于QoS的主动两段提交

协议，但是该文并没有讨论Web服务事务恢复中的QoS管理。

本文在组合服务事务恢复的过程中引入了QoS，讨论了组合服务在执行过程中动

态QoS的计算，建立了一个基于域的组合服务嵌套事务模型，并在此基础上提出一

个组合服务事务恢复算法。组合服务的事务恢复受极限QoS约束，使得QoS接近最

优，并且在极限QoS约束不了时，能保证整个组合服务事务得到撤销，成功中止。

3．2组合服务事务恢复中的QoS指标

Web服务中的服务质量问题越来越受人们的关注。有保证的QoS是Web服务在

商业应用中获得成功的关键因素。QoS作为一个可以衡量服务质量的概念，包含了费

用、运行时间、可用性、信誉度、可靠性等非功能属性【531，能体现事务的好坏。采用

支持QoS约束的组合服务事务恢复是在事务出错时有效的保tEQoS的一个重要手段。

3．2．1 00S指标分析

Web服务质量模型考虑的QoS指标主要有执行费用、响应时间、成功率、信誉

度、可用性‘541。由于信誉度和可用性都涉及到组合服务的多次执行，所以组合服务事
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务在恢复过程只需考虑执行费用P、响应时间T、成功率S三个指标。其中执行费用

P指组合服务在执行过程中所消耗的总的费用；响应时间T指组合服务从收到服务请

求到执行完毕所需的时间；成功率S指组合服务执行成功的概率。

表3-1事务恢复处理中的各种QoS

QoS名称 QoS指标 描述

QoSpvd 【Ppvd，TPvd，Spvd】 服务提供商发布的服务质量

QoSulimit 【Pulimit，Tulimit，SlIlm】 服务用户能接受的极限服务质量

QoSplimit 【Pollmit，Tplimit，Splimit】 服务提供商能接受的极限服务质量

QoS∞t 【Pact，Tact，Sact】 组合服务执行过程中实际可能的服务质量

QoSfIItI腓 【PfIl嘶h血m，SfiltIn】 组合服务执行到具体某个任务时，将来可能

消耗的服务质量

QoSp∞t 【P删，T倒，Sp掇】 组合服务执行过程中已经消耗的服务质量

上表中前三种QoS在组合服务执行前就能确定，在执行过程中固定不变。QoSpvd

服务提供者静态发布的。极限QoS用于描述在组合服务没法达到预期的QoSp，d时用

户或者服务提供商所能忍受的最差的服务质量，在组合服务的事务恢复过程中必须予

以考虑。QoSm和QoS触则是动态的，随着业务流程的推进而动态变化，其中QoSm
受极限QoS约束。组合服务事务在执行过程中，若满足不了该约束，则只能中止。

设Plimit-mix(Pulimit，Pplimit)，Tlimit=mix(Tulimit，Tplimit)，Slimit=max(Sulimit，Splimit)，则

有约束关系如下：

Pact<Plimit，Tact<Tlimit，San>Slimit 公式(3一1)

为了直观的比较QoS的大小，必须对QoS进行量化，量化公式如下：

W(QoS)=wp×△P+wt x,,T+ws xAS 公式(3-2)

其中WP、WT、Ws为权值，分别表示P、T、S对组合服务用户的重要性，且有

WP+"+Ws=l。△P、△T、△S为各QoS指标相对于极限QoS的离差。离差的引入，

可以保证在执行费用值越小、执行时间值越小、成功率值越大时，服务质量的量化值

越大，具体的计算公式如下：

△P：—Plimit—-P，
EiJnjl

△T：—Tlimit—-T，
I劬

3．2．2 00S耐及00S讹，。的计算

△s：坠鳖
SIiIIlit

公式(3-3)

参考文献【54]提出的思想，基于组合服务的执行路线计算QoS各指标值，有：
^ 月 疗

P=∑P n，T=∑T“，S=兀S“
f=l ，=I 忙l

公式(3-4)
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基于执行路线简化了QoS的计算，但是组合服务的执行路线只有执行完毕后才

能确定。若要估计未执行完的复杂的组合服务的QoS，这种方法不可行。但是若组合

服务业务流程中没有特殊的控制结构，例如与结构、循环结构，各个任务是顺序执行

的，则可以直接使用公式(3．4)。下面我们讨论QoS。ct和QoSfu眦的计算方法。

l、QoSact的计算

若组合服务事务在执行ti时发生错误，根据已经消耗掉的服务质量QoSp小撤销

事务所需要的服务质量QoS。：mcei和将要消耗的服务质量QoS如柚陀，可以得到QoSact：

PafPpasl+PflltII佗+Pc锄∞I，Tact=Tpa—TfIIture+Tca哪ceI，Saet=SpastxSfutlI他 公式(3—5)

其中Sp小Pp矧和TpaSt为QoSp哑的指标值，Sp髂。表示已经成功的执行完ti之前的

任务，Pp蜮、Tp扳则表示执行中已经消耗掉的费用和时间；S。锄。cI、P。锄。。l和T。觚。。l为

QoS。锄∞l的指标值，Scmcel表示撤销操作的成功率，P。狮c。卜Tc粕∞l为撤销操作所需消耗

的费用和时间；S胁肿P胁眦和TfI．眦为QoSfIl眦的指标值，S如魄为执行所有尚未执

行的成员服务可能的成功率，PfIl眦、Tfh眦则为将来可能消耗的费用和时间。

对于QoSpast，由于组合服务已经成功的执行完ti之前的任务，所以可以确定

QoSpast各指标Spast、Pp矧和T哗的值，且有Spm=l。

对于QoS。anc。l，本文以补偿事务的正确执行为前提，所以必有S。狮∞I-1。当异常

的ti为任务时，在异常点进行错误恢复，无需额外的撤销操作，则有P。锄∞l=0、T。柚∞l=0；

当异常的ti为域时，因为补偿事务是将撤销操作按照任务执行轨迹的逆序串起来的，

不会有特殊的控制结构存在，因此可以根据公式(3-4)计算得到。

2、QoS‰的计算
由于公式(3-4)是基于执行路线的，不能直接用于计算PfhtIl舭TfIltIl舻SflIm佗，因

此在套用其来计算QoSf。tu陀之前首先必须对业务流程图进行预处理。下面给出相对于

异常任务的QoS如m陀的计算步骤：

(1)确定从当前异常任务节点开始的业务流程图G向眦。根据控制结构的类型，

可以分以下四种情况讨论：

1)异常任务节点出现在顺序结构中的情况。此时，G如。叭直接从异常任务节点开

始直至整个业务流程结束，如图3．1中a所示。

2)异常任务节点出现在或分支结构中的情况，如图3．1中b所示。因为组合服

务在执行过程中已经选择了异常任务所在的分支，所以在Gfut。化中必须放弃其他分支。

3)异常任务节点出现在循环结构中的情况，如图3．1中c所示。设循环次数为rl，

在异常出现时，循环刚好执行了k次，则原循环结构变为以异常任务为起始节点的

n—k次循环结构。

4)异常任务节点出现在与分支结构中的情况。此时，考虑到其他分支也在执行，

必须将异常任务节点和其他分支中未完成的任务节点组成新的与分支结构。如图3．1

中d所示，图中加入一个空任务节点start以保证业务流程单入口的特点，该任务不
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执行任何动作，其P=0，T=0，S=I。

叫斟。《互卜_’≈／◇，
d．：：!!冷一’ti，，一墨2Q一—_≤多—H≤少一 一茜纛⋯⋯⋯⋯⋯’，锇，④，曼慧

I

—

Go ’

《≤笔冷
G^～

■_

图3-1 Gm。的四种可能情况

(2)简化G‰刚替换GfIl眦中特殊的控制结构。将图中的或分支结构、循环结构

以及与分支结构封装为特殊的任务as，并对这个任务计算其可能消耗的QoS指标值。

1)对于或分支结构，如图3—2中a所示，有：

聪。=∑(p，：×碟眦)，
，=l

聪。=∑(pI×碟∽。)，
i=1

肼为各分支的概率。

2)对于循环结构，如下图3．2中b所示，有：

s‰他=∑(p，；×sk)，其中
i=1

n 月 行

P盏。，。=∑P：⋯。，T盏。，。=∑T2叭。，s=。，。=兀s2眦。
i罩l ，=l f=l

3)对于与分支结构，如下图3-2中c所示，有：

n 打

P淼。=∑P‰。，T⋯as，。=max(T；d眦⋯．，略。)，sfo,m=n s‰
i=1 j=l

；％／—＼n+(Mi>ok砂

图3—2三种特殊的控制结构

(3)计算QoSfu。u佗。经过上述处理后，Gfut叭中不再有特殊结构，用tl到tn标注，

此时可以利用公式(3．4)计算，给出QoSfu。。他各指标的计算公式如下：

Pm。=∑聪。，Tfut。=∑T‰。，S⋯=兀s‰
，=1 J：1 ，=1

-．22．．
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3．3组合服务事务，恢复中的相关问题

3．3．1 SBET中事务域的划分

根据第2．4节中关于基于域的嵌套事务模型SBET的描述可知，域是嵌套模型的

关键，域的划分不仅关系到嵌套的层次，而且关系到事务迸行错误恢复的粒度。因此，

下面对域的划分进行介绍。

组合服务的业务流程图为有向图，用GB(vB，EB)表示。给定一个任务集X，可以

得到X在GB的一个有向子图Gx(Vx，Ex)，其中Vx=x∈VB，Ex为Vx在GB中所有的

有向边的集合，Ex_cEB。同理，给定一个域S，根据域中的任务集，可以得到S在

GB中的子图Gs(Vs，Es)。

定义3—1(连续的)：给定一个任务集X，称x中的任务是连续的，当且仅当Gx

是连通的。

定义3-2(始任务、终任务)：在GB中给定子图Gs，GB#Gs，存在ts。∈Vs，vB∈VB，

VB萑Vs，且(ts。，VB)∈EB，则称t。。为Gs的始任务。存在tse∈Vs，vB∈VB，vB仨Vs，且

(vB，ts。)∈EB，则称ts。为Gs的终任务。当GB=Gs时，Gs的始任务为GB的起始任务，

Gs的终任务为GB的终止任务。

域的划分规则如下：

规则1域之间不能交叉重叠，但可以嵌套。

规则2域必须是单入口的，即Gs只有一个始任务，但可以有多个终任务。

规则3域必须具有一定的意义，即组合服务能对这个域的异常进行有效处理，

如忽略、替换等。

规则4域中的任务必须是连续的，只有连续的任务或域才能划分为新的域。

规则5整个业务流程是一个域SB，处于最顶层。

给定一个业务流程，可以根据此规则进行域的划分。以下面的业务流程图为例：

．，、、．．、‘，～婴3一：：二∥’
～、～．．：：。：：：：：：：一。’：!：一一一一

图3-3域的划分示例图 图3-4越界示例图

图3—3中有sl l、s22、s23、s34、s45五个域，sl 1=[t2，t31，s22=[sl 1,t4]，s23=[t5，t6l，

s34=[tl，s22，s23]，s45=[start，s34，t7，end]，域之间的嵌套关系很明显。

根据上述规则，以及域之间的嵌套关系，可以构造一棵事务树。树的节点为业务

流程中的任务事务和域事务。其中任务事务以事务树叶子节点的形式出现，而SB构
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成的事务即组合服务事务则是事务树的根。

定义3．3(越界)：若存在已完成的任务，在业务流程中它处在异常任务的父域

的后面，这种情况称为越界。如图3_4所示。

3．3．2事务恢复策略

错误恢复是事务常见的一个问题。事务出现错误时，应能得到及时合理的处理，

保证事务能正确执行，或者撤销中止。传统的数据库事务通过日志来回滚，高级事务

模型则通过采用补偿技术来撤销事务产生的影响。显然这些措施在组合服务的环境中

是不够的。在组合服务事务中，当错误发生时，可采取的基本措施有：重试，替换，

忽略，中止，这是事务的四个基本错误恢复策略，RS={rs，rps，is，ds'。基本错误

恢复策略和RPES(见第2．4．3节)中的基本事务特性一一对应，也即每一个基本错

误恢复策略对应于RPES中的一个基本事务特性，其对应关系表如下：

表3-2基本事务特，陛与基本错误恢复策略对应关系

基本事务特性 基本错误恢复策略

可重试r 重试rs，重新激活事务直至最大次数

可替换rp 替换rps，用具有相同功能的候选服务替代当前的成员服务

可忽略i 忽略is，跳过当前执行失败的子事务，激活下一个子事务

决定性的d 中止ds，中止整个组合事务，撤销所有能撤销的事务效果

恢复策略是任务或域在发生错误时的恢复方法，目的在于让事务尽量的恢复，从

而保证事务的语义一致性。跟事务特性对应，它也可能是多种基本错误恢复策略的组

合。在事务发生错误时，事务错误处理模块根据表3．2以及事务特性的优先规则，做

出正确合理的决策，以确保事务能得到正确恢复。对于具有关键的这一基本事务特性

的任务，由于现实世界中没有固定的方式和规则来处理这类任务的错误，因此我们暂

时不考虑这种情况。本文假设任何任务都能通过补偿来撤销其影响，也即假设任务必

定是可补偿的。

组合服务事务的恢复既要保证事务的语义原子性，又要保证事务语义一致性，同

时还得保证服务质量，保证满足用户的需求，因此本文在错误恢复的过程中引入了服

务质量QoS。

3．3．3补偿事务

定义3_4(补偿事务)：组合服务的补偿事务是指用来从语义上撤销已执行完毕

的子事务所产生影响的事务。

在组合服务事务中，每一个任务都关联一个补偿事务，该补偿事务由当前任务对
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应的成员服务的撤消操作组成。如果组合服务业务流程中某个任务执行失败，则必须

根据需要调用已经执行完毕的任务的补偿事务，以从语义上撤销其产生的影响，使组

合服务事务回退到一致点。

域是一个特殊的任务，它是多个任务的聚合。如果域执行完毕，则它必须有一个

能完全的从语义上撤销其产生的影响的补偿事务，称之为完全补偿事务；如果域发生

异常，则它必须有一个能从语义上撤销域中已经执行完毕的任务产生的影响的补偿事

务，称之为部分补偿事务。

1、域的完全补偿事务

对于已经完成的域，必须是可以从语义上撤销的。当某个域S完成时，按照S

中任务(子域)的执行轨迹的逆序将任务(子域)的完全补偿事务串起来构成S的完

全补偿事务，如图3—5中a所示。图中域s2是已经执行完毕的，其执行轨迹为(t1，s1，

t2)，则它的完全补偿事务茭j(t2～，sl～，tl‘1)。一旦一个域完成，则其完全补偿事务产生

并生效。完全补偿事务由父域启动执行。

2、域的部分补偿事务

对于尚未完成的域，若要进行重试或替换等处理时，必须对域中已经完成的任务

(子域)进行撤销。一旦某个域发生异常，则其部分补偿事务产生并生效。当前域的

部分补偿事务是根据其已经执行完的任务(子域)的执行顺序的逆序将任务(子域)

的完全补偿事务串联起来构成的，如图3．5中b所示。图中域s2在任务t2处发生异

常，其已经执行的轨迹为(tl，s1)，则它的部分补偿事务为(s1～，tlo)。

3．4组合服务事务，恢复算法

3．4．1算法描述

图3-5域的补偿事务

1、相关子算法

(1)域的补偿事务的生成：域的补偿事务是根据域中已完成任务(子域)的执行

轨迹的逆序以及任务(子域)的完全补偿事务生成的。域的完全补偿事务随着域的完

成而生成，而域的部分补偿事务则随着域的错误的发生而生成。

(2)计算QoS。ct的子算法calQoS：QoS。d是动态变化的，在未执行的任务节点上

．25．
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选择不同的成员服务，值不同。当某个任务节点失效时，可以按照第3．1．2节中给出

的计算步骤和公式对其每一个候选服务计算QoSm。

(3)判断是否满足QoS约束的子算法isSat：在选择候选服务时，此算法用于判

断所选候选服务能否保证整个组合服务的QoS。。。满足极限QoS约束。首先调用calQoS

计算QoS。d的各指标值，然后再根据公式(3．1)判断该候选服务是否满足约束条件。

(4)对QoSm进行量化的子算法estQoS：主要根据公式(3．2)对QoSm进行量化，

以便替换成员服务时能选取最佳的候选服务。

2、组合服务事务恢复算法

组合服务事务恢复算法基于组合服务嵌套事务模型(见第2．4节)，有如下前提

条件：①组合服务所选取的初始成员服务能保证组合服务达到QoS最优。②补偿

事务能正确执行。③不会出现越界的情况。④针对成员服务失败的情况。算法的具

体描述如下。

算法3．1：支持QoS约束的组合服务事务错误恢复算法CWERA(ID，QoSLimit)

输入：异常任务ID，QoSlimit

输出：错误恢复决策

(1)curFaultTasklD：=ID

(2)if当前异常任务为域then

产生部分补偿事务并启动其执行

else直接放弃发生错误的成员服务

(3)if异常任务可以忽略then

错误恢复决策为跳过当前异常任务，算法结束

(4)if异常任务可以重试then

if isSat(重试)then

错误恢复决策为重试，算法结束。

(5)if异常任务是可替换的then

(5．1) for异常任务的每一个候选服务do

if isSat(候选服务)then

estQoS(QoS。t)

(5．2) if 父域存在and可以补偿then

for父域的每个候选服务do

if isSat(候选服务)then

estQoS(QoSacl)

(5．3) if(5．1)中量化的结果不为空or(5．2)中量化的结果不为空then

if异常任务某个候选服务的W(QoS。。)最大then

错误恢复决策为替换当前异常任务，算法结束

．26，
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else if父域某个候选服务的W(QoSaa)最大then{

父域产生部分补偿事务并启动其执行

错误恢复决策为替换当前异常任务的父域，算法结束

}

(6)if curFaultTasklD：=项层域ID then

错误恢复决策为中止组合服务事务，算法结束

(7)if异常任务为决定性的then

curFaultTasklD：=顶层域ID，转向(2)

(8)curFaultTasklD：=父域lD，转向(2)

本算法能成功的将失效的范围尽可能限制在底层的域内，因为越往上走，要撤销

的任务越多，消耗的撤销费用和时间也越多。

3．4．2正确性分析

本节主要从语义原子性、语义一致性以及算法正确性三方面对支持QoS约束的

组合服务事务恢复算法进行分析。

l、语义原子性分析

组合服务事务具有语义原子性。根据语义原子性的定义，在组合服务事务的子事

务操作失败时，组合服务事务要么继续执行，直至结束，要么失败中止。

因为本算法存在两个出口：

(1)在事务恢复策略的作用下，满足约束条件时，忽略、重试或者替换任务(域)，

使组合服务得以恢复，继续向前推进。

(2)在极限QoS约束不了或无处理策略时，异常被抛给父域，直至项层域SB中

止结束，或者直接抛给顶层域SB中止结束，使得组合服务得以成功撤销中止。

这满足语义原子性的定义，所以在组合服务事务中采用此算法，能保证组合服务

要么成功执行完毕，要么被有效撤销并中止，从而保证了事务的语义原子性。

2、语义一致性分析

组合服务事务具有语义一致性。根据语义一致性的定义，在组合服务事务发生错

误时，能通过补偿回退到一个用户可接受的一致状态，即回退至一个一致点。

因为在本算法中，当任务(域)出错时，组合服务事务可能的回退有两种：

(1)当父域存在W(QoS托。)满足极限QoS约束且相对最优的候选服务时，回退至

父域的起始点；

(2)若该任务是决定性的，或者在极限QoS约束不了或无处理策略时，异常被抛

给父域，直至顶层域SB，此时，组合服务事务将回退至顶层域SB的起始点，也即组

合服务事务的起始点。

显然第一种情况是满足用户QoS要求的，是用户可以接受的。对于第二种情况，
．27．
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因为组合服务事务起始点是事务一致点，所以这也是用户可以接受的。因此本算法能

保证组合服务事务的语义一致性。

3、正确性分析

要证明本算法是正确的，必须证明在任务(域)出错的情况下，能得到正确合理

的处理。本算法是根据优先规则来进行判断并处理的，其正确性分析如下：

在本算法中，对于任意出错的任务t，有：

(1)若t为可忽略的，则t的执行成功与否不会对整个事务产生影响，事务将跳

过该任务，进而执行下一任务。

(2)若t为可重试的，则重试尚未达到最大重试次数，且重试能满足极限QoS约

束的情况下，重新激活t并执行。 。

(3)若t为可替换的，则在极限QoS约束下，若父域不可替换，则选t最优的候

选服务替换执行；若父域为可替换的，则选t和父域中W(QoSact)最优的替换执行。

(4)若t为决定性的，则整个组合服务事务回退至事务起始点，执行顶层域的部

分补偿事务，以撤销事务产生的效果。

(5)若不能用以上四种方法进行处理，则t的异常抛给父域，然后对父域进行错

误处理，直至顶层域SB撤销中止。

因此，本算法能保证t在发生错误时得到正确合理的处理，保证组合服务事务要

么继续执行，直至执行完毕，要么回退至事务起始点，事务中止。

3．4．3模拟实验

为了更直接的说明本算法能保证组合服务在出错时，能得到正确合理的处理，本

文采用模拟实验的方法进行分析说明。鉴于目前没有相关的标准平台和标准的测试数

据集，我们建立了一个Web服务模拟环境，利用模拟Web服务来模拟实现组合服务

的事务恢复算法。

实验环境：Intel P4 CPU 2．4GHz、1G内存、XP SP2操作系统、JDK 1．5、Eclipse3．1。

首先设计一个如图3—3所示的模拟组合服务，并按照图3—3划分域，同时为组合

服务中每一个任务准备一个模拟成员服务，为每一个任务以及域节点准备一些模拟的

服务候选者。成员服务的QoS预先给定，候选服务的QoS利用随机数生成器根据当

前成员服务的QoS随机生成。

实验中，wr,=0．5，wx=0．2，Ws=0．3，QoSlimit--{1 500，21，0．90}，QoSp。d={1 262，

17，O．9526}，W(QoS)=0．134978。各任务的事务特性设置，及初始QoS(成员服务的

QoSpvd)值见表3．3。初始的成员服务能保证组合服务达到QoS最优。
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表3-3任务的恢复策略设置以及初始QoS值

任务 tl t2 t3 t4 t5 t6 t7 s11 s22 s23 s34 s45

名

事务 r，rp rp，ep ep,1 rp,cp cp，d r，巾 rp，cp cp， cp， cp， cp， cp，

特性 cp cp rp rp 叩 rp rp

候选 9个 12个 10个 8个 8个 10个 11个 4个 3个 3 1 1

服务 个 个 个

初始 {50，1， {190，3 {110，2 {310，4 {250，1 {280，5 {72，1，

QoS O．99} ．0．93} ．O．87} ，0．91) ．O．99} ．0．83} 0．94}

对tl到t7出错的7种情况分别进行实验，表3-4为利用本文事务恢复算法处理

的结果。在任务t4处出错，由于不能保证服务质量而被撤销中止。在任务t5处出错

时，由于该任务的事务特性为可补偿的和决定性的，所以组合服务也被撤销中止。从

表中可以看出，本算法能保证在成员服务出错时，得到正确合理的处理，即组合服务

要么在保证QoS情况下，继续执行直至结束，要么因为不能保证QoS或者因为事务

特性而成功撤销中止。

表3-4事务恢复算法处理的结果

任务名 t1 t2 t3 t4 t5 t6 t7

W(QoS。c1) 0．12123 0．13094 0．13486 ．0．04623 O．13254 0．13394

错误处理策略 重试 替换父域 忽略 中止 中止 重试 替换任务

3．5小结

本章针对组合服务事务错误恢复过程中保证QoS的问题，讨论了组合服务在执

行过程中动态QoS的计算以及SBET中域的划分，并在此基础上提出一个组合服务

事务恢复算法。该算法能保证组合服务在错误恢复时，能受极限QoS约束，将组合

服务事务的失效范围尽量限制在底层的域内，有效减少撤销所带来的开销，保证QoS

接近最优，并在极限QoS约束不了时，最终整个组合服务事务得到撤销，成功中止。
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第四章基于冲突概率的组合服务事务并发控制

在组合服务运行环境中，往往不止一个服务在运行。由于组合服务事务的长事务

特点，在多个组合服务事务实例并发执行的环境中，保证各实例之间不受彼此的影响，

正确高效的执行是非常重要的。本章将讨论组合服务事务的并发控制机制，以确保在

复杂的应用环境中，多个组合服务实例并发执行的正确性和可靠性。

4．1相关工作

传统的短事务并发控制常采用两段提交协议，然而这对长事务并不适用。一些高

级事务模型中提出一种check out／check in的并发控制机制口¨，然而这种机制需要

所有的事务都具有相同的事务行为，显然这种机制对于跨组织的组合服务并不适用。

文献[32]虽然针对组合服务提出了一种名为Jenova并发控制机制，该机制要求

一个服务在调度执行前，必须先检查资源是否足够，只有在资源足够的情况下，才能

调度执行，但是该文是针对具体资源的，如订房间的服务，检查的是空房的间数，而

对于抽象的数据，以及一些相互依赖、冲突的关系，该文并没有给出一个很好的描述，

从而不能很好的保证并发的正确性。

文献[33]虽然扩展了WS-Transaction规范，提出基于服务提供者提供的依赖关

系进行并发控制，但是在依赖关系比较复杂的情况，尤其是碰到运行时间长的事务时，

阻塞的事务可能无限期的等待，而且通过协调器来传递并发信息，反而会增加并发控

制的复杂性。

文献[32]和文献[33]都是针对具体场合的，要么用于冲突概率较大的场合，要么

用于冲突概率较小的场合，不具灵活性。因此本文提出了一种基于冲突概率的混合并

发控制算法。该算法能很好的应用于各种复杂的服务环境，服务环境中可以只有同种

组合服务的事务实例，也可以同时存在不同种组合服务的事务实例。同时它具有一定

的灵活性，既可用于冲突概率较小的场合，也可用于冲突概率较大的场合。该算法充

分的发挥了悲观并发控制和乐观并发控制的优点，在保证组合服务事务并发执行的正

确性的同时，提高了其并发度。

4．2事务并发控制相关概念

事务并发是指两个或多个事务在同一个时间内执行，而并发控制则是保证事务并

发执行时的正确性和可靠性的一种机制。在组合服务的运行环境中，多个组合服务实

例可以并发执行，表现为来自不同组合服务实例的任务实例的交叉执行。
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组合服务的一次具体执行叫做组合服务的一个(事务)实例。本文用CW表示一

个组合服务，用ct表示该组合服务一个运行的(事务)实例。

4．2．1语义单元的定义

组合服务事务具有语义一致性(见第2．4．2节)。为了保证事务的语义一致性，事

务必须满足语义可串行(Semantic Serializability)[561。语义可串行性的基础是利用对

象的语义信息，也即语义单元(Semantic Unit)，符合组合服务事务语义一致性要求。

因此本节先引入语义单元的概念。

定义4-l(语义单元SU)：设RS为所有组合服务的资源集合，SU为RS上的语

义单元，是RS的子集，有

(1)RS=U=SU；

(2)1≤ij≤n，SUi nsui=g；

(3)(Vx∈SU i，Vy∈SUj,i≠j)=，(x仨dependsOnSet(y)Ay萑dependsOnSet(x))。

其中，dependsOnSet(x)表示资源X所依赖的资源的集合，X依赖于Y是指对x的

访问以及修改的结果是资源Y的值的函数。(3)表明在一个语义单元中的任意资源上

的修改只依赖于同一语义单元中资源的值。

4．2．2冲突及冲突类

定义4—2(冲突)：对于任务(事务)实例ti、ti，若序ylJ<⋯ti．．-tj⋯>的执行效果

与<⋯ti⋯ti⋯>的执行效果不相同，则称ti和ti是相互冲突的，记做ti con["tj。

定义4—3(语义单元冲突)：任务实例ti、tj，若因为访问同一个语义单元SU上

的资源而发生冲突，则称ti和ti关于语义单元SU相互冲突，记做ti conf剐tj。

若序YU<⋯ti⋯tj⋯>的执行效果与<⋯tj⋯ti．．．>的执行效果相同，则称ti、tj不相互

冲突，记为ti unconf ti。

多个组合服务实例并发执行，必然存在冲突的问题。根据冲突的定义，冲突可以

归纳为两类：①因为访问同一语义单元上的资源而引起的冲突，即语义单元冲突；

②因为违反了业务流程中定义的执行顺序而引起的冲突。其中②可以通过业务流程

的定义来控制，在并发控制的过程中无需考虑。因此本文只考虑语义单元冲突。

定义4-3(运行上下文)：运行上下文ctx=(c吃，，ct：。，，仃，tt：。。，conf)，其中c屹。
为上下文中存在运行实例的组合服务；ct：．。为当前并发的所有组合服务事务实例；仃

为ct：。，到c畦，的一个映射，可以表示为盯：ct：。。专c《。；tt：。。表示ct：。。中所有事
务实例的所有任务实例集合；conf表示tt：。中任务实例间的所有冲突关系，

conf∈tt*。。×tt：。。可以用一个图来描述上下文，如图4—3。

设pconf为来自不同的组合服务实例的任务实例间所有可能发生的冲突关系，则
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conf∈pcon_f。

定义4—4(组合服务事务实例)：组合服务事务实例可以用一个三元组来表示，

ct=(ctx，tt。t，_<)，ctx表示当前的运行上下文，tt。t表示组成ct的任务实例集，_<是tt。t

中任务实例的偏序关系，<_ttc。×‰。

定义4．5(冲突类confC)：冲突关系具有可传递性，如果ti c伽氏tj，ti C0171；su tk，

则ti c彻蠡tk。利用冲突关系的可传递性，将所有关于语义单元SU相互冲突的t集合

在一起形成一个关于SU的冲突类，例如{ti’tj，tk}就可以构成一个冲突类，冲突类中任

何两个元素关于语义单元SU相互冲突。

对于任务实例t，可能存在于多个冲突类中，这些冲突类构成的集合用缈表示。

对于同一个任务产生的实例ti和ti，有缈i=COio若冲突类上有某任务实例正在执行，

则该冲突类必需被标记，该标记称为冲突类锁cl。ct上的任务实例t在调度执行前，

必需先检查ct是否能获取到缈。上的所有冲突类锁。只有得到所有锁时，t才能得到调

度执行。

4．2．3临界区及优先调度规则

定义4-6(临界区)：任务实例集CRTSet={t1,t2，．．．t。)构成一个临界区，当且仅当

(1)tl,t2，．．．t。∈ct．tt。t，即tl,t2⋯．t。来自于同一个组合服务实例；

f2)CRTSet是连续的(见定义3．1)；

(3)]ti∈CRTSet(Vtk∈CRTSet(i≠k八ti一<tk))八了tj∈CRTSet(Vtk∈CRTSet(j≠k^

tk．<tj))八]confC(ti∈confC^tj∈confC)。

临界区是一个不可分的单元，其任务实例是连续的不间断的执行的。我们用一个

三元组来表示临界区，有CRTSect=(ct，CRTSet，confC，tSetc。。re)，其中tSet。。。fc=CRTSet

n confC。一个组合服务实例只有获得了其在冲突类confC上的锁，才有机会进入临

界区执行。一旦进入了一个临界区，则临界区的任务实例的执行结果相对外界是不可

见的。图4．1展现了ctl的临界区，CRTSet={t12，t13，t14，t15)，tSetc。。fc={t12，t15)。

ctl

@>《多步∞(多

J，，⋯～、

，，COnfc ＼

t12，t15，

t23

图4-I临界区示侈4图

对于临界区CRTSect，若jtiECRTSect．confC，jti畦CRTSect．CRTSet，且ti与临

界区，j二的任务并发执行，则称之为临界区交叉。以图4．1为例，执行序YlJ<t12，t13，

t23，t15>会产生临界区交叉，这是不允许的，因为t15在confC上直接依赖于t12，而
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t23会改变这种依赖，从而导致执行结果的错误。组合服务实例一旦进入临界区

CRTSect，对于悲观并发控制，会对CRTSect．conic上锁，所以不会出现临界区交叉

的情况；对于乐观并发控制，在调度执行CRTSect中每一个来自CRTSect．coniC的任

务实例前，检测是否有可能出现临界区交叉的情况，从而避免临界区交叉(见4．3．1)。

为了表示任务实例的调度顺序，设任务实例存在优先级PRI，PRI高的任务实例

具有优先调度权。当存在多个可以调度执行的任务实例时，PRI高的任务实例能得到

优先调度；若PRI值相同则任选一个调度执行。

规则1优先调度规则：组合服务实例ct若进入临界区CRTSect，则有V ti∈CRTSet，

Vti仨CRTSet(PRI(ti)>PRI(tj))，即临界区的任务实例比其他的任务实例的调度优先级

高。

优先调度是在et的偏序关系．<的作用下进行的。对于ti_<ti，即使PRI(ti)=PRI(ti)，

也必定会有ti在ti之前调度执行，因为在<的作用下，调度模块不会面临ti和ti哪个

先执行的选择，所以也不存在ti和ti优先级的比较。

4．3组合服务事务冲突模型

冲突问题是并发控制的关键所在。为了解决并发控制中的冲突问题，我们建立了

一个冲突模型，用于描述各服务间的冲突关系，并在此基础上进行冲突概率的计算。

4．3．1组合服务冲突模型

组合服务冲突模型用于描述整个服务环境所提供的组合服务之间的冲突关系，是

一个抽象的关系模型，文中用WCM表示。由此模型结合具体的实例运行场景，可以

推导出实例运行上下文，从而得出所有任务实例之间的冲突关系。

定义4．7(组合服务冲突模型)：WCM为一个三元组，WCM=(CW*,TT’，O)，其

中CW’为服务环境所提供的所有组合服务，TT+表示CW+中所有组合服务的所有任

务，0∈Tr×TT．，表示任务事务之间的冲突关系。

下面以两个组合服务CWl，CW2为例，用一个图形来描述WCM，如图4．2。其

中自反箭头表示同种任务的实例会相互冲突；单箭头表示来自不同种组合服务的服务

实例的任务实例会相互冲突；双箭头表示来自同种组合服务的不同服务实例的任务实

例会相互冲突。从图中可以看出TT’={T11,T12，T21，T22，T23)，且T1 1,T12来自于

CWl，T21，T22，T23来自于CW2，而任务事务之间的冲突关系0={<r11，T1 l>，

<T12，T12>，<T21，T21>，<T22，T22>，<I"23，T23>，<T1 1,T22>，订12，T23>，<T21，T23>，<T23，

T21>}。从此关系中可以看出来自同一种组合服务的任务实例间的冲突概率比较大，

因为同一个任务的不同实例一定是相互冲突的。
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图4-2冲突模型例图

WCM是事务实例运行上下文ctx的基础。其相互关系可以归纳为以下三点：

(1)c峨，∈CW+，tt：。。中的任务实例一定是为TT+中的任务产生的，o表示任务
T间的冲突关系，eonf贝lJ表示T的实例t间的冲突关系。

(2)ctx是相对于具体的运行环境而言的，是动态的，随着时间的推进而变化；而

WCM则是基本服务环境，是静态的。

(3)根据组合服务冲突模型WCM以及运行上下文中的c屹，、ct：。。、盯、tt：。。，
可以推导出当前运行环境的冲突关系conf,具体推导过程见第4．2．2节。

定义4．8(内在冲突)：用于描述一种组合服务的内部冲突关系inner，inner∈0。

在冲突模型中，当CW’中只有一种组合服务时，0=inner。在图4．2中，CW2的内

在冲突关系：inner={<T21，T21>，<T22，T22>，<T23，T23>，<T21，T23>，<'123，T21>}，

n(inner)=5。

定义4-9(交叉冲突)：用于描述任意两种组合服务CWl、CW2之间的冲突关系

cross，cross∈0。在图2中，CWl，CW2之间的交叉冲突关系cross={<T11，T22>，

<T12，T23>}，n(cross)=2

4．3．2冲突概率的计算

设运行上下文中所有任务实例间的实际冲突对数用c表示，则c为conf中的元素

个数，c=吖conf)。另假设在该上下文中所有可能的任务实例冲突对数用f表示，则f

为pconf的元素个数，C=n(pconZ)，则有任务实例之间的冲突概率为：

P=兄．二 公式(4．1)
C

1

其中旯为冲突系数，五=l一二，它与该时刻组合服务事务实例的个数胛有关，n越
疗

大，则允越大，且0≤五<1，当n=l时，有力=0。兄是一个动态因素，其值与实例个

数直接相关。在只有一种组合服务的特殊的运行环境里，不管组合服务实例数为多少，

兰的比值是固定不变的，因此我们引入冲突系数五，以保证实例数越多，发生冲突的
。

概率越大。

设当前有玎个组合服务实例在运行，每个实例所具有的任务数分别为
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确，m2⋯％，可以推导出可能发生的冲突对数：

C=

=’C=

2

y 1112-f
，=l

公式(4—2)

实际冲突对数c的值和冲突模型密切相关。c=‰。+％伽，其中‰。为所有
组合服务实例产生的内在冲突对数，e⋯。为所有组合服务实例产生的交叉冲突对数。

设当前运行环境中存在a=17 fc虻。1种组合服务，每一种组合服务产生的事务实例数

分别为bl,b2，．．．，b。，bl也+⋯+6a-刀，每种组合服务的内在冲突对数分别为el，C2，．．．，Ca，
每两种组合服务间的交叉冲突对数分别为e12，C13，．．．，cla，C23，C24，．．．，C2。，C34，．．．，qa-1)。，则这

些组合服务实例产生的所有内在冲突对数：

． 岛(6I一1)×q+如(62—1)×c2+⋯+吃(6口一1)xG
‰一———————_厂

≥Cmner：丢羔玩(饥一1户，≥ 2

i备饥∽-1户t 公式(4．3)

这些组合服务实例产生的所有交叉冲突对数：

Ccross=q2岛62+q36l如+⋯+q。岛吃+C2362岛+⋯+巳。如吃+巳a63么+⋯+气。一I)口6(。一1)6口

’Ccross荛b正妻cjib,i=l 1)∑，I∑ l
＼f=，+ ／

下面以图4—2中的冲突模型为例来计算f、

公式(4．4)

C的值，假设当前运行上下文中

c吒。=CW‘={owl，CW2}，at：。。={ctl，ct2，ct3)，其中ctl产生于CWl，ct2、ct3
产生于CW2，t《。。={tll，t12,t21，t22，t23,t31，t32，t33)，则我们可以画出当前上下文
的冲突关系图如下：

一C⋯-、WI⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯一{

i⋯一．一．⋯⋯一．⋯．⋯．⋯．⋯．⋯一⋯⋯⋯⋯一⋯一一．⋯．一．⋯．⋯⋯．j

图4-3组合服务事务实例冲突关系图

从图4．3中可以数出‰。=5，‰。=4，c=9，f=21。利用公式，因为a=2，
．35．

嵝
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b。_1，b2乏Cl_2’c2．5，c12_2，可以算出‰=业坐半坐业_5，

‰：2×1 x 2：4，c：4+5：9， f：鱼±坠塑蔓名堡塑：2l，和图中数出的结果
一致。此时，由p=兄·鱼争可以得出冲突概率。
本文利用概率论中的古典概型，事件p的概率是子集A(样本空f．-j)的元素(基

本事件)个数力(A)与全集I(事件域)的元素个数刀(I)的比值，即p(缈)=丢等。本
文中pconf为所有任务事务实例间可能发生的冲突，构成了冲突事件P的全集，

c伽，则是实际发生的冲突集，c伽，s pc伽，，因此有p(国)=轰鲁兰务=吾。同
时考虑到组合服务实例数对冲突概率的影响，引入一个冲突系数兄，得p 2办吾。

4．4基于冲突概率的服务事务并发控制算法

4．4．1组合服务事务的混合并发控制的算法

一组组合服务事务的所有任务序列，在遵循各自组合服务偏序关系的情况下，任

意归并成的一个单一序列称为一个调度。若每个组合服务事务的输出都已经知道，则

称这样的调度为历史。调度历史表示任务实例的执行顺序，可以用一个列表或一个数

组来描述。组合服务事务并发控制的目标就是产生一个正确的调度历史。

l、乐观并发控制算法

乐观并发控制应用于冲突概率很小，甚至不存在冲突的情况。它主要使事务并发

执行而很少发生阻塞【5¨。传统的乐观并发控制的基本思想是在事务执行完毕时进行有

效性确认，如果不存在冲突则提交，否则取消事务。由于提交之前，数据并没有真正

的写入数据库中，所以取消事务的操作很容易实现。但对于组合服务，如果执行完毕

后才检测到冲突，撤销补偿没法实现，因此我们在临界区进行有效性确认，在确认不

会发生临界区交叉后组合服务实例才能继续执行，否则回退至临界区的起始点。

组合服务实例进入临界区CRTSect后，对于CRTSect中每一个来自CRTSect．

confC的任务实例t，在调度执行前，都要检测是否有可能出现在t执行完后发生临界

区交叉的情况，如果有可能则必须撤销补偿并回退到CRTSect的起始点重新开始执

行，否则调度t执行。乐观并发控制算法描述如算法4-1所示。显然，在冲突发生概



硕：i二学位论文 第四章基于冲突概率的组合服务事务并发控制

率很小或者根本不会发生冲突时，这种方法能大幅度提高服务的并发度，保证系统的

效率。但是一旦系统检测可能发生临界区交叉，则要回退并撤销补偿临界区，这是需

要一定代价的，尤其是商业性质的服务。

算法4．1：组合服务事务乐观并发控制算法OCCA(WCM，ctx)

输入：冲突模型WCM，当前的运行时上下文ctx

输出：调度历史H

(1)按照业务流程依次调度执行组合服务ct中任务实例

(2)if ct进入一个临界区CRTSect then{

(2．1) 对于CRTSect中来自其冲突类的任务实例t，在调度运行前，

找出与ct并发执行的组合服务实例集万

(2．2) for 万中的每一个组合服务实例cti do

if ct与cti有可能相对于CRTSect发生临界区交叉then{

撤销补偿CRTSect

回退到CRTSect的起始点重新执行

}

)

(3)if ct执行完毕then

根据任务实例的执行顺序生成调度历史H，算法结束

else 转向(1)继续执行

2、悲观的并发控制算法

在冲突概率较大的情况下，乐观并发控制会造成大量组合服务实例临界区回退，

从而引起对己完成任务实例的大量补偿，代价不可估量，此时乐观并发控制不可行。

为了避免过高的补偿代价，必须采取保守的悲观并发控制。它在识别到冲突时，使组

合服务实例阻塞，当冲突不再存在时，再调度执行。这就无需补偿，但却牺牲了系统

的效率。在极端情况下，可能只有一个组合服务实例在运行，其他所有实例均被阻塞。

本算法采用冲突类锁进行调度控制。冲突类中的任何任务实例，必须获取到其冲

突类锁cl，才有机会执行。对于任务实例同时属于多个冲突类的情况，则只有该实例

获取到所有的冲突类锁时，才能调度执行。为了防止死锁，任何任务实例都不能在阻

塞的状态持有冲突类锁，即它要么持有所需要的全部冲突类锁，要么一个都不持有。

具体算法描述如下。

算法4．2：基于冲突类锁的悲观并发控制算法PCCA(WCM，ctx)

输入：冲突模型WCM，当前的运行时上下文ctx

输出：调度历史H

(1)根据优先调度规则初始化组合服务实例ct中任务实例的优先级

(2)对于ct中任务实例t，在调度运行前，找出其所属的所有冲突类的集合CO

，37．
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(3)if存在优先于t的其他任务，then

t阻塞

(4)if不存在优先于t的其他任务and国为空then

调度t执行

(5)if不存在优先于t的其他任务and国不为空then{

(5．1) for缈中每一个冲突类confC do

if ct未获得confC的冲突锁el and conic没有被其他组合服务

实例上锁then

对该冲突类加锁cl(confC)

(5．2) if t没有得到缈上所有的冲突类锁then{

释放已经获得的缈上的冲突类锁，并通知其他阻塞中的任务实例

t阻塞，等待其他组合服务实例释放锁的通知

if 收到释放锁的通知then

跳转至lJ(3)

)else if t获取到了缈中所有冲突类的锁then{

更新t所在的临界区中所有任务实例的优先级

调度执行至完毕

if 临界区执行完毕then

释放∞上的冲突类锁，并通知其他阻塞中的任务实例

}

>

(6) 当所有任务事务实例执行完时，组合服务事务实例提交完成

根据任务实例的执行顺序生成调度历史H，算法结束

3、基于冲突概率的并发调度算法

本算法有两个前提条件：①单个组合服务实例在没有并发控制的情况下一定能

正确执行。②实际冲突概率P不会在基准概率P的上下频繁波动。

运行上下文ctx是由系统维护的，每当有组合服务事务实例开始或者提交结束时，

都要更新ctx。给定WCM和运行上下文ctx，由公式P=力·去可以计算出当前服务事
乙

务的实例化可能导致的实际冲突概率P。然后比较P和P的大小，决定采用乐观并发

控制还是悲观并发控制。基于冲突概率的并发调度算法详细描述如下。

算法4．3：基于冲突概率的并发调度算法MCCA(P,WCM，ctx)

输入：基准概率P，冲突模型WCM，当前的运行时上下文ctx

输出：调度历史H

(1)实例化组合服务得到其实例ct

(2)更新当前的运行时上下文ctx
．38．
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(3)计算P值

(4)if p<P then

调用算法OCCA(WCM，etx)

(5)if p>P then

调用算法PCCA(WCM，ctx)

关于并发控制方法转换的问题，悲观并发控制和乐观并发控制的相互转换可能会

导致因冲突没检测到而出错，尤其是在组合服务运行时间相当长时。为了防止错误，

利用乐观并发控制提交时才进行冲突检测的特点，给出下面的约定：①从乐观到悲

观的并发控制转换时，对于已在使用乐观并发控制的组合服务实例继续使用乐观控制

方法执行完。②从悲观到乐观的并发控制转换时，对于已在使用悲观并发控制的事

务实例转换为使用乐观并发控制的方法来调度。在前提条件②下，不会出现这两种方

法频繁转换的情况。

4、基准概率P的选取

从算法4．3中可以看出，基准概率P直接关系到乐观并发控制算法和悲观并发控

制算法的选择。如果基准概率选取不当，可能导致算法4．3起不到真正的作用，组合

服务实例一直运行在乐观并发控制或者悲观并发控制下。在算法4．3中，基准概率是

直接作为一个输入参数给出的。下面我们给出一种自适应的基准概率选取方法。

假设在组合服务运行环境中因为乐观并发控制而导致的补偿代价可以衡量，则在

一个时间段内，因为检测到冲突而放弃中止的所有补偿代价(简称为单位补偿代价)

可以确定。对于一个具体的组合服务运行环境，其所能承受的单位补偿代价是有限度

的，我们称这个限度为单位补偿代价的阀值。显然，单位补偿代价超过这个阀值的情

况是不允许的。因此，当单位补偿代价超过其阀值时，应该将基准概率调整为当前的

实际冲突概率P。自适应基准概率选择的具体步骤如下：

(1)置初始基准概率P=I。

(2)监控检测单位补偿代价CC。

(3)若单位补偿代价CC超过其阀值vV，则置P=p。

(4)若CC．w<f(f为一个极小的正数)，则中止退出；否则转向(2)。

通过这种方法能找到一个最合适的基准概率。当基准概率为1时，系统运行在乐

观并发控制下。

4．4．2正确性分析

基于冲突概率的并发调度算法(算法4．3)是乐观并发控制算法(算法4．1)和

基于冲突类锁的悲观并发控制算法(算法4．2)的结合，因此对其正确性证明可以分

别进行。对乐观并发控制算法主要进行可串行化分析，对悲观并发控制算法则除了可

串行化分析外，还得进行死锁分析。

．39．
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1、可串行化分析

为了判断事务调度是否正确，数据库中普遍采用调度历史的可串行化准则。文献

[561指出不满足可串行性，但满足语义可串行性的历史能够保证事务的～致性，因此

在组合服务事务中，可以采用语义可串行性准则来判断调度历史的正确性，即如果组

合服务事务的调度历史是语义可串行的，则并发调度是正确的。文献[56】中提出了一

种判断调度历史是否具有语义可串行性的方法，下面先简要介绍此方法。

定义4．10(语义串行图)【56】：对于在事务集T’{Tl，T2，T3⋯Tn)上的历史H，它的

语义串行化图记作SeSG(H)，SeSG(H)=(N，E)，N=T，E是带标记边的集合，N中任

意两个事务Ti和Tj(ig-j)，分别属于Tj和而的两个任务P和q对语义单元SU中资源
SU

的操作发生冲突，并且P在q之前，则存在一条带标记的边I专Ti。

定理4．1【56J历史H具有语义可串行性，当且仅当SeSG(H)中不包含由具有相同

标记的有向边构成的环。 ，，

文献[56]禾1J用语义串行化图提出并证明定理4．1可以判定～个调度历史是否具有

语义可串行性。本节将采用该方法来判断组合服务事务实例的调度历史是否具有语义

可串行性。下面利用反证法对算法4．1和算法4—2分别加以证明。

设事务CSTi在语义单元SUk上的任务为T刘x(CST,)，CSTi在SUk上所有任务

为AT铷x(CSI)，必有T洲x(CST,)∈AT驯K(CST,)。

(1)算法4．1产生的调度历史具有语义可串行性。

证明：假设由本算法产生的历史H的语义串行化图SeSG(H)中包含由具有相同

标记suK的有向边构成的环，设为csT鼍c瓯3c趿≥⋯S专llKcsI S专UKcsT。
根据本算法，在调度执行临界区CRTSect中每一个来自CRTSect．confC的任务实

例t之前，先检测是否有可能出现临界区交叉的情况，如果可能出现临界区交叉则必

须撤销补偿并回退到CRTSect的起始点重新开始执行，否则调度t执行。因此本算法

能保证临界区CRTSect的连续执行。设临界区CRTSect对应的语义单元为SUK，则

本算法能保证AT刚x(CS王)在T驯x(CSTi)之前或者之后执行。因此对于

SU。

CST,--+“CST,，根据语义串行图的定义，必有AT剐x(CST,)先于AT虮(CSTj)$k行完，

记为TME(CST0<TME(CSTj)。
SOt s：LJlc SOx S仉SUx

因为CST,-+CST2专CST3寸⋯专CST, CST,，所以必有TME(CST0<TME(CST2)

<⋯<TME(CST。)<TME(CSTI)，矛盾。

因此本算法产生的调度历史H的语义串行化图SeSG(H)不存在环。因为定理4．1，

所以本算法产生的调度历史具有语义可串行性。

(2)算法4．2产生的调度历史具有语义可串行性。
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证明：假设由本算法产生的历史H的语义串行化图SeSG(H)中包含由具有相
S仉 sUK SUY sUr SOo

同标记SUK的有向边构成的环：设为csI专cst-．CST3寸⋯jcsl：l寸csl；。

SUo

对于CST,--9“,CST；，根据语义串行图的定义，组合服务事务CSTj、CSTj必有任

务相对于SUk上的资源冲突，设分别为Ti、Ti，则Ti必在Ti之前执行，且Ti已经释

放了冲突类锁。因为在本算法中，冲突类锁并不是任务执行完就释放，而是在当前任

务所属的语义单元上的所有任务都执行完后才释放冲突类锁。所以CSTi在语义单元

SUk上的任务Ti的执行，即T：s”x(csTi)的执行，必在AT鲫x(CST,)都执行完毕后才

开始，因此必有AT鲫‘(CST,)先于AT叫。(csTi)执行完，记为TME(CSTi)<TME(CSTj)。

SUY bug SU【sLk双k

因为CST,->CST2-◆CST3--9⋯专CSL与CSI，所以必有TME(CST0<TME(CST2)

<⋯<TME(CSTn)<TME(CSTl)，矛盾。

因此本算法产生的调度历史H的语义串行化图SeSG(H)不存在环。因为定理4．1，

所以本算法产生的调度历史具有语义可串行性。

2、悲观并发控制算法的死锁分析

对于基于锁的并发控制，最关键的问题是死锁。在数据库事务中，若每个事务都

在持有一些锁的同时请求另外的锁，可能最终导致相互阻塞。关于死锁的处理，有很

多种方法，例如死锁的检测与解除，以及死锁的预防。本算法采取死锁的预防与避免，

能有效的防止死锁，下面就本算法中的死锁问题加以阐述。

本文使用的是冲突类锁，主要从以下两个方面来避免死锁：①采用优先调度规

则。②破坏锁的持有与保持条件。本算法能有效的避免死锁，分析如下：

假设采用本算法出现了死锁问题，必定会有如下情况：存在组合服务实例ctl和

ct2，ctl持有冲突类eonfi的锁cll，同时在申请冲突类conf2的锁c12，而ct2持有冲突

类锁c12，同时在申请冲突类锁cll，如图4-4所示。

图4-4死锁

设ctl开始获得cll时是任务实例tll要调度执行，ct2开始获得c12时是任务实例t2l

要调度执行。ctl申请c12是因为t12要调度执行，ct2申请c11是因为t22要调度执行。

因为ctl持有clI并没有释放，说明ctl上必然还有一个尚未执行的任务实例tli，

tli∈confi，且tll和tli来自同一个临界区，设为CRTSectl。同理ct2上必然还有一个尚

未执行的任务实例t2i，t2i∈conf2，且t2l和t2i来自同一个临界区，设为CRTSect2。
．41．
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下面根据ctl获得锁elI和ct2获得锁c12的先后顺序分两种情况讨论：

(1)若ctI先持有ell，则根据优先调度规则，必然有PRI(hi)>PRI(t20，也即tli肯

定在t2l之前执行，这与实际情况正好相反。

(2)若ct2先持有c12，则根据优先调度规则，必然有PRI(t2i)>PRI(h0，也即t2i肯

定在tll之前执行，这与实际情况正好相反。

因此不管哪一种情况都是矛盾的，假设不成立，本算法能有效的避免死锁。

4．4．3实例分析

我们已经证明本文算法的正确性，下面我们通过一个简单的例子来对算法4．3进

行分析。假设当前环境中有四种组合服务：CWl、CW2、CW3、CW4。图4．5展示

了组合服务并发控制的一个场景，图中用灰色标注的任务实例关于同一个语义单元冲

突，服务请求的顺序通过时间轴显示。从图中可以看出在时间点Time5有服务CW4

的两个服务请求到来，产生实例ct5和ct6。针对这个场景采用算法4．3进行并发控制，

初始基准概率P=I，具体并发控制过程如下：

l、在时间点Timel处产生服务实例ctl，由于当前运行环境中只有一个服务实例，

p=0<P，此时采用的是乐观并发控制算法。

2、在时间点Time2处产生服务实例ct2，根据公式(4—1)得p=0．0500<P，继续

采用乐观并发控制算法。此时假若出现了t14、t21、t15的执行顺序，则在t23调度执

行之前会被检测出来，因而必须撤销补偿ct2的临界区CRTSect，并回退到其起始点

开始执行，ctl结束。

3、在时间点Time3处产生服务实例ct3，根据公式(4．1)得p=0．1250<P，继续

采用乐观并发控制算法。假若调度执行t33之前，检测到执行顺序t31、t21、t22、t23、

t32，发生临界区交叉，此时必须撤销补偿ct3的临界区CRTSect，并回退到CRTSect

的起始点开始执行，ct2结束。假设此时单位补偿代价超过其阀值，则置P=0．1250。

4、在时间点Time4处产生服务实例ct4，根据公式(4．1)得p=0．0625<P，继续

采用乐观并发控制算法。ct3在Time5之前执行完毕，且不存在与ct4的临界区交叉。

5、在时间点Time5处产生服务实例ct5、ct6，根据公式(4．1)得p=0．1333>P，

此时转为采用悲观并发控制的算法，每调度一个任务实例执行都必须先获得其所需要

的所有冲突类锁突检测。ct4则继续采用乐观并发控制算法直至执行完毕。
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◇

：fC蓉RT藿e№etCW2 et2 j-≯一：

CW4：ct5【<匣二)卜殛≥J
|／

，，f而i=f一、CW4：ct6【≮D K堕)．i

，

4．5小结

图4-5并发控制示例图

本章提出了一个冲突概率模型，同时提出了一个组合服务事务乐观并发控制算法

和一个基于冲突类锁的悲观并发控制算法，并在此基础上提出一个基于冲突概率的混

合并发控制算法。此算法充分结合了乐观并发控制与悲观并发控制的优点，当冲突概

率较小时，以提高事务的并发度、提高服务的效率以及系统的吞吐率为主，采取乐观

的并发控制机制；在冲突概率较大时，以保证组合服务事务调度的正确性为主，采取

悲观的并发控制机制。
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第五章支持组合服务事务的原型系统的设计

在第二章中已经提到，WS．BPEL作为组合服务业务流程描述的规范语言已经成

为OASIS标准，并为越来越多的人所接受。目前基于WS．BPEL的组合服务执行引

擎有多种，如IBM的BPWS4J1431，微软的BizTalkl5引，以及一些支持WS．BPEL的开

源项目，如ActiveBPELt59l，Twistert60l。虽然它们能提供一些基本的故障处理功能，

但是没有明确的事务处理行为，缺乏对组合服务事务的强有力支持，因而限制了其实

用性。本章在前面研究的基础上，基于开源的组合服务执行引擎ActiveBPEL，设计

了一个支持组合服务事务的原型系统TCWS。通过对ActiveBPEL进行扩展，添加一

个事务管理子系统TMSS，使之支持组合服务事务。考虑到本文的研究课题是组合服

务的事务处理，因此本章重点在删SS的设计。

5．1 TCWS体系结构

l、ActiveBPEL

组合服务执行引擎ActivBPEL是基于BPEL标准的的Java开源实现，为业务流

程提供了一个健壮的运行环境。它能解析BPEL流程定义以及相关的一些WSDL文

件，创建相应的BPEL流程实例，同时它还有协议规范处理器，能把数据转化为一种

特殊的协议消息，反之亦然。一旦有输入消息到来，引擎就会创建一个新的流程实例，

并对其进行管理，同时负责持久化、队列、报警，以及其他一些执行上的细节。

ActiveBPEL引擎运行于标准的Servlet容器(如Tomcat)上，再在Servlet容器上部

署AXIS引擎，作为SOAP服务器。同时ActivBPEL还有相应配套的BPEL流程编辑

器ActiveBPEL Designer，可以利用它来生成符合WS．BPEL标准的能被ActivBPEL

解析的组合服务业务流程。在第二章中，我们对BPEL进行了事务支持扩展，因此必

须对ActiveBPEL Designer进行改进，使它能编辑出支持事务的组合服务业务流程；

同时还得改进ActiveBPEL，使之能识别事务相关的标签，正确解析支持事务的BPEL

流程。对ActiveBPEL Designer和ActiveBPEL的具体改进过程本文不做阐述。

2、TCWS

TCWS是以开源项目ActivBPEL的研究为基础的，因此其体系结构的主体部分

主要参考了activeBPEL引擎的架构，如图5—1所示。本文所做的工作是对activeBPEL

进行扩展，往BPEL引擎架构中嵌入一个事务管理子系统TMSS，图中灰色部分所示。

TCWS主要由五部分组成：Web应用服务器、SOAP引擎、BPEL执行引擎、事务管

理子系统TMSS和数据库，其中BPEL执行引擎是核心，由ActiveBPEL提供。

BPEL执行引擎，根据ActiveBPEL的官方文档，又可细化为三个部分：执行引
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擎Engine，流程Processes以及活动Activities。Engine协调一个或多个BPEL流程的

执行，而流程则由多个活动构成。另外，它还有辅助模块：处理模块Handlers和管理

器Managers，为BPEL流程的执行提供相关的一些辅助处理功能，例如处理模块提

供计时服务、伙伴绑定等，而管理器则提供流程部署、流程状态等的管理。

AXIS(Apache Extensible Inteaction System)实质上是SOAP服务器，一般部署

在Web应用服务器(如Tomcat)上运行。它提供创建服务器端、客户端和网关SOAP
操作的基本框架，能对SOAP消息进行解析与封装，同时可以通过基于时间的SAX

对XML文档进行处理，从而可以获得较好的速度和效率。

TMSS是扩展的模块，提供事务处理功能，主要包含事务的管理、协调、监控、

并发控制以及错误恢复等功能，下文将做详细阐述。

5．2 TMSS总体设计

5．2．1总体结构

图5-1 TCWS系统结构

TMSS的总体结构如图5—2所示。该子系统主要由事务管理器、协调器、并发控

制模块、错误恢复模块，以及事务监控模块组成。其中事务管理器是核心部件，它总

揽事务处理全局，决定事务的启动和结束。其次是协调器，负责各事务参与者的协调。

协调器是WS．Transaction规范下协调模型的实现，可支持规范中的两种事务类型AT

和BA。并发控制模块和错误恢复模块则分别负责事务处理的关键问题并发控制和错

误恢复，并发控制模块保证多个组合服务事务实例并发执行的正确性，错误恢复模块

则保证在出错时，能及时恢复组合服务事务，保证其语义一致性。事务监控模块主要

用于组合服务事务状态的浏览和查询，同时为工作人员介入事务提供接口。工作人员

既可以通过此模块来查询事务当前所处的状态、事务参与者相关信息，还能通过此模

块直接回退或者取消退出事务。
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f蓠苯焉i一
． !l并发控制
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图5—2事务管理子系统TMSS总体结构

当Web应用服务器启动时，启动ActiveBPEL执行引擎，同时启动事务管理器。

图5—3是基于业务一致协调器完成协议(见5．2．3节)的事务处理时序图，不考虑错

误和并发的情况。在组合服务A的请求下，事务管理器A创建事务，并向协调器A

发送创建协调上下文的消息。协调器A收到此消息后生成相应的协调上下文对象。

在事务参与者B向协调器A注册之后，事务管理器A向协调器A发送协调的事务命

令，此时协调器A使用业务一致协调器完成协议协调多个事务参与者完成事务操作。

最后，事务管理器A将事务处理结果返回给组合服务A。

I绸舍服备A 事磐管殚器A 悱谓器A 事磐爨与者(Web腽备、B 毫备管理器B 悱调器B

创建事务—L
创建协调上下文

，

注册协议

服务调用7L
]
7LJ

-L 带有协调上下文的消剧—．
、

^ 创建事务 ：
创建协调上下文r 一L一 r

LlL j

注册协议
7

_- ■

注册参与者—r-广
'

L广一

广
请求协调

。

‘——一
协议消息(完成)

、

U 执行

● —、执行操作
： ．．——一一

已执行， !成
●

、

：
I 阱议消息(已完成)

协议消息(天闭)

-‘-_～

]返回协调结果
协议消息(已关闭) t--．--"

返回事务处理结果 p
， I、 一

一

_J T

图5-3组合服务事务处理时序图
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5．2．2数据结构设计

组合服务事务相关的主要数据有：事务上下文、协调上下文、协议消息、参与者。

对这些数据的数据结构设计如下：

1、事务上下文

(1)事务ID：事务的唯一标识。

(2)父事务ID：存储父事务ID。

(3)事务状态：记录事务当前的状态，事务的状态包括初始状态、激活状态、中

止状态、已完成状态、失败状态、取消状态、已补偿状态、结束状态等等，还包括完

成中状态、补偿中状态等等中间状态。

(4)开始时间和结束时间：记录事务的起止时间。

(5)协调上下文：记录用于协调的相关信息。

(6)参与者列表：记录事务的所有参与者。

(7)协调协议：用于协调的协调协议，事务在创建时需指明其使用的协调协议。

2、协调上下文

(1)协调上下文ID：协调上下文的唯一标识。

(2)超时值：协调消息的超时值。

(3)协调类型：协调时使用的协调类型，协调类型有：原子事务、业务活动。

(4)协议服务地址：协调时使用的协议服务程序的端13地址。协调器中有一组协

议服务程序，创建协调上下文时根据协调协议选择对应的协议服务程序。

(5)注册服务地址：参与者通过注册服务地址向注册服务注册。

3、协议消息

(1)协调上下文ID：协议消息对应的协调上下文的ID。

(2)消息内容：组合服务的协议服务程序与成员服务的协议服务程序之间交互的

具体消息内容，例如complete、completed等等。

(3)协调状态：记录参与者或者协调者在协调过程中的状态，包括注册状态、开

始状态、投票状态、提交状态、回退状态和结束状态等等。

4、参与者

(1)参与者ID：参与者在事务中的标识。

(2)事务ID：对应的事务的ID。

(3)事务角色：事务角色分两种，事务参与者，事务协调者。参与者的事务角色

为事务参与者。

(4)协调状态：记录参与者在协调过程中的状态，包括开始状态、投票状态、提

交状态、回退状态和结束状态等等。
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5．2．3事务协调协议

本文在第二章中对WS．Transaction规范做了简要的分析，提到WS．Transaction

规范中定义了两种事务类型：原子事务和业务活动，每个事务类型都有自己的协调协

议。TMSS的协调器是WS．Transaction协调框架的实现，因此下面先对这些协调协议

做详细介绍。

l、原子事务协议

原子事务协议主要用于处理短期存在的活动。WS．AtomicTransaction规范为Web

服务原子事务定义了两种协议：完成协议、两段提交协议。

完成协议：应用程序使用这个协议来提交或者终止一个原子事务，事务结束后，

状态码返回给应用程序。图5-4中a为在完成协议控制下的事务状态转换图。图中的

节点代表事务的状态。其中aborting和completing为中间状态。在此协议下，事务的

提交与回退由事务管理器决定，事务管理器向协调器发出提交或回退的消息后，协调

器才开始提交或中止。

两段提交协议：此协议用来协调参与者以便协调器做出提交或回退的决定。跟完

成协议不同，完成协议的提交或回退是由事务管理器直接做出。两段提交协议包括可

变两段提交协议和持久两段提交协议，其中可变两段提交协议针对缓存之类的可变资

源，持久两段提交协议则针对数据库之类的可持久化资源。同时注册可变两段提交协

议的参与者不一定能收到最终结果的通知，而注册持久两段提交协议的参与者一定能

收到最终结果的通知。两段提交协议的状态图如图5．4中b所示，图中每一个节点代

表事务的一个状态。

2、业务活动协议

WS—BusinessActivity规范为W曲服务业务活动定义了两种协议：业务一致参与

者完成协议和业务一致协调器完成协议。鉴于业务活动运行时间较长的特点，这两种

协议都引入了补偿机制和故障处理机制。其区别在于参与者的自主性，前者参与者知

道主动执行(当有服务请求的情况下)，而后者则依赖于协调器告诉它开始执行操作。

业务一致参与者完成协议：参与者在active状态时就已经处于执行状态，执行完

再通知协调器，由协调器决定事务提交还是补偿。不管怎么样，事务都会进入最终的

终止状态。图5-4中c为业务一致参与者完成协议的事务状态转换图。

业务一致协调器完成协议：参与者在active状态时并未执行，而是在等待协调器

的通知。一旦收到完成的通知，参与者就开始执行，执行完再通知协调器，由协调器

决定事务提交还是补偿。不管怎么样，事务都会进入最终的终止状态。图5．4中d为

业务一致协调器完成协议的事务状态转换图，从图中可看出后面的部分和业务一致参

与者完成协议的协调过程是一样的。
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图5-4 WS-Transaction中各协议状态转换图

5-3 TMSS关键部件设计

5．3．1事务协调器设计

WS．Coordination规范中提出了一个可扩展的协调框架，此框架主要提供三种服

务：激活服务，注册服务，协议服务。

1、激活服务(Activation Service)：定义创建协调上下文的操作，用于开始一个

新的事务并指定该事务可以使用的协调协议以及注册服务的地址。协调上下文可以在

组合服务和成员服务之间传递。

2、注册服务(Register Service)：定义注册操作以保证Web服务通过注册以参

与协调。协调器只能对注册了的参与者按照注册的协议进行协调。注册的过程主要是

交换组合服务的协议服务地址和成员服务的协议服务地址的过程。

3、协议服务(Protocol Service)：用于协调已注册的事务参与者完成事务处理。

前面已经介绍详细了WS．Transaction规范的所有协调协议，每个协调协议对应一个协

议服务，提供完成相应的协调行为的操作。

根据协调框架，协调器必须包括一个激活器、一个注册器和一组协议服务程序，

分别提供激活服务、注册服务和各种协议服务。每一个协议服务程序都对应于一种特

定的协调协议，提供相应的协议服务，以规范事务参与者和协调器的行为。组合服务

通过它自己的协议服务与其参与者的协议服务通信，从而实现协调过程。图5．5展示

了协调器的功能及其处理流程。
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图5—5协调器的事务处理流程图

图5-6为协调器的类图，展示了协调器以及其内部各组件的关系。其中Coordinator

主要负责事务处理的相关操作。ProtocolService是相关协议的实现，按照指定协议提

供协调行为，并能传送相关的协议消息。Coordinator的事务处理接口主要是为事务管

理器提供的，使得事务管理器具有对事务的整体决策权，如提交、回退、取消等。而

ProtocolService则提供事务具体的协调行为，同时为协调器提供一个总的协调入口。

图5-6协调器类图
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5．3．2事务管理器设计

事务管理器总揽全局，联系着应用程序、事务协调器、并发控制模块、错误处理

模块，以及事务参与者，主要负责事务的创建以及事务的管理，并且能控制全局事务

边界，决定事务的提交或者回退，为应用程序提供事务接口。它能向事务协调器下达

事务处理的命令。至于具体的事务协调行为，由协调器负责，而事务的并发控制以及

错误恢复则分别由并发控制模块和错误处理模块负责。应用程序通过事务管理器开始

以及结束一个事务。事务管理器维护着一个正在运行的事务列表，存储着每一个事务

的当前状态，并且随着时间的推进不断更新。

事务管理器是TMSS的核心，在为组合服务应用程序和事务监控模块提供事务处

理接口的同时，还依赖于协调器、并发控制模块以及错误处理模块来完成事务行为。

图5．7展示了事务管理器相关的一些重要类。图中createTransaction方法能创建事务，

若传入父事务上下文则还能创建子事务。beginTransaction方法能开始事务，事务管

理器向协调器请求创建协调上下文。endTransaction方法表示事务结束，事务管理器

向协调器请求协调，协调器负责协调处理，并返回事务处理结果。block和unblock

为并发控制模块提供阻塞和解阻塞的方法。同时事务管理器还为应用程序、错误处理

模块提供控制事务的方法，如rollback、commit等等。

<<接口>>

ransmetioBMonitorinterface

△
1

TransactionMonitor

+getAIITransactions()

+getTransactionO

+getTransactionStatus0

+gelTransactionContext()

+cancel()

+closc()

<<接口>》

TransactionMamagerInterface

△
l

TransactionMamager

．transactionList

+createTransaction()

+beginTransactionO

+endTransaction()

+addTransactionO

+removeTransaction()

+getTransaction()

+getTransactionMapO
+setTransactionMa．pO

+setTransactionTimeoutO

+COOrdinateResultHandl《)

+rollbackO

+commit()

+cancel()

+exit()

+fault()

+block()

+unblockO

自

<<接ISl>>
FailureDeciderinterface

△
I

FailureDecider

+decide()

+retry()

+replace()
+rollback()

+ignore()

+abort()

图5-7管理器类图
．5l_
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5．3．3错误处理模块

第1．1．2节中提出了组合服务可能的三种错误，其中组合服务运行平台错误是由

组合服务执行引擎引起的，可以通过不断完善activeBPEL来减少其发生。网络环境

故障主要指网络设备连接错误，它和成员服务失败都可以通过错误处理模块来处理。

当网络设备连接发生错误或成员服务执行失败时，错误处理模块根据错误类型，做出

事务处理决策。本文在第三章中针对成员服务失败，提出了一种支持QoS约束的组

合服务事务恢复算法。错误处理模块在此算法的基础上，兼顾网络设备连接错误。

总的来说，错误处理模块主要由五部分组成：QoS的计算程序、事务决策器、补

偿事务管理、定制服务、设备连接检测程序。其中QoS的计算程序主要负责QoSaet、

QoS如m他的计算；错误决策器负责分析错误信息，做出事务处理决策，在保证QoS的

前提下，尽量让事务继续向前执行；补偿事务管理模块负责补偿事务的生成和执行；

定制服务提供候选服务和补偿任务的定制接口，用户可以通过该接口定制候选服务和

补偿任务，这增加了错误恢复的灵活性，以保证业务流程能尽量向前执行，直至结束；

设备连接检测程序通过响应时间来检测网络设备是否正常，若在规定时间内无响应消

息返回，则通知决策器做出阻塞或取消的决策。

错误处理决策不同，处理流程也不尽相同，下面以替换父域的处理决策为例阐述，

时序图如图5．8所示。成员服务执行失败，错误信息通过组合服务的事务管理A传送

给错误决策器A，错误决策器A做出替换父域的决策后，要求补偿事务管理B生成

部分补偿事务并启动执行，同时把错误决策信息返回给事务管理器A，此时事务管理

器A会调用组合服务的相关接口以回退到父域的起始点。

错误处理模块

l事备管婵罂rweb服备m 相会腽磐A 事磐管弹器A 辅误决赞器A 补偿享备管婵A

^ 失败(错误信息)
n “⋯“7⋯。’ 、

【 j
，

——)修改事务状态‘误信息
、做出替换 父域的决镱●／⋯⋯
生成部分补偿事务

——

、
错误决策信息

-—／

r印退到父域起始l 一

U L
●

-

●

图5-8错误处理时序图

5．3．4并发控制模块

当组合服务事务实例个数多余一个时，实例之间可能会发生冲突，从而导致事务
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运行结果的不一致。并发控制模块是基于冲突概率的并发控制调度算法(见第四章)

的实现，主要包括以下四个子模块：

1、运行上下文管理，管理运行上下文的生成以及更新。随着旧事务的结束、及

新事务的产生，当前并发的组合服务事务实例会发生变化，从而使得冲突关系也发生

变化，因此运行上下文在事务的运行过程中是动态变化的，需要维护与管理。

2、概率监控，监控运行环境中冲突概率的变化。当有组合服务实例生成或者结

束时，根据运行上下文和组合服务冲突模型计算冲突概率，将其和基准概率比较，以

确定要采用乐观并发控制还是悲观并发控制。

3、冲突管理，提供冲突类、冲突类锁、冲突模型的管理维护，同时提供语义单

元以及临界区的管理维护。随着事务的推进，冲突类、冲突类锁、语义单元、临界区

都是动态变化的，冲突管理对其进行管理维护，从而为调度模块提供调度的依据。

4、调度模块，控制组合服务事务的调度，能开始、提交、中止、阻塞及解阻塞

组合服务事务。若当前采用的是乐观并发控制，则在组合服务执行完毕后，根据临界

区交叉情况判断是提交结束还是中止；若当前采用的是悲观并发控制，则在调度执行

任务实例之前，根据优先调度规则及冲突类锁的持有情况判断是调度执行还是阻塞。

图5-9展示了并发控制各子模块及它们之间的关系。从图中可以看出，调度模块

是并发控制的核心，其它的子模块最终都是为调度模块服务的。冲突管理和概率监控

都依赖于运行上下管理为其提供相关数据。调度模块则依赖于冲突管理和概率监控。

同时它提供和事务管理器通信的接口，事务管理器要开始一个事务或者提交一个事务

都要通过该接口征得调度模块的“同意"。

5．4小结

图5-9并发控制各子模块关系图

本章基于开源项目ActiveBPEL，设计了一个遵循WS．BPEL规范的支持组合服

务事务处理的原型系统TCWS。通过对组合服务执行引擎AetiveBPEL的扩展，增加

～个事务管理子系统TMSS。TMSS是一个遵循WS．Transaction规范的组合服务事务

管理子系统，本章对TMSS各关键部件的设计进行了具体的阐述。其中协调器是

WS．Coordination规范的一个实现，而错误处理模块和并发控制模块则是在第三章和

第四章的基础上设计的。
．53．
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6．1本文总结

第六章总结与展望

事务机制是保证服务可靠性的有效手段，它能保证多个Web服务交互获得正确

的执行和一致性的结果。本文在组合服务事务模型、并发控制以及错误恢复等方面进

行了探讨，为组合服务的事务性研究提供了新的思路和方法。本文的主要工作可以归

纳为以下几点：

l、提出一个基于域的组合服务嵌套事务模型SBET。该模型进一步放松了事务

的ACID属性，通过业务流程域的划分，使得子事务在不能处理错误时，将错误抛给

父事务处理，从而能有效的保证事务的语义一致性。

2、提出一个支持QoS约束的组合服务事务恢复算法。本文在错误恢复时引入了

QoS，使得组合服务在错误恢复的过程中，能保证服务质量接近最优，这也是用户所

需求的。当发生错误时，本算法能根据事务特性，做出正确的决策，保证事务能从错

误中恢复过来。

3、提出一个组合服务事务并发控制算法。本算法是基于冲突概率，结合乐观并

发控制和悲观并发控制的混合并发控制算法，它能充分发挥乐观并发控制与悲观并发

控制的优点。同时本文就该算法进行了可串行化分析，证明了其正确性。

4、事务管理子系统TMSS的设计。TMSS是在activeBPEL的基础上设计的，当

前大部分组合服务执行引擎都不能提供完全的组合服务事务行为。本文选择开源引擎

activeBPEL，在其基础上设计事务管理子系统，从而对组合服务提供事务处理支持。

6．2进一步研究方向

组合服务的事务性研究是当前Web服务研究的一大热点，我们在研究组合服务

事务模型、并发控制以及错误恢复的过程中，又发现了一些新的问题。这些问题有待

进一步研究：

1、组合服务事务模型的进～步深入研究。本文中的SBET是在组合服务的层次

上提出的，在做事务决策时，只考虑了成员服务的执行结果，而对成员服务的具体执

行情况没有考虑。然而成员服务也可能是组合服务，所以若从全局的角度看，组合服

务事务应该是一个分层的嵌套事务。采用分层的嵌套事务事务模型，结合终端用户的

需求可以进一步减少事务恢复时的补偿代价，这在本文中并没有研究。

2、组合服务事务调度的优化。并发控制能提高系统的并发度和吞吐率，本文提

出了～种混合的并发控制算法，它能并发的调度事务，并能保证并发事务的正确执行，
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但是在事务调度的优化方面并没有深入考虑。怎样进～步优化调度，以提高系统效率、

缩短响应时间将是进一步研究的重点。

3、组合服务事务的形式化理论研究。本文在形式化理论方面并没有过多涉及。

怎样对组合服务事务的相关技术，例如错误恢复、并发控制，进行形式化描述和性质

验证有待进一步研究。

4、服务的动态发现问题。本文中的成员服务以及候选服务都是预先绑定的，或

者是手工定制的，这会限制组合服务的服务质量。通过动态服务发现，可以实时的发

现QoS最优的候选服务，从而保证组合服务的服务质量。所以Web服务动态发现问

题也是下一步研究的内容。
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