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摘 要

摘 要

本文进行跨语言话题分析研究，致力于解决如下科学问题：给定一个涉及多

种语言的文档集（限定每个文档只采用一种语言），如何识别出跨语言话题。跨语

言话题分析面临的主要问题是翻译歧义。翻译歧义有两种情况：跨语言歧义和单

语言歧义。为解决上述问题，本文深入研究了跨语言话题分析中的文档建模技术，

针对不同问题提出了一系列基于语义的跨语言文档模型，主要包括：

• 针对跨语言歧义问题，将单语广义空间向量模型拓展为跨语言广义向量空间
模型，同时提出了基于广义空间向量模型的特征选择算法。实验结果证明了

这个方法在两个数据集上相对于向量空间模型分别提高 1.46%和 2.18%。
• 提出了一种基于全局词义的跨语言文档建模方法。分析翻译歧义的本质是词
的同义性和多义性问题。针对这一问题，本文提出了基于词义的文档建模方

法，采用统计方法定义局部词义和全局词义，提出了跨语言词义归纳算法获

取跨语言词义，并分别在向量空间模型和潜狄利克雷模型中探讨了词义的贡

献。实验结果表明，相对于跨语言广义空间向量模型，这个方法在两个数据

集上性能分别提高 6.16%和 5.74%。
• 在经典主题模型潜狄利克雷（Latent Dirichlet Allocation，LDA）模型的基础
上，提出了三种基于统计词义的 LDA模型（Sense-based LDA，SLDA）：第
一种模型考虑词义对主题的影响（独立 SLDA）；第二种模型考虑词义和主
题的相互影响（点估计协同 SLDA）；第三种模型考虑词义分布和主题的相
互影响（词义混合协同 SLDA）。实验结果表明,三种 SLDA模型均优于 LDA
模型，而词义混合协同 SLDA模型性能最好。概率分布分析也验证了这一结
果，性能好的模型具有更加尖锐的主题分布，可以提供更强的后验信息。

• 针对跨语言话题分析问题，在词义混合词义协同 SLDA的基础上融入词对
齐信息，设计了两种基于词义的跨语言主题模型：第一种模型将词对看作变

量，将主题看作词对的分布（词对齐词义 LDA）；第二种模型除了考虑词对
齐信息，还进一步估计了词义对齐，从而构造了主题、词义和词义对齐的迭

代学习过程（词义对齐词义 LDA）。实验结果表明相对于基于全局词义的跨
语言文档建模方法，这个方法在两个数据集上性能分别提高 6.67%和 3.28%，
而词义对齐词义 LDA在本文提出的所有方法中性能最好。

关键词：跨语言；话题分析；文档建模；主题模型
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Focusing on cross-lingual topic analysis, this dissertation seeks to resolve the fol-
lowing scientific problem of detecting cross-lingual topics from a multilingual corpus in
which each document is written in only one language. The most challenging issue is trans-
lation ambiguity. There are two cases of translation ambiguity: the cross-lingual ambi-
guity and the monolingual ambiguity. To address the translation ambiguity issue, a series
of cross-lingual document representation models are explored. The major contributions
of this work are four-fold:

• Cross-lingual Generalized Vector Space Model. Aiming at addressing the cross-
lingual ambiguity issue, the model considers word relationship in cross-lingual case
and employs several word similarity calculation methods. In our work, the mono-
lingual Generalized Vector Space Model was extended to the cross-lingual case by
incorporating the cross-lingual word similarity. Meanwhile, a new feature selection
algorithm is designed for the Generalized Vector Space Model. The experimental
results on cross-lingual topic analysis task show that this model outperforms Vector
Space Model by 1.46% and 2.18% respectively in two test datasets.

• A cross-lingual document representationmodel based on global senses. Analysis on
the translation ambiguity issue indicates that the underlying reasons are synonymy
and polysemy phenomena. It is thus argued in this work that word senses can be
promising to represent documents to reduce the translation ambiguity. In the pro-
posed word sense based document modeling methods, we defined local word senses
and global word senses based on word co-occurrence statistics. We proposed the
cross-lingual word sense induction algorithm to obtain statistical word senses and
used word senses in two document presentation models: Vector Space Model and
Latent Dirichlet Allocation(LDA). The experimental results on cross-lingual topic
analysis task shows that this model outperforms the Cross-lingual Generalized Vec-
tor Space Model by 6.16% and 5.74% respectively in two test datasets.

• Three topic models based on statistical senses. Topic models rely on the co-
occurrences of surface words to capture their semantic relations, but a surface word
is likely to presents different word senses. We argued that disambiguating word
senses for topic models can enhance their discrimination capabilities. We incorpo-
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rated the statistic word senses into topic models and designed three revised LDA
models based on word senses: Standalone Sense based LDA(SA-SLDA), Point
estimate Collaborative Sense based LDA(PCo-SLDA) and Sense mixture Collab-
orative Sense LDA(SCo-SLDA). The experimental results shows that SCo-SLDA
performs the best and the other twomodels also perform better than the LDAmodel.
Distribution analysis also shows the same results: the model with better perfor-
mance presents a sharper distribution of topics, thus provides more confidence on
the posterior estimation. We also evaluated SCo-SLDA in WSI and verified that
using proper topics as pseudo feedback will induce more accurate word senses.

• Two cross-lingual topic models based on statistical senses. In order to address
the cross-lingual ambiguity issue, we incorporated word alignment information
into SCo-SLDA and designed two cross-lingual topic models based on senses:
Word Aligned Sense based LDA(WA-SLDA) andWord Sense Aligned Sense based
LDA(WSA-SLDA). InWA-SLDAmodel, aligned word pairs are taken as variables
and topics are taken as distributions on aligned word pairs. In WSA-SLDA model,
besides aligned word pairs, the alignments of word senses are also estimated and
the generative story of word senses, topics and word sense alignment is identified
as iteratively interchangeable steps. The experimental results on cross-lingual topic
analysis show that WSA-SLDA outperforms the Cross-lingual document represen-
tation models based on global senses than 6.67% and 3.28% respectively in two test
datasets.

Key words: cross-lingual; topic analysis; document representation; topic model
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第 1章 引言

1.1 研究背景和意义

1.1.1 话题分析

话题分析是一项旨在帮助人们应对信息过载问题的研究，曾以新闻为处理对

象，将涉及某个话题的报道组织起来以某种方式呈现给用户。它的研究起源于美

国军方的话题检测与跟踪（TDT）需求。
1996年，美国国防高级研究计划局（DARPA）根据自身需求，提出开发一种

能自动判断新闻数据流主题的新技术。从 1998年开始，美国国家标准技术研究
所（NIST）在 DARPA支持下，联合马萨诸塞大学、卡耐基 -梅隆大学和 Dragon
systems公司，每年举办一次话题检测与跟踪国际研讨会，在共同的新闻媒体流
测试集上对比不同 TDT算法的准确性 [1]。根据 TDT评测官方定义，话题（topic）
是指由一个核心事件或活动以及所有与之直接相关的事件或活动 [1]。话题分析

（topic analysis）技术由此产生，其目标是识别给定新闻集中每个新闻的话题。早
期 TDT评测室在传统新闻媒体信息流数据（如在新闻专线和广播新闻等）上开展
的。近年来，随着互联网的发展，话题分析的研究进一步关注互联网载体上的新

闻，例如网页新闻 [2]、博客新闻 [3]、微博新闻 [4] 等。更有研究将话题分析技术应

用于科技论文 [5]，实现科技学术话题的自动分析。这些研究的共同点是：给定一

个文档集，识别出该文档集中每个文档的话题。

同时，话题分析技术是网络舆情分析系统的核心模块。

网络舆情是指在一定的社会空间内，通过网络围绕中介性社会事件的发生、

发展和变化，民众对公共问题和社会管理者产生和持有的社会政治态度、信念和

价值观 1⃝。近年来，互联网（Internet）在我国迅猛发展，已经成为了人们生活工
作必不可少的一部分。根据《第 34次中国互联网发展状况统计报告》截至 2014
年 1月，中国网民规模达到 6.32亿，互联网普及率为 46.9%。其中，手机网民规
模达 5.27亿。随着规模的增加，互联网已成为影响社会稳定、国家安全和世界和
平的重要因素。网络舆情分析对政府和企业都有重大作用。2013年 8月全国宣传
思想工作会议提出，要把网上舆论工作作为宣传思想工作的重中之重来抓。舆情

监测成为各级政府的重要工作之一。对于企业来说，有效地监测企业相关的舆情，

1⃝ 百度百科，网络舆情。http://baikeḃaiduċom/view/2143779ḣtm
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第 1章 引言

第一时间了解和处理企业在网络上的相关信息，可以有效地保持企业的健康良好

形象。舆情分析系统主要包括以下几个核心功能 1⃝ ：1、热点话题、敏感话题识
别；2、倾向性分析；3、话题跟踪；4、自动摘要；6、突发事件分析。可见，舆情
分析系统的核心模块是话题识别，进而寻找热点和敏感话题。在海量网络信息中，

与同一话题相关的信息往往孤立地分散在不同的时间段、不同的网站中，因此迫

切需要一种能自动汇总特定话题相关信息的话题分析算法。这是话题分析研究的

应用背景。

图 1.1 话题分析基本流程

从应用角度看，话题分析系统的输入是文档集；输出是话题，并赋予每个文

档一个特定话题。图1.1是话题分析的基本流程图，对于文档集的每个文档，首先
进行文档建模，然后根据文档的模型采用聚类算法进行聚类。

1.1.2 话题分析的跨语言问题

语言障碍是阻碍人们日常信息获取的瓶颈。全世界有超过 150多种语言。由
于语言障碍的存在，大多数用户无法快速获得其他语言的信息。随着全球经济的

发展，互联网多语言内容已经十分普遍。英语独霸互联网的时代已经过去，汉语

内容紧随英语之后并有后来居上之势，其他语种也发展很快。如何从非母语的互

联网内容中获取信息，是困扰人们学习需要的问题之一。

语言障碍也是阻碍计算机信息处理的瓶颈。以话题分析为例，目前话题分析

研究在单一语言上取得了快速发展，但无法满足人们对非母语信息的需求。随着

互联网的进一步发展，各种语言网页的数量快速增长，人们已不再满足于仅从自

己国家或地区的角度来看待事物。在事件发生或者变化时，人们还渴望了解其他

国家或地区的报道或评论。我国是一个多民族国家，由 56个民族组成，语言资源
极其丰富。除了汉语外，我国还有 80多种少数民族语言，而少数民族文字则有 19
种。通过跨语言话题分析可以更好地获取少数民族民众的观点，更有效的进行舆

情分析。因此，跨越语言鸿沟、获取跨语言话题信息成为个人乃至一个国家了解

1⃝ 百度百科，互联网舆情监控系统。http://baikeḃaiduċom/view/2143779ḣtm# 7_1
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和掌握全球信息的重要手段。因此，通过计算机自动地识别多种语言中相关话题

信息，已成为信息检索和自然语言处理的研究热点之一。

综上，在话题分析中解决语言障碍问题，进行跨语言分析的研究是很有必要

的。从应用角度看，跨语言话题分析系统的输入是多语言文档集（限定每个文档

仅采用一种语言）；输出是跨语言话题，并赋予每个文档一个特定的跨语言话题。

图 1.2 跨语言话题分析基本流程

图1.2分别是跨语言话题分析的基本流程图。图中不同语言的文档以不同的图
案表示。从图中可以看出，单语言话题分析和跨语言话题分析的流程基本一致，

区别在于跨语言话题分析需要对不同语言的文档进行建模，识别话题。跨语言话

题分析中的话题可包含不同语言的文档。因此跨语言话题分析的关键问题是两种

语言之间的意义映射。从自然语言理解的角度看，多种语言的同一对象的信息表

示是这个对象在不同语言符号系统的字符串表示。如何对这些不同表示进行建模，

获得它们表示的对象是跨语言信息处理的重要研究内容，也是跨语言话题分析的

核心问题。

本文认为语义可以反映不同语言符号系统下的实际意义，深入研究了基于语

义的跨语言文档建模，使不同语言相似话题的文档具有相似的文档表示，并将其

应用到话题分析任务，提高跨语言话题分析的准确性。

1.2 相关研究工作

1.2.1 单语言话题分析

单语言话题分析的目标是从文档集中识别话题，并赋予每个文档特定话题。

基本流程如图1.1所示。

1.2.1.1 话题检测

自 1998年开始，NIST召集了五次 TDT评测，相关工作的综述已在文献 [6]
和文献 [1]中分别给出。本文关注话题检测技术。话题检测的目标是识别新闻文

3
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档中的话题，主流方法是文档聚类，即先以特定文档模型表示文档，然后采用聚

类算法（如 K-means或者层次聚类算法）将相似度高的文档聚在一起，构建成一
个话题。因此，话题检测的关键问题是如何进行文档建模。

早期的话题检测与跟踪系统主要采用两种文档表示模型：向量空间模型

（vector space model，VSM）[7]和语言模型（language model，LM）[8]。
• 向量空间模型（VSM）
向量空间模型（VSM）是最早的文档表示模型 [7]。它采用特征空间的向量来

表示文档，其性能关键是特征的选择，目前主要采用了文档中的词汇作为特征。

早期的一些话题检测与跟踪研究工作针对新闻这个特殊对象，着眼于如何准确地

计算新闻中的词的权重。研究显示，词性对新闻表示有一定的影响。文献 [9]评测
了使用不同词性表示新闻对系统性能的影响。此研究表明，只用名词和形容词来

表示新闻性能最好，当加入名词词组后，使用名词、动词、形容词以及名词词组

表示新闻性能最好。文献 [10]使用共现命名实体集（frequent itemsets）来表示话
题。在文献 [11]中，新闻表示中命名实体和普通词的权重不同，话题表示则使用
卡方准则计算特征权重。文献 [12]和文献 [13]使用命名实体表示新闻和话题，并
且不同种类的命名实体权重不同。文献 [14]分别用命名实体，话题词以及所有词
表示文档，并且采用三种表示相似度的线性组合作为文档相似度。国内也有研究

采用了相似的策略，文献 [15]将词划分为人物、时间、地点、内容 4个组，并在
这 4个向量空间上分别进行权重和相似度计算。由于新闻的长度差异性大，短新
闻的特征较少，文献 [9]采用了新闻扩展技术，当两篇新闻的相似度高于预先定
义的阈值时，将这两篇新闻相互扩展。文献 [9]尝试根据话题将新闻划分成不同
片段，计算片段之间的相似度。但是这种改进并不明显。

• 语言模型（LM）
语言模型的主要思想是构建 n元文法模型，通过概率公式计算报道和话题的

相关性，从而识别出话题 [8]。文献 [16]针对新闻建立了一元语法模型，进而计算
新闻文档与话题的相似度。很多研究在语言模型中加入了新闻的其他因素。例如

文献 [17]采用了多模型方法，分别用人物、时间、地点、关键词来表示新闻和
话题。由于新闻的时间以及其他内容是不同类型的特征，它们的模型也不同。针

对时间，使用高斯混合模型表示，而其他内容则用一元文法表示。模型参数用最

大似然方法估计。文献 [18]构建了一个相关模型并且通过比较 Kullback-Leibler
（KL）距离来判定话题，研究表明相关模型与传统语言模型相比有很大提高。文
献 [19]将词划分成不同的语义类，并为每个语义类构建了一元文法语言模型，采
用每个语义类对数似然值的线性组合作为相似度。

除了文档建模方面的研究工作，还有一些研究致力于通过改进文本聚类

4
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的方法以提高话题检测的准确性。文献 [20] 首先在在线事件监测任务中提出
Single-Pass聚类方法。还有一些研究根据不同的任务要求改进了聚类算法 [11,21–23]。

国内的一些研究也对此作出了贡献 [24–27]。聚类算法是机器学习领域的研究热点，

而本研究的侧重点是文档建模。

尽管学术界已在话题检测研究中取得了大量研究成果，但传统话题检测技术

仍然在文档建模方面存在不足。词汇是传统话题检测技术的主流特征，并假设特

征之间的独立性。两个问题值得关注：首先，它将一个词看作是“死”的字符串，

因此只能表示一个意思，这样就不能解决一词多义问题。比如，“苹果”这个词至

少具有两个不同的意思：一个指一种水果，另一个指乔布斯创建的苹果电脑公司。

其次，它的独立性假设忽视了词之间的关联性，例如同义词。比如，“电脑”和

“电子计算机”互为同义词。举个极端的例子，假设一篇文档中仅有一个词“电

脑”，而另一篇文档中只含有“电子计算机”，传统技术认为这两篇文档是完全不

同的。

为解决上述问题，越来越多的研究将语义信息结合到话题检测算法中。有的

研究加入了本体或知识库。例如文献 [28]用词汇链表示报道，该文献只考虑名词，
并且根据WordNet来确定候选序列的语义关系。文献 [29]也采用了相似的表示方
式。文献 [30]将词分为四类：地名、专有名词、时间词和普通词。对于每一类，
将具有相近含义的词项放在同一语义组。本体和语义知识库需要人工编辑，其覆

盖面和更新速度都不能满足互联网快速发展的需要。另外一些研究考虑词的之间

的共现程度。例如文献 [2]将经常在一个句子共现的词定义为一个基本概念，然后
用基本概念表示报道。文献 [31]通过计算词的共现得到词的相关度，并将与新闻
文档中的词的相关度大的词作为概念词。但是在这些仅考虑词共现的研究中，一

个词只有一个概念，因此不能解决多义词问题。

1.2.1.2 主题模型

主题模型（Topic Model）近年来被广泛用于信息检索、文档分类等领域。
主题模型也可以用做话题分析。主题模型的代表模型包括潜语义分析 (Latent
Semantic Analysis，LSA) [32]、概率潜语义分析 (Probability Latent Semantic Analysis，
PLSA) [33]以及潜狄利克雷分布 (Latent Dirichlet Allocation，LDA) [34]。

LSA模型的基本思想是将文档从高维词汇空间映射到低维的潜语义空间 [32]。

通过词—文档矩阵进行奇异值分解，消除词语间相关性，构造出一组标准正交基，

即隐含的“人工概念”。但是在这个模型中，一个词只有一个映射，无法解决多义

词问题。

在 LSA的基础上，文献 [33]提出了 PLSA模型，假设每篇文档都是“潜在主
5
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题”的混合。与 LSA不同的是，PLSA将文档表示成主题的多项分布，将主题表
示为词语的多项分布，所以 PLSA中的主题与 LSA中的“人工概念”相比更直观，
也在一词多义问题上具有潜力。但 PLSA需要对文档层面的概率分布进行估计，
因此不能预测新文档。针对这一问题，文献 [34]提出了 LDA模型。在 PLSA的基
础上，LDA模型在文档 -主题概率分布中加入狄利克雷先验，从而可以对新文档
进行预测。

LDA作为第一个成熟的主题模型，对“主题”这一抽象概念进行建模，大大
提升了深层描述文本语义的能力，在多个领域得到了广泛的应用。但是它仍然存

在着一些问题，研究者们陆续在 LDA的基础上提出了一些改进的主题模型。
在 LDA 模型中，各个主题是弱相关的，这与事实不否，有些主题之间可

能存在层次关系。针对主题间的层次关系，文献 [35] 提出了层次化 LDA 模型
（Hierarchical LDA）。该模型构造了一个高度固定的主题树，假设一个文档的所有
主题都位于主题树的一条路径上。通过 Gibbs抽样算法，自动地将文本中比较抽
象的单词分配给主题树中较高层次的主题，从而描述了主题间的层次关系。但是

该模型要求固定主题树的高度，当文本中隐含的主题层次关系不那么规律的时

候该模型并不适用。为此文献 [36]使用 Griffths-Engen-McCloskey（GEM）分布代
替层次 LDA中的词在主题树上的层次狄利克雷分布，打破了主题树高度必须固
定的限制。针对主题间可能存在的两两相关性，文献 [37]提出了关联主题模型
（Correlated Topic Model, CTM），用多维高斯分布代替 LDA模型中的狄利克雷分
布，通过模型训练，估计高斯分布的协方差矩阵来表示主题之间的两两相关性。

但是 CTM在模型推理和参数模拟问题上存在缺陷，当维度过高的时候会很不准
确。文献 [38]提出了独立因子主题模型（Independent Factor Topic Model），借鉴
因子分析的思想，假设主题是主题因子的线性混合。通过估计混合参数，获得主

题和主题因子的关联性，间接获得主题间关联性。

还有一些改进模型加入了其他信息，如作者 [39]、时间 [40,41]、事件约束 [42,43]

等。还有研究将 LDA与 n-gram模型结合起来 [44–47]。

主题模型试图同时解决“一词多义”和“多词同义”两个问题，解决效果并

不理想，这是因为它们需要从文档集全局层面直接寻找主题，同时解决同义词和

一词多义问题的难度较大，导致效果下降。因此，一些主题模型 [48–50]加入了知识

库如WordNet的语义信息，但是这些方法面临着知识库覆盖率的问题。
基于主题模型的话题分析方法有两种，一种是直接利用主题模型抽取话题，

将主题模型产生的主题作为文档包含的话题 [5,34]。第二种是在主题空间上利用主

题表示文档和话题，然后利用聚类的方法进行话题分析 [51]。

6
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1.2.1.3 其他基于语义的文档建模

近年来，语义信息不仅被用在话题分析中，还被广泛地用在文档分类、文档

聚类以及信息检索的文档建模步骤。

研究者尝试采用概念对文档进行建模，概念主要来自Wikipedia、WordNet和
HowNet等语义知识库。文献 [52]提出了明确语义分析 (Explicit Semantic Analysis，
ESA)方法，将文档表示为一个维基百科相关概念序列，根据文档中概念的相关
程度来衡量文档相似度。ESA方法对文档的语义拓展比较好，但是在语义拓展过
程中会加入很多外围的相关词，可能与目标不吻合。文献 [53]则研究了维基百科
对文本向量的语义扩展问题，将文档词向量中的每个词匹配到维基百科概念，利

用同义词、上层概念、关联概念等实现向量语义相关性扩充。文献 [54]首先识别
出文档中的概念，然后给相关分类节点打分。分类节点的权重依赖于文档中出现

该分类标题、子分类标题或者概念的次数以及分类的大小。文献 [55]则在文档聚
类中分别利用了维基百科中的类别、上下层概念关系修改文档相似度公式。文献

[56,57]采用WordNet或者 HowNet等人工编撰的本体中的概念表示文档。它们采
用词义消歧的算法确定词的概念然后用概念表示文档。采用概念进行文本建模有

以下两个问题，首先，这些概念需要人工定义的，构建比较困难，同时受到知识

库规模和更新速度的影响，在海量文档话题分析中难以奏效。其次，人工概念的

粒度不一，难以形成符合实际的概念划分。

另外一些研究者利用词的共现信息挖掘词的关系，并将这些关系用于文档建

模。GVSM [58]改进了特征之间的正交性，将文档表示在一个非正交的空间上。空

间上的维度之间的关系就是词的相关度，词的相关度则通过统计词的共现得到。

在 GVSM模型基础上，文献 [59]改进了词相关度的计算方法并在语义空间上进
行了降维处理。以上这两种模型着眼于解决同义词问题，无法处理一词多义问题。

文献 [60]提出采用联合聚类的方法同时聚类文档和词。文献 [61]利用 EM算法得
到词簇，再用词簇表示文档。这种基于词簇的方法通常假设一个词仅属于一个类

簇，同样不能解决一词多义的问题。

文献 [62]用上下文表示词义，利用无指导词义归纳算法从原始文本语料库里
自动获得词义。该方法用于无指导词义消歧 [63]，后来用于短文本 (如电子邮件)分
类 [64]。词义归纳还可用于信息检索领域，文献 [65,66] 在信息检索领域采用无指导

词义归纳技术确定词义。但是这两个研究只考虑到一个词的多义现象，没有考虑

到词与词之间的关系。
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图 1.3 单语言文档建模文献总结

1.2.1.4 单语言话题分析小结

单语言话题分析的研究集中在文档建模模块上，研究的总结如图1.3所示。
早期的单语言话题分析起源于话题检测与跟踪技术，采用传统的文档建模方

法，无法解决文档表示中的多义词和同义词问题。为了解决上述问题，单语言话

题分析开始采取基于语义的文档建模。基于语义的文档建模有两种：

1. 基于显语义空间的文档建模。这类方法利用知识库的概念表示文档，依赖于
知识库，受到知识库规模和更新速度的影响，在知识库资源缺乏的语言不适

用。

2. 基于统计语义空间的文档建模。基于统计语义空间的文档建模方法有两种：
第一种是主题模型。主题模型试图同时解决“一词多义”和“多词同义”两

个问题，解决效果并不理想，这是因为它们需要从文档集全局层面直接寻找

主题，解决同义词和一词多义问题的难度较大，导致效果下降。第二种方法

考虑词之间的关系如利用词相似度或者词簇。但是这种方法无法解决多义词

问题。

近年来，利用词义进行文档建模的尝试开始涌现，尤其是无指导词义归纳方

法的出现，给文档建模带来新的希望。词义是介于词和概念之间并携带语义的语

言元素，可有效避免词和概念所面临的问题，在文档建模中颇具潜力。

8
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1.2.2 跨语言话题分析

随着互联网的全球化,话题分析面临着多语言的挑战，跨语言话题分析的研究
也越来越多。跨语言话题分析的任务是识别跨语言文档集中每个文档的话题，并

进行汇总。跨语言话题分析的话题可能包含不同语言的文档。基本流程如图1.2所
示，跨语言话题分析和单语言话题分析的区别在于它需要对不同语言的文档进行

建模，识别话题。

1.2.2.1 跨语言话题检测

在 TDT国际评测中，TDT2开始提供英文和中文的评测语料，TDT3还加入
了阿拉伯文等其他语种的新闻语料。话题检测与跟踪研究从一开始就考虑到跨语

言的问题。

传统的跨语言 TDT研究主要有基于机器翻译和基于双语词典翻译两种策略。
• 基于机器翻译
NIST为 TDT国际评测提供了机器翻译的功能。因此早期的 TDT评测系统都

是用机器翻译工具将源语言翻译成目标语言，然后采用单语言的方法进行相似度

计算 [67]。评测结果表明,与单语言话题检测与跟踪相比,采用机器翻译方法会导
致 50%的性能下降。这是由于机器翻译中的错误使源语言被翻译成目标语言后，
不仅没有准确的表达原新闻的意思，还会产生噪声影响文档建模的准确性。文献

[68]验证了跨语言话题跟踪在原始语料上的性能比机器翻译后语料上的性能更好。
文献 [68]首先用机器把多语言新闻文档统一翻译成一种语言，生成话题模型。如
果检测到的后续相关新闻的语言与话题模型不相同，那么生成这种语言的话题模

型。这种方法依然对机器翻译依赖性很强，如果机器翻译提供了错误的训练样本，

那么后续的话题模型会产生偏差。

• 基于双语词典翻译
基于双语词典翻译的跨语言话题检测与跟踪方法是把文本中的词对应成另一

种语言的词。文献 [69]将中文话题的动词和名词都翻译成英文，来关联中文话题
和英文话题。文献 [69]用中英词典翻译新闻文档中的词，同时考虑到歧义问题保
留多个翻译候选词。文献 [21]利用多语言主题词表 Eurovoc构造跨语言文档向量。
文献 [70]从知网中获取义原,用义原向量空间来表示文档。以上基于词典的跨语
言文档聚类方法不能判断歧义词的正确翻译，难以解决翻译歧义问题。

9
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1.2.2.2 跨语言主题模型

主题模型在单语言话题分析中取得了很好的效果。跨语言主题模型是在单语

言主题模型的基础上借助词典或者跨语言语料库对应不同语言。跨语言主题模型

的拓展方式有两种。

第一种是将平行或者可比语料中不同语言的对应文档看做伪文档，利用主题

模型在平行/可比语料上抽取跨语言主题。文献 [71]利用 LSA在平行空间中构造
了多语言语义空间，不同语言的单词和文档都能映射到同一个语义空间中，然后

进行多语言文档聚类。一些研究在信息检索领域上采取了相同的做法 [72–75]。文

献 [76]在双语平行语料库利用 PLSA获得跨语言主题概率，然后利用这个概率计
算词的翻译概率。但是这些算法简单地将不同语言的平行文档当做一个伪文档，

当主题个数特别大的时候，主题中的词会很稀疏。同一语言的主题分布比较集

中，不利于获得对齐的主题。针对这一问题，文献 [77,78]提出多语言主题模型
（Polylingual Topic Model，PTM），将不同语言的文档放在不同的元组中，从多语
言语料库中建立多语言的对齐主题。文献 [79,80]使用了相同的模型进行跨语言聚
类。文献 [81]提出了 Coupled Probabilistic Latent Semantic Analysis (CPLSA)，用于
跨语言信息检索和跨语言文档分类中。但是这种方法需要从开发集中训练主题，

而开发集中的主题与目标集中的主题不完全一样，这种偏差会影响性能。

第二种是从词典或者平行语料中获得不同语言词的对应关系，然后用这种对

应关系拓展主题模型。文献 [82]用词与词的对应关系拓展 PLSA，抽取双语主题。
文献 [83]则在有指导的 LDA基础上加入词典拓展为多语言有指导的 LDA模型。
文献 [84]利用了双语词对拓展 LDA。但是这个方法限制词在一个数据集中只存在
一个翻译。文献 [85]中的方法则没有这一限制，可以在一定程度上解决语言之间
的对应问题和翻译歧义问题。但是它的消歧是在文档集全局层面上进行的，考虑

的是文档层面的上下文，难度较大，会导致结果下降。

1.2.2.3 其他跨语言文档建模方法

近年来，跨语言文档建模不仅被用在跨语言话题分析中，还被广泛地用在跨

语言文档分类、跨语言文档聚类以及跨语言信息检索中。

一些研究利用维基百科进行跨语言文档信息检索。文献 [86]利用维基百科中
的知识结构（如跨语言链接、类别等）建立不同语言文档之间的联系。文献 [87]
在 ESA的基础上，用维基百科的概念表示文档，并且并通过跨语言链接对应不同
语言的概念。但是这种方法会受到维基百科的范围和更新速度的影响，在没有维

基百科资源的语言中不适用。
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一些研究利用矩阵分解的方法在平行语料中进行不同语言的对应。文

献 [81] 提出 Oriented Principal Components Analysis(OPCA) 的方法在信息检索和
文本分类上解决跨语言问题。此外，还有研究将非负矩阵分解（Non-negative
Matrix Factorization，NMF）[88–90]、典型相关分析（Canonical Correlation Analysis，
CCA）[91,92] 和基于核方法的典型相关分析（Kernel Canonical Correlation Analysis，
KCCA）[93–95] 应用于跨语言信息检索或者跨语言文档分类。文献 [96]提出一种谱
聚类的方法，将不同语言的文档看做加权图，在可比语料中采用传播算法获取先

验信息，合并多语言空间，解决跨语言聚类问题。但是这些方法仍然面临不同文

档集的偏差问题。

文献 [97]首先对文档进行机器翻译，然后将翻译的文档作为原始文档的相关
视图进行聚类。聚类过程中采用了约束机制。这个方法受到机器翻译性能和效率

的限制。

文献 [98]等在英语和西班牙语的可比语料库中识别同源命名实体，然后聚类。
实验结果显示，仅使用同源命名实体进行匹配可以获得好的聚类性能。文献 [99]使

用英语的命名实体识别印度语言的命名实体。通过识别同源词进行跨语言文档建

模的优点是不需要双语词典等双语资源，但是这个方法只适用于同一语系，对于

不同语系的语言（如英语和汉语）之间作用不大。

1.2.2.4 跨语言话题分析小结

跨语言话题分析的主要方法可分为基于直接对应的文档建模和基于语义空间

的文档建模。

基于直接对应的文档建模用于跨语言话题分析早期，一般是借助机器翻译翻

译文档或者词典翻译文档中的词或者关键词实现。基于机器翻译的方法的性能会

受到机器翻译性能和效率的影响，而基于词对应的方法面临的主要问题是翻译歧

义问题。

语义空间有显语义空间和潜语义空间之分。显语义空间需要语义资源的支持，

同样受到语义资源的规模和更新速度的影响。潜语义空间方法有两种：一种是直

接在平行/可比语料中构造语义空间，特征选择和提取也都是在平行/可比语料的
语义空间中进行的。这种语义对齐是主题层面的，而主题通常是和文档息息相关

的，不同文档集之间的主题差异性较大。目标语料中的主题可能在平行/可比语料
中并未涉及，同时平行/可比语料中的冗余主题会产生噪音。因此，这种主题偏差
会严重影响方法的性能。而另一种方法则是利用词对齐信息直接在文档集中构造

跨语言语义空间。但是现有的跨语言主题模型在主题层面上解决翻译歧义问题，

解决效果并不理想。
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图 1.4 跨语言文档建模文献总结

1.3 论文的主要内容

1.3.1 研究目标

本文的研究目标是解决跨语言话题分析问题，跨语言话题分析问题的定义如

下：

给定一个多语言文档集，限定单个文档仅采用一种语言。设计文档模型，将

文档表示为特定模型实例，以便借助聚类算法，将文档集划分为多个话题类簇，

赋予每个文档一个特定的话题。

本文围绕跨语言文本建模这一核心问题，通过更好的文档表示模型提高跨语

言话题分析的性能。

1.3.2 研究难点

跨语言话题分析在文档建模中面临着翻译歧义的这一研究难点。分析翻译歧

义，有两种情况：

1)一个词可以有不同的翻译选择，2)多义词在不同的情况下翻译不同。
分析翻译歧义产生的原因，第一种情况来源于目标语言的同义性，我们称为

跨语言的歧义；第二种情况来源于源语言的多义性，我们称为单语言的歧义。本

文参考单语言文档建模的解决方案，加入语义信息，在解决同义词和多义词问题
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的同时解决翻译歧义问题。现有的基于语义的文档建模主要有基于知识库和基于

统计语义两种。由于基于知识库的文档建模方法受到知识库的限制，本文主要考

虑如何从文档中获取统计语义，然后利用统计语义表示文档。

根据上述分析，本文提出的方法需要解决以下两个科学问题：

1.3.2.1 如何在文档建模中更好地解决跨语言的歧义

跨语言的歧义性来源于语言的同义性。例如，在表示人体器官的情况下，词

“arm”既可以被翻译成“胳膊”，也可以被翻译成“手臂”。因此需要对词和它的
翻译有着相同或者相近的表示。本文考虑利用统计语义表示文档，但是现有基于

统计语义的方法或者只能获取主题层面的对齐或者通过词对齐构造跨语言主题空

间，效果不理想。因此如何充分利用语义空间获取更好的对齐信息是本文研究要

解决的首要问题。

本文认为细粒度的对齐信息，如词或者词义的对齐则通常与文档无关。使用

细粒度的对齐信息可以针对不同的目标集选择不同的特征，从而产生不同的话题，

鲁棒性较好。

1.3.2.2 如何在文档建模中更好地解决单语言的歧义

单语言的歧义来源于语言的多义性。比如词“arm”有两个意思：a）手臂，胳
膊 b）武装。因此“arm”在描写人体的上下文中需要翻译成“手臂”，在描写军事
的上下文中需要翻译成“武装”。因此，需要根据不同的上下文判断词的语义，对

于表达不同含义的同一个词给出不同的表示。比如说，当词“arm”在描写人体的
上下文中和描写军事的上下文的表示不同。

现有的基于统计语义的方法只能从文档层面进行消歧义，不能充分利用近距

离上下文信息。本文认为近距离的上下文信息比如句子级别的上下文，比文档层

面的上下文即文档级别的上下文更能反映词的含义。

针对以上两个科学问题，本文将以跨语言文本建模为研究对象，探索如何有

效的利用统计语义表示跨语言文档。需要强调的是，虽然本文中跨语言文档建模

应用在跨语言话题分析上，它同样可以应用在跨语言信息处理的其他任务上，如

跨语言文档分类，跨语言信息检索等。

1.3.3 研究思路

针对如何更好地抽取对齐语义信息，提高跨语言文档建模的科学问题，本文

研究思路如图1.5所示。围绕跨语言歧义和单语言歧义这两个研究难点，从以下三
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个方面开展研究：选取合适的跨语言语义表示，在语料中提取跨语言语义以及利

用跨语言语义进行文档建模。本文选取了词相似度和词义这两个语义表示，分别

提出了对应的语义提取算法，然后针对词义与话题的影响，提出更好的文档建模

方法。下面将从语义表示、语义提取和文档建模三个方面详细介绍文本的研究思

路。

图 1.5 研究内容

1.3.3.1 选取合适的跨语言语义表示

现有的统计语义主要有两种表示：主题模型抽取的潜在语义（主题）以及词

与词之间的关系（词类簇或者词的相似度）。这些统计语义表示主要是针对同义词

和多义词现象的。本文除了要解决同义词和多义词问题，还需要考虑到跨语言问

题。因此，需要改进现有的统计语义表示或者构造新的语义表示。本文的统计语
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义表示需要满足以下两个条件：

1)可以解决跨语言歧义问题。本文的统计语义需要将不同语言中的相同语义
表现为相同或者相似的形式。因此能很好的反映不同语言之间的对齐形式是本文

选择统计语义表示的一个首要标准。

2)可以解决单语言歧义问题。本文的统计语义需要识别出词在表达不同含义
时候的不同翻译，因此是否能表示出词的歧义是本文选择统计语义表示的一个重

要标准。

为了满足以上两个条件，本文比较了两种语义表示：词的相似度和词义。

如图1.5所示，本文首先探索了使用词的相似度作为语义表示，将单语言词的
相似度拓展为跨语言词的相似度。这是由于词的相似度相比词簇可以更准确反映

词的关系。相比主题可以更灵活的在不同语料库中构造不同的语义空间。但是词

相似度只能反映同义现象，无法表示多义现象，也就是说只能解决跨语言歧义问

题，无法解决单语言歧义问题。

因此本文进一步选择词义作为语义表示。词义是意义的表达，有“指称

说”、“因果说”、“四因素说”、“用法说”等多种定义和表示方式。考虑到计算的

方便性，本文采用“用法说”，用上下文中能够表征特定语义的词语集合来定义一

个词义。

举例来说，“包袱”一词至少包含如下两个词义，如例1.1和例1.2。

例 1.1： 包袱 #T1：用布包起来的包儿。如，“把你的包袱拿好。”

例 1.2： 包袱 #T2：某种心理负担。如。“你不要有思想包袱。”

采用“用法说”，以上词义可借助其上下文词语表示为例1.3和例1.4。

例 1.3： 包袱 # E1：{东西,行李，衣服,布,拎,丢，整理,收拾}

例 1.4： 包袱 # E2：{思想，心理,背,压力,负担,克服,消除,加深}

通俗地说，第一组定义是通过解释其用途和现象等意义（内涵）来完成的，

而第二组是通过具体的同现词汇实例（外延）来完成的。前者能准确表达词义，

但不方便计算机计算。后者能否准确表达词义依赖于同现词汇的选择，但非常适

合计算。因此本文采取后者词义定义方式。同时我们注意到相同或相近的词义具

有相似的上下文词语集合。因此词义具有解决同义词能力。而同一词可能有多个

词义，因此词义也具有解决多义词的能力，也就是说词义可以同时反映由同义和

多义现象导致的翻译歧义问题。
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为了解决跨语言问题，本文构造跨语言的词义表示，同时用不同语言的上下

文中能够表征特定语义的词语集合来表示一个词义。

举例来说，词义“包袱 # S2”被扩展为例1.5。

例 1.5： 包袱 #S2：{思想,心理,背,压力，负担,甩掉，消除，加深, burden, psy-
chological, suffer, pressure, endure, eliminate, alleviate, add}

在上述跨语言词义表示中，多语言上下文相关词被收集进来。因此不同语言

的相同或者相近的词义也具有相似的上下文词语集合。因此跨语言词义具有解决

跨语言问题的能力。

同时与主题模型生成的主题相比，词义的粒度比较细，可以根据不同文档集

的不同词以及词频，构造不同的语义空间和特征空间，鲁棒性更好。

1.3.3.2 在语料中提取跨语言语义

在确定了语义表示后，还需要解决语义提取的相关问题。现有的研究大多都

是基于单语言的，跨语言语义生成算法较少。因此需要提出新的跨语言语义生成

算法，解决跨语言语义生成问题。针对词的相似度，本文在平行语料上扩展了相

似度计算方法，生成跨语言相似度。针对跨语言词义，本文在提出了新的跨语言

词义归纳方法。

1.3.3.3 利用跨语言语义进行文档建模

利用跨语言语义表示需要考虑如何确定目标文档中词的语义，如何提取语义

特征，计算基于语义的文档相似度等。针对词的相似度，参考单语言文档建模，

本文采用经典的 GVSM表示文档。针对词义，本文直接将词义作为特征，采用词
义消歧的方法确定每个词的词义，利用现有的文档建模方法表示文档。本文还提

出新的基于词义的文档表示模型，主要思想是考虑到词与主题的相互影响，将词

的词义看做主题模型的一个隐藏变量，提出基于词义的主题模型，从文档中自动

学习词义和话题。之后，本文对这个话题模型进行拓展，解决跨语言话题分析问

题。

1.3.4 论文的贡献

本文的主要贡献是图1.5中所列出的四个文档建模方法，包括：
1)针对跨语言歧义问题，借助跨语言词相似度，将单语广义向量空间模型

（Generalized Vector Space Model, GVSM）拓展为跨语言广义向量空间模型。同时，
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提出了适用于 GVSM的特征选择算法。实验证明，GVSM在跨语言话题分析的性
能优于现有方法，新的特征选择算法可以进一步改进跨语言话题分析。

2)为了同时解决跨语言歧义问题和多语言歧义问题，提出一种基于全局词义
的跨语言文档建模方法。该方法首先利用词义归纳算法从平行语料中获取每个词

的词义，然后利用词义聚类算法发现不同词词义的关系。最后利用词义消歧获得

目标文档集中每个词的词义，并用词义表示跨语言文档。实验表明该方法在跨语

言话题分析任务上优于 GVSM。
3)为了获得更好地表示文档，现在单语言情况下进行尝试，提出三种基于统

计词义的主题模型。该模型可以同时生成文档的主题和文档中词的词义。与之前

的研究不同，我们并没有使用一些语义资源来表示词义，而是将词的词义看做主

题模型的一个隐藏变量，从文档中自动学习词义和话题。该主题模型与上一个基

于词义的方法相比，优势在于同时考虑到了词义对主题的影响和主题对词义的影

响。实验结果表明，词义作为主题模型的特征可以获得更加集中的话题分布。将

词义与主题的相互影响作为伪回馈，可以生成更准确的词义和主题。

4)在跨语言情况下更好的表示文档，提出两种基于统计词义的跨语言主题模
型。该方法在单语言主题模型的基础上解决了对齐词对解决跨语言的对应问题。

此外，这个方法还进一步考虑了词义对齐，实现了主题、词义以及词义对齐的相

互影响，实验结果表明，该主题模型在跨语言话题分析上优于第二个方法。

1.3.5 论文的结构

本文的内容共六章，具体安排如下：

第1章是绪论部分。首先介绍了话题分析的研究背景和意义，引出研究跨语言
话题分析的重要性。接着综述了单语言话题分析和跨语言话题分析的国内外研究

现状，然后分析了跨语言话题分析的研究任务以及面临的挑战，最后阐述了本文

的研究思路和贡献。

第2章将单语广义向量空间模型拓展为跨语言广义向量空间模型。首先介绍
了跨语言词相似度的计算方法，然后利用跨语言词相似度改进广义空间向量模型，

进行跨语言文档建模。在此基础上还提出了适用于 GVSM的特征选择算法。本章
在跨语言话题分析的任务下比较了不同相似度的性能。

第3章提出一种基于全局词义的跨语言文档建模方法。首先给出了词义的定
义，然后介绍了词义归纳算法和词义聚类算法，之后介绍了词义消歧的方法和基

于词义的文档建模方法。最后在跨语言话题分析任务上评测了基于全局词义的跨

语言文档建模方法的性能。
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第4章提出三种基于统计词义的主题模型。首先分析了词义作为主题模型特征
的优势，然后设计了三种基于词义的 LDA模型（Sense based LDA, SLDA）：独立
SLDA（Standalone SLD, SA-SLDA）,点估计协同 SLDA（Point estimate Collaborative
SLDA，PCo-SLDA），词义混合协同 SLDA（Sense mixture Collaborative SLDA, SCo-
SLDA），之后介绍了三个模型的推理求解过程，最后评测了三种 LDA模型的性
能。

第5章提出两种基于统计词义的跨语言主题模型。首先利用对齐词对，拓展了
词义混合的协作 SLDA（Sense mixture Collaborative SLDA, SCo-SLDA）使其可以
处理跨语言的情况。然后介绍了该拓展模型的推理求解过程，最后在跨语言话题

分析的任务下评测了该模型的性能。

第6章总结了论文的工作并进行了展望。
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第 2章 跨语言广义向量空间模型

2.1 本章引论

2.1.1 研究问题

传统的话题分析采用向量空间模型（Vector Space Model, VSM）[7] 表示文本，
它利用词袋（Bag of Word, BOW）模型来构建特征空间，并将每个文档转化为一
个向量。词袋模型导致在特征匹配中的“硬匹配”问题。例如，当词“海岸”被选

为特征时，除非“海边”也被选为特征，否则“海边”无法影响到文档表示。这

是因为在“硬匹配”中，“海岸”和“海边”完全不同。

在跨语言话题分析中，一些研究 [100] 利用双语词典或者机器翻译工具翻译文

档或者特征。这会导致翻译歧义问题。当一个词存在多个翻译目标词时，很难选

择采取哪一个翻译目标词作为翻译结果，这就是跨语言话题分析中的跨语言歧

义问题。可见，一旦这个词的某一个翻译被选为特征时，这种跨语言歧义加剧了

“硬匹配”问题。

因此，本章主要针对跨语言歧义和特征选择中的“硬匹配”问题开展研究。

2.1.2 问题分析

针对解决跨语言歧义和“硬匹配”问题，现有的文档建模研究做了一些尝试。

为了解决 VSM的缺陷，很多研究提出基于统计语义的文档表示模型。一些文
档表示模型如 LSA [32]，LDA [34]等将文档映射到低维空间来获取统计潜语义。另外

一些模型如单语广义向量空间模型（Generalized Vector Space Model, GVSM）[58,59]

则采用显式语义，在文档中计算词的相似度，将文档表示在一个非正交的空间上。

但是上述模型都是基于单语文档集的，不能直接用到跨语言文档集中。

为了解决跨语言歧义问题，文献 [71]在平行语料训练 LSA，获得 LSA“潜概
念”，然后生成这些“潜概念”在目标文档集的权重。与单语言 LSA不同，跨语
言 LSA在固定开发集上选择特征。但由于目标文档集通常与开发集存在内容和用
词的显著不同，会导致过度适应问题。

因此，为了更好的解决跨语言歧义和“硬匹配”问题，跨语言文档建模方法

在文档表示中需要使词和它的翻译表示相同或者相近，在特征选择中需要避免

“硬匹配”问题。同时需要注意目标文档集和开发集的特征差异性。
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2.1.3 解决思路

为了解决跨语言歧义，本章利用跨语言词相似度将 GVSM拓展到跨语言文档
建模中，即跨语言广义空间向量模型（Cross-lingual GVSM，CLGVSM）。本章在
平行语料中统计词的相似度，比较了几种相似度的性能，同时利用词典和翻译概

率进一步改进了跨语言词相似度。考虑词相似度后，词和它的不同翻译有较大的

相似度，这样可以使词的不同翻译都能获得对应，有利于解决跨语言歧义问题。

为了避免特征选择中的“硬匹配”，本章提出了基于“软匹配”的特征选择方

法。在新的特征选择方法中，最有代表性的词是根据软词频和软文档频在语义空

间中选择出来的。这样，一个非特征的词可以影响它的近义词的权重，从而为跨

语言文档建模做出贡献。词的跨语言歧义具有相近的表示，有利于解决跨语言歧

义问题。

同时本章提出的方法直接在目标文档集上选择特征，避免了文档集之间的差

异性对性能造成的影响。

本章后续部分按如下方式组织：2.2节介绍跨语言词相似度计算方法；2.3节
介绍跨语言广义向量空间模型；2.4节介绍基于广义向量空间模型的特征选择方法；
2.5节评测了基于跨语言广义向量空间模型在跨语言话题分析任务下的性能；2.6节
对本章进行了总结。

2.2 跨语言的词相似度计算

词相似度计算是一个自然语言处理研究热点，已经应用在机器翻译和词义排

歧等研究中。词相似度在 CLGVSM的构建中起到重要的作用，本节先总结了词
相似度计算的研究现状，然后介绍本章的词相似度计算方法。

2.2.1 词相似度的相关研究工作

在传统的 GVSM [58]和改进的 GVSM [59]中，词的相似度在目标文档集中进行

计算。性能最好的词相似度计算方法如下：假设词是高斯分布的随机变量，计算

词协方差向量的内积。本章则用词协方差向量的余弦相似度来计算词的相似度。

本章将这种方法称为基于 COV的方法。但是这种相似度计算方法是在目标文档
集中进行计算，无法计算不同语言词的相似度。

近年来提出的的词相似度的计算算法或基于语义网络，或基于统计技术。

文献 [101,102]提出基于WordNet的英文语义相似度计算方法。文献 [103]在
机器翻译中用知网计算词相似度。文献 [104]提出用知网的概念定义计算跨语言
相似度。
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基于统计技术的词相似度计算方法更为广泛。最经典的方法是点互信息

（Pointwise Mutual Information, PMI）[105]。PMI值越大，说明词汇越有可能出现在
同一语境下。很多研究都是在 PMI 的基础上进行改进。文献 [106] 提出了基于
PMI-IR的同义词获取方法，利用 Alta Vista Adanvced搜索引擎计算单词之间的概
率。SOCPMI方法 [107] 利用 PMI将两个目标词的相邻词按重要性排序，并通过计
算相邻词的 PMI实现目标词之间的相似度计算。
这两种方法各有特点，基于语义网络的方法简单有效，无需训练语料库，但

是这种方法得到的结果受到人的主观意识影响大，有时并不能准确反映客观事实。

另外，这种方法比较准确地反映了词之间语义上的相似性和差异，但是对于词之

间的语法和语用考虑的较少，基于统计技术的方法比较客观，综合反映了词在语

法、语义、语用等因素的相似性和差异。但是这种方法比较依赖于训练语料，计

算量大，计算也比较复杂。

2.2.2 跨语言的词相似度计算

跨语言词汇相似度（Cross-lingual Word Similarity，CLWS）在 CLGVSM的构
建中起到重要的作用。本章实现了三种代表性的词相似度计算方法：基于知网

的词相似度 [104]、基于 COV的词相似度方法 [59]和基于 SOCPMI的词相似度 [107]。

第一种是基于语义网络的相似度计算方法，后两种则都是基于统计的计算方法。

下面将分别进行介绍。

2.2.2.1 基于知网的词相似度

我们采用基于知网的跨语言词相似度计算方法 [104]，基本思想是利用知网中

词汇的语义定义。

按照知网的创造者董振东先生的说法：“知网是一个以汉语和英语的词语为

代表的概念为描述对象，以揭示概念与概念之间以及概念所具有的属性之间的关

系为基本内容的常识知识库。”[108]。知网中有两个基本概念：概念与义原。概念是

对词汇语义的描述。一个词可以表达多个概念。义原是用于描述概念的最小意义

单元。与一般的语义网络（如WordNet）不同，知网并不是简单地将所有概念归
结到一个树状的概念层次体系，而是用义原对概念进行描述。[109] 中文词“海岸”

和英文词“coast”在 HowNet的概念如表2.1所示。从概念定义（表2.1的 DEF）
得出，海岸是一块“陆地”并且“靠近”“水域”。同时，表2.1显示 DEF的结构包
括两部分：（1）基本义元，例如“land|陆地”; (2)关系义元，例如 BeNear|靠近:
existent= , partner=waters|水域。关系义元会包含几个二级义元，进一步定义了概

21



第 2章 跨语言广义向量空间模型

念。知网中的词涵盖了中文和英文，义元也具有双语结构。因此，HowNet可以用
来计算双语词相似度。

表 2.1 中文词“海岸”和英文词“coast”在 HowNet中的概念定义

No. =048973 //概念标识
W_C=海岸 //中文词
G_C=N[hai3 an4] //中文词的词性和拼音
W_E=coast //英文词
G_E =N //英文词的词性
DEF={land|陆地: {BeNear|靠近: existent={∼}, partner={waters|水域}}} //概念定义

基于知网的中文词相似度和英文词相似度都有研究。文献 [103]提出基于知
网的中文词相似度计算，文献 [110]提出基于知网的英文词相似度计算。本章采用
文献 [104]提出的跨语言词相似度计算，可以计算中文词和英文词之间的相似度。
给一个中文词 wCN和英文词 wEN，跨语言词相似度计算如下：

1)首先在 HowNet搜索出 wCN 的相关概念集 CCN = {cCNi }(i = 1...NCN)，相关

义元集 PCN = {pCNi }和相关二级义元集 S CN =
∪NCN

i=1 S CNi = {sCNi,k }(k = 1...MCN)。我

们也可以得到英文词 wCN 的相关概念集 CEN = {cENi }(i = 1...NEN)，相关义元集

PEN = {pENi }和相关二级义元集 S EN =
∪NEN

i=1 S ENi = {sENi,k }(k = 1...MEN)。

2) 计算中文词的每个义元 sCN ∈ (PCN ∪ S CN) 和英文词的每个义元 sEN ∈
(PEN ∪ S EN)的义元相似度 S imSEM 。义元相似度是根据 HowNet中义元的距离和
深度差计算的。计算公式如公式 (2-1)。

S imSEM(sCN, sEN) =

max
{
0, 1 − λdis · Vdis(sCN, sEN)

}
·min

{
λdep · Vdep(sCN, sEN), 1

} (2-1)

其中 Vdis(s1, s2) 和 Vdep(s1, s2) 从 HowNet 中得到的两个义元的距离和深度
差；λdis和 λdep分别是距离和深度差的归一化系数。根据 [110]的实验，我们设置
λdis = 40，λdep = 4。

3)根据义元相似度 S imSEM ，计算中文词的每个概念 cCNi 和英文词的每个概

念 cENi ，计算公式如公式 (2-2)和公式 (2-3)。

S imCON(cCNcEN) = S imSEM(pCNi , p
EN
i ) · S imSEM(S CN

i , S
EN
i ) (2-2)

S imSEM(S CN, S EN) =

∑MCN

m=1

∑MEN

n=1 S imSEM(sCNm , s
EN
n )

MCN × MEN (2-3)
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4)根据概念相似度计算词 wCN和词 wEN的词相似度 S imHN，计算公式如公式

(2-4)。

S imHN(wCN,wEN) =
NCN

max
i=1

NEN

max
j=1

S imCON(cCNi , c
EN
j ) (2-4)

2.2.2.2 基于 COV的词相似度

在单语言 GVSM [58,59]中，词的关系是在目标文档集中进行计算的。

假设 D = {d j; j = 1, · · · ,N}表示包含 N 篇文档，M 个词的文档集。X 表示一

个 m × n的矩阵，它的元素 xi j 表示词 wi 在文档 d j 的权重。G表示词与词的关系

矩阵。例如，3个词的关系矩阵如下：


t1 t2 t3

t1 0.1 0.2 0.3

t2 0.4 0.5 0.3

t3 0.4 0.2 1


3×3

(2-5)

其中每一行和每一列都代表一个词。

传统的 GVSM [58] 中，词表示为文档的对偶空间中的向量。词和词的相似度

是通过计算向量的余弦相似度得出的，G的计算公式如公式 (2-6)。

G = L−1/2XXT L−1/2 (2-6)

其中 L是一个对角阵，每个元素对应 XXT 的对角元素。

在改进的 GVSM中，性能最好的 G 为词向量的协方差矩阵。首先假设文档

的词是高斯分布的随机变量，然后计算词的协方差矩阵。协方差矩阵计算如公式

(2-7)。

GCOV =
1

N − 1XHXT ;其中H = 1 − 1

n
eeT (2-7)

其中 e是一个元素都为 1，长度为 n的矩阵。

GCOV将不相关的词映射到正交的方向，将负相关的词映射到相反的方向。而

传统的 G则将不相关和负相关的词均映射到正交方向，因此 GCOV 的性能好于传

统的方法。本章选用余弦相似度来代替内积进行计算词相似度。

2.2.2.3 基于 SOCPMI的词相似度

SOCPMI [107] 主要是利用 PMI选取相邻词。两个词的相似度与他们的共现词
是否相同有关。它的好处是可以计算不经常共现的词的相似度。
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首先介绍单语的 SOCPMI计算流程 [107]。

假设 C = {w j; j = 1, · · · ,N}表示包含 N 个词的语料集。词集合 T = {ti; i =

1, · · · ,M}是所有词形的集合。值得注意的是，C 是一个有序的列表，同一个词有

可能多次出现，而 T 则是所有词形的集合，不包含重复的词。词 wg，wh的相似度

计算流程如下：

1)分别获得 wg ，wh 的共现词集合。共现词指的是在一个共现窗口中同时出

现的词。文献 [107]中，取前后 α个词作为窗口。共现窗口包括目标词本身，则该
窗口一共有 2α+ 1个词。定义词频（type frequency）如公式 (2-8).

f t(ti) = | {k : ck = ti} |;其中 i = 1, 2, · · · ,N (2-8)

定义词 wg的二元词频（bigram frequency）如公式 (2-9)。

f b(ti,wg) = |
{
k : ck = wg; ck± j = ti

}
|;其中i = 1, 2, ...,N; − α ≤ j ≤ α (2-9)

二元词频 f b(ti,wg) 反映了词 ti 和词 wg 在共现窗口的共现次数。从而可以得到当

f b(ti,wg) > 0时，词 wg和 ti的 PMI的计算如公式 (2-10)。

f pmi(ti,wg) = log2
f b(ti,wg) × M
f t(ti) f t(wg)

(2-10)

这样，可以得到 wg 的共现词集合。共现词集合 X 是按照 PMI值降序排列的前 βg

个 f pmi(ti,wg) > 0的词。wg的共现词集合的定义如公式 (2-11)。

X = {xi};其中 f pmi(t1,wg) ≥ f pmi(t2,wg) ≥ · · ·

f pmi(tβg−1,wg) ≥ f pmi(tβg ,wg);i = 1, 2, · · · , βg

(2-11)

同样我们可以获得 wg，wh的共现词集合如公式 (2-12)。

Y = {yi};其中 f pmi(t1,wh) ≥ f pmi(t2,wh) ≥ · · ·

f pmi(tβh−1,wh) ≥ f pmi(tβh ,wh);i = 1, 2, · · · , βh

(2-12)

2)分别计算 wg，wh与共现词集合的 β − PMI总和（β − PMI summation）。对
于 wg，β − PMI总和按照公式 (2-13)计算。

f β(wg) =

βg∑
i=1

(
f pmi(xi,wg)

)γ
;其中 f pmi(xi,wg) > 0; f pmi(xi,wh) > 0 (2-13)

同样可以得到 wh的 β − PMI总和如公式 (2-14)。

f β(wh) =

βh∑
i=1

(
f pmi(yi,wh)

)γ
;其中 f pmi(yi,wg) > 0; f pmi(yi,wh) > 0 (2-14)
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3) wg，wh的相似度按照公式 (2-15)计算。

S im(wg,wh) =
f β(wg)

βg
+

f β(wh)

βh
(2-15)

SOCPMI算法有两个参数 β和 γ。在文献 [107]中，β按照公式 (2-16)计算。

βi = (log ( f t(wi)))
2 log2(n)
δ

;其中i = g, h (2-16)

其中 δ是一个常数。本章的参数与文献 [107]相同：δ = 6.5，γ = 3。

原始的 SOCPMI 算法只针对单语，不能解决跨语言问题。为此，我们对
SOCPMI进行拓展，使其可以计算跨语言词相似度。拓展的 SOCPMI方法是针对
平行语料的，拓展的策略是：共现窗口设定为一个句子，同时平行语料中不同语

言的对应句子都算作共现窗口。假设给一个中文词 wCN和一个英文词 wEN，首先

获得 wCN 的中文共现词集合以及 wEN 的英文共现词集合，然后分别计算 wCN 与

wEN的共现词集合中的 β − PMI值以及 wEN与 wCN的共现词集合的 β − PMI值。

2.2.2.4 结合词典或翻译概率的统计相似度

前面提到的两种基于统计的跨语言词相似度都是在开发集（平行语料）中计

算的。但是我们认为目标集的词共现信息对文档建模同样有作用。因此，我们改

进跨语言词相似度的计算方法。改进策略主要是在目标集中计算单语言词相似度，

然后利用词典或者翻译概率获得跨语言词相似度。下面将分别介绍如何利用词典

和翻译概率来获得跨语言词相似度。

使用词典时，假设词 wCN在词典的中翻译为 TCN = {tCNk ; k = 1, · · · ,KCN}同时
词 wEN在词典中的翻译为 TEN = {tENk ; k = 1, · · · ,KEN}。我们选择 wCN与 TEN中的

每个词以及 wEN与 TCN中每个词的相似度最大值作为 wCN与词 wEN的相似度。

使用翻译概率时，假设词 wCN 在平行语料中的翻译概率为 PCN = {tCNk :

pCNk ; k = 1, · · · ,KCN}，词 wEN 在平行语料中的翻译概率为 PEN = {tENk : pEN
k ; k =

1, · · · ,KEN}，wCN与词 wEN的相似度的计算公式如公式 (2-17)

S imPR(wCN → wEN) =
∑

k

pCNk ×S imMono(wEN , tCNk )

S imPR(wEN → wCN) =
∑

k

pENk ×S imMono(wCN , tENk )

S imPR(wCN,wEN) = max{S imPR(wCN → wEN), S imPR(wCN ← wEN)}

(2-17)

其中 S imMono表示单语言相似度。
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2.3 跨语言广义向量空间模型

为了便于描述，我们首先介绍传统的广义向量空间模型。

2.3.1 广义向量空间模型

假设 D = {d j; j = 1, · · · ,N}表示包含 N 篇文档，M个词的文档集。GVSM [58]

将文档表示在一个非正交空间中，文档的相似度计算公式如公式 (2-18)

S imGVSM(d1, d2) =
dT
1Gd2√

dT
1Gd1

√
dT
2Gd2

(2-18)

其中G的定义和在单语言GVSM [58,59]的计算方法已经在 2.2.2.2节介绍过，这
里就不再赘述了。

2.3.2 跨语言广义向量空间模型

前人的工作 [59]中，词的关系矩阵 G反映了词向量的内积，词向量的长度反

映了词在文档中的重要程度。因此他们用到的 GCOV 实际上是词的相关度，与词

相似度并不完全等同。同时 GCOV 很难处理双语情况。词向量是在目标文档中计

算出来的，缺乏双语信息。如果直接在双语语料中计算 GCOV，不同文档集中的词

的重要性不同，会产生噪音。因此，本章选择词的相似度代替相关度构造词的关

系矩阵。选择词的相似度的另一个好处是可以忽略噪音和贡献度小的相似度。这

样，关系矩阵 G变得比较稀疏，有利于节省运算时间。因此本章设置了相似度的

阈值。本章还比较了2.2.2节中介绍的几种词相似度在 CLGVSM的性能。

2.4 广义向量空间模型的特征选择

2.4.1 基于 GVSM的词语重要性

在 VSM中，词对文档的重要性与词在文档中的词频（Term Frequency，TF）
成正比，与词在文档集中的倒文档频（Document Frequency，DF）成反比。我们
认为 TF和 DF在 GVSM中是可以改进的。
考虑一个文档出现“criminal”3次、“imprisonment”10次。虽然词“criminal”

的词频比较低，但是它对该文档仍然非常重要。这是由于“imprisonment”与
“criminal”是语义相似的。如果将 VSM中按照字符串进行特征匹配的方法叫做
“硬匹配”，而我们将提出基于 CLGVSM模型“软匹配”方法。

在 GVSM模型中，词的重要性由两种指标衡量:软词频和软文档频。
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2.4.1.1 软词频

软词频（Soft Term Frequency，T Fs）考虑的是词与语义相近的词。给定文档

d和词 w，我们首先在文档 d中查找 w的相似词 S = {wi; i = 1, · · · ,MS }。软词频
T Fs的定义如公式 (2-19)所示。

T Fs(t, d) =
MS∑
i=1

T Fi×S im(w,wi) (2-19)

其中 T Fi代表词 wi在文档 d中的词频。软词频是在一篇文档中计算的。

2.4.1.2 软文档频

一个词的软文档频（Soft Document Frequency，DFs）不仅需要考虑含有该词

的文档还需要考虑含有相似词的文档。给定词 w和文档集 D = {d j; j = 1, · · · ,N}，
假设 d j = {wi, j; i = 1, · · · ,MD}代表文档 d j中的词，软文档频定义如公式 (2-20)。

DF s(w) =
∑

d j∈D
maxi{S im(w,wi, j)} (2-20)

软词频是在文档集中计算的，选取的是文档中的所有词的最大值，这是为了

减少文档长度和相似度低的词的影响。

2.4.2 特征选择算法

得到基于 GVSM的词重要性后，可以进行特征选择。参考 TF-IDF思想，我
们定义到软文档频如公式 (2-21)。

IDF s(w) = log
( N
DF s(w)

)
(2-21)

其中 N 表示文档的个数。

因此词 w在文档 d的软权重计算如公式 (2-22)。

rs(w, d) = T F s(w, d) · IDF s(w) (2-22)

如果我们单纯依靠权重进行特征选择，相似度比较高的单词会同时被选为特

征。这是因为相似度比较高的单词含有相近的权重，会造成特征集的冗余。为此，

我们提出了一个改进的特征选择算法，只给相似词集中的一个词比较高的软词频，

其余词汇则降低权重。具体做法是按照初始软词频的从大到小更新软词频，删除

相似度所造成的冗余。

特征选择前，我们按照如下流程更新软词频 T Fs:
1)创建一个空的候选词列表。
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2)将文档的词按照它们的 T Fs的大小降序排列，作为文档词列表

3)将第一个词 w0移动到候选列表中。

4)对于文档词列表中的每个词，按照公式 (2-23)更新它们的 T Fs。

T F s
g+1(w, d) = T F s

g(w, d) −
∑

wk∈d
S im(w,wk)S im(w0,wk)T F s(wk, d)) (2-23)

其中 tk 代表文档 d的词，g代表迭代次数。

5)删除文档词列表中权重小于 0的词。
6)重复步骤 2)∼5)直到文档词列表变为空。
获得候选列表后，我们使用公式 (2-22)计算词的权重，并按照特征权重的大

小选择每个文档的特征，然后将文档集中的每个文档的特征合并为一个特征集。

2.4.2.1 GVSM的文档表示

获得文档集后，下面我们考虑如何使用特征集表示文档。假定 F = { fi}i=1...MF

表示特征集，d = {w j} j=1...Md 表示文档 d中的词。我们现在尝试将 d映射到文档集

中。

在映射过程中，不仅要考虑特征集的词，还需要考虑特征集之外的词对文档

表示的影响。但是为了避免信息冗余，我们只允许一个特征映射一个词。

因此，给定按照文档 d的软词频 T Fs排序的特征集 F，文档 d中的特征 fi 的

特征权重计算如下：

1)创建一个空的候选词列表 T d。

2)按照公式 (2-24)找出文档中候选词列表 T d 外的最相似的词 w∗。

w∗ = argmaxwi∈d,wi<TM
S im(w, fi) (2-24)

3)特征 fi的权重 ra重新计算如公式 (2-25)

ra( fi, d) = T F(w∗)IDF s( fi) (2-25)

4)将 w∗加入到候选词列表 T d 中。

5)重复步骤 2)∼ 4)直到所有特征都被匹配过。

2.5 实验评测

2.5.1 基于跨语言广义空间模型的跨语言话题分析

跨语言话题分析系统的任务是识别出给定文档集中每个文档的话题。本章

采用跨语言广义空间模型表示文档，获得文档的相似度后，采用聚类算法进行
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话题聚类。本文采用 Bisecting K-Means [111] 算法进行聚类。Bisecting K-Means是
K-Means的拓展方法，研究证明它的性能优于标准的 K-Means算法和层次聚类算
法。它的基本思想是，假定要得到 k个簇，将所有点的集合用 k-means算法分裂
成两个簇，从这些簇中选取一个继续分裂，如此下去，直到产生 k个簇。

2.5.2 实验数据

开发集

我们从 LDC数据集 (LDC2004E12, LDC2004T08, LDC2005T10, LDC2003E14,
LDC2002E18m LDC2005T06, LDC2003E07和 LDC2004T07) 1⃝中随机抽取 1M的语
料作为开发集。开发集主要是用来训练跨语言词相似度和获得翻译概率。

词典

我们从 HowNet中抽取翻译词对作为词典。
翻译概率

我们在开发集中使用 Giza++ [112]获取翻译概率。

测试集

我们采用 TDT4语料的两个数据集进行测试。两个评测集的信息如表2.2所示

表 2.2 测试集的统计数据

语料 TDT41 (2002) TDT42 (2003)

英文 (话题数/文档数) 38/1270 33/617
中文 (话题数/文档数) 37/657 32/560
总计 (话题数/文档数) 40/1927 37/1177

TDT4语料共有 98452篇新闻文档，包含三个语言：英文，中文和阿拉伯语。
新闻时间为 2000年 10月 1日至 2001年 1月 31日之间。语料基本是原始的新闻
文本或语音识别得到的电视或广播新闻文本。本实验分别采用 2002年的评测语料
（TDT41）和 2003年的评测语料（TDT42）。[113]。

2.5.3 评测指标

国际 TDT评测的评测指标是由漏检率和错检率组成的评测公式（detection
cost function）CDet

[1]以及它的归一化形式 (CDet)Norm。

1⃝ https://www.ldc.upenn.edu/
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而近期的话题分析 [4,79,114] 使用文档聚类的评测方法。文档聚类通常采用

F-Measure 来表示性能。F-Measure 的值越大，聚类的性能就越高。本文采用
F-Measure作为评测指标。

F-Measure的计算方法 [111]如下：

首先，假设 Ai 代表系统生成的类簇 ci 的文档，代表 A j 人工标注的类簇 c j 的

文档，则准确率和召回率的计算如公式 (2-27)和公式 (2-26)。

pi, j =
|Ai∩A j|
|Ai|

(2-26)

ri, j =
|Ai∩A j|
|A j|

(2-27)

对于簇 ci和类 c j的 F-Measure可由公式 (2-28)计算得到。

fi, j =
2·pi, j·ri, j

pi, j + ri, j
(2-28)

其次，每一类 ci的 F-Measure值都被定义为对于所有簇计算 fi, j的最大值，召

回率和准确率也按这种方法进行计算，将他们记作 fi，ri，pi（公式 (2-29)）。

pi = max j{pi, j}
ri = max j{ri, j}
fi = max j{ fi, j}

(2-29)

最后对于整体的召回率、准确率和 F-Measure值按照他们每一类的文档比重
加权平均得到。假定 N 为总文档数。计算公式如公式 (2-30)所示。

r =
∑

i
|Ai|
N

ri

p =
∑

i
|Ai|
N

pi

f =
∑

i
|Ai|
N

fi

(2-30)

2.5.4 实验 #1：不同的词相似度计算

本实验旨在比较不同跨语言相似度在跨语言话题分析任务下的性能。我们实

现了七个跨语言相似度的计算方法：

• HN：基于 HowNet的跨语言词相似度。
• SOCPMI ˆ DEV：在开发集中计算基于 SOCPMI的跨语言词相似度。
• SOCPMI&DIC：在测试集中采用 SOCPMI计算单语言相似度，利用词典计
算跨语言相似度。
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• SOCPMI&TRAN：在测试集中采用 SOCPMI计算单语言相似度，利用翻译
概率计算跨语言相似度。

• COVˆDEV：在开发集中计算基于 COV的跨语言词相似度。
• COV&DIC：在测试集中采用 COV计算单语言相似度，利用词典计算跨语
言相似度。

• COV&TRAN：在测试集中采用 COV计算单语言相似度，利用翻译概率计
算跨语言相似度。

表 2.3 不同相似度下话题分析系统的 F-measure

系统

数据集
TDT41 TDT42

HN 0.683 0.697
SOCPMI ˆ DEV 0.733 0.716
SOCPMI &DIC 0.734 0.728
SOCPMI &TRAN 0.752 0.738

COV ˆDEV 0.727 0.688
COV &DIC 0.738 0.700
COV &TRAN 0.744 0.732

七种相似度的的跨语言话题分析系统在其他方面都采用相同的配置：采用

GVSM表示文档，Bisecting K-Means进行聚类。根据我们的实验，相似度的阈值
统一设为 0.4。实验结果如表 2.3。
实验结果分析

1)我们从表2.3中可以看出，基于 HowNet的相似度性能远远低于其他系统。
我们发现有些词在 HowNet中语义相似度特别高。比如说，词“美联储”和“银
行”的在 HowNet的相似度为 1。错误分析显示，基于 HowNet的跨语言相似度更
加注重的是给定词的语义性质而非语义本身。因此，对于语义性质接近的两个词，

即使它们的语义相关性比较低，HowNet仍然给这两个词很高的相似度。这显然不
利于话题聚类。因此，虽然基于 HownNet的词相似度取得的很好的效果，但是由
于话题分析这个任务更偏重于词的实际用法而非语义性质，因此，基于 HowNet
的跨语言词相似度在话题分析这个任务性能比较低。

2) 我们还发现当单语言采用相同的相似度方法时，基于翻译概率的系
统要高于基于词典的系统。SOCPMI&TRAN 和 COV&TRAN 的性能分别优于
SOCPMI&DIC和 COV&DIC的性能。这是因为有两个值得注意的原因：首先，从
HowNet抽取的词典比开发集的未登录词要多。其次，翻译概率在翻译歧义存在
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的时候更具有区分性，翻译概率大的翻译对更常出现，在词相似度计算的时候权

重也高。

3)从表2.3中可以看出，SOCPMI&TRAN在两个数据集上的结果都优于 SOCP-
MIˆDEV的结果，同时 COV&TRAN的性能也要好于 COVˆDEV。这些系统都是从
开发集中获得跨语言信息，唯一的区别在于基于翻译概率的方法在测试集上计算

单语言词相似度。因此我们可以总结出结合测试集上的词相似度信息和翻译概率

在话题分析中是比较有效的。

4)在所有的七个系统中，SOCPMI&TRAN的性能最好。因此我们下面的实验
都采用 SOCPMI&TRAN作为我们的相似度计算方法。

2.5.5 实验 #2：不同的特征选择

这个实验旨在比较我们提出的特征选择方法与现有方法的区别。我们实现了

三个话题分析系统。

• SFS：在 GVSM中使用我们提出的基于软词频，软文档频和软匹配策略的特
征选择方法。

• HFS：在 GVSM中使用传统的 TF-IDF以及硬匹配策略的特征选择方法。
• NFS：GVSM中不使用特征选择方法，与实验一中的 SOCPMI&TRAN系统
相同。

表 2.4 采用不同特征选择的话题分析系统的 F-measure

系统

数据集
TDT41 TDT42

SFS 0.762 0.748
HFS 0.755 0.740
NFS 0.752 0.738

四个测试集的实验结果如表2.4所示。
实验结果分析

从表2.4中可以看出，使用基于软匹配策略的系统比使用基于硬匹配策略的系
统的性能高，不使用特征选择的系统的性能最差。这意味着特征选择对 GVSM是
有效的。使用软词频 T Fs和软词频 DFs可以选择在特征集中最有效的词，经过合

适的文档表示，文档可以有效地映射到特征集中。
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2.5.6 实验 #3：不同的文档表示模型

这个实验旨在比较 CLGVSM与现有文档表示的性能。
• VSM&DIC：采用 VSM表示文档，余弦相似度计算文档相似度。并从知网
获得词汇翻译信息。

• VSM&TRAN：采用 VSM表示文档，余弦相似度计算文档相似度。并从平
行语料翻译概率获取翻译信息。

• PTM：使用文献 [78]的方法。用 PTM在平行语料中获取跨语言主题，然后
再测试集中推测主题。主题个数设为 1000。

• CLGVSM：我们提出的模型。与实验二的 SFS系统相同。

表 2.5 采用不同文档表示模型的话题分析系统的 F-measure

系统

数据集
TDT41 TDT42

VSM&DIC 0.730 0.721
VSM&TRAN 0.751 0.732

PTM 0.493 0.482
CLGVSM 0.762 0.748

四个测试集的实验结果如表2.5所示。
实验结果分析

1)从表2.5中可以看出，在两个数据集上 CLGVSM的性能好于 VSM&DIC和
VSM&TRAN。这意味着通过使用 SOCPMI&TRAN相似度，CLGVSM可以改进
跨语言话题分析。词相似度对跨语言话题分析是有贡献的。通过使用词的二阶共

现信息，SOCPMI使得与相同词共现的词对有更好的相似度。这样符合词相似度
计算的实际要求。比如说，“犯罪分子”和“imprisonment”（监禁）在 SOCPMI算
法中的相似度为 0.49。因此，当“犯罪分子”被选为特征时，即使文档中没有相
同的词，含有“imprisonment”的文档与含有“犯罪分子”的文档也会有一个合理
的相似度。

2) CLGVSM比 PTM的性能好。这说明了方法 CLGVSM更适合跨语言文档
聚类。分析原因如下：PTM所构建的语义空间是在固定的平行语料中构建的，因
此它没有考虑到目标聚类集的特征的重要性。相比之下，方法 CLGVSM充分利
用了测试集的信息构建语义空间。
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2.6 本章总结

针对跨语言歧义问题，本章利用了跨语言词相似度计算拓展了单语言 GVSM，
即 CLGVSM，同时比较了不同词相似度对 CLGVSM的影响。
针对特征选择的硬匹配问题，本章提出了基于 CLGVSM的新特征选择算法

并通过实验证明了这个算法的有效性。

最后本章比较了 CLGVSM 和现有文档表示方法在跨语言话题分析的性能，
实验证明，CLGVSM的性能优于现有文档表示方法。
本章得出三个结论：

1)基于知网的词相似度方法不利于跨语言话题分析。
2)从开发集中获得的翻译概率比知网词典更有利于处理跨语言翻译。
3)结合测试集中的词相似度以及开发集的翻译概率在跨语言话题分析中可以

获得较好的性能。

CLGVSM虽然可以在一定程度上解决跨语言问题和同义问题，在处理翻译歧
义的时候加重了常用翻译的概率，但是它并不能根据词的不同含义提供不同的翻

译，因此在处理多义问题和单语言歧义上有很大的局限性。因此，下章将采用词

义作为语义表示，提出基于词义的跨语言文档建模方法。
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第 3章 基于全局词义的跨语言文档建模方法

3.1 本章引论

3.1.1 研究问题

跨语言广义向量空间模型利用了跨语言词相似度，可以在一定程度上解决跨

语言问题和同义词问题。比如词“arm”既可以被翻译成“胳膊”，也可以被翻译
成“手臂”。在跨语言广义向量空间模型中，词“arm”跟词“胳膊”以及词“手
臂”的相似度为 1。这样，词“arm”和词“胳膊”和词“手臂”都有对应，跨语
言广义空间向量模型可以通过词相似度反映跨语言歧义问题。

但是对于多义词，比如词“arm”在描写人体的上下文中需要翻译成“手臂”，
在描写军事的上下文中需要翻译成“武装”。在跨语言广义向量空间模型中，词

“arm”对“手臂”和“武装”的相似度在任何上下文都相同，无法区分“arm”的
不同含义。因此，在文档建模的时候对于多义词的翻译，需要根据词表达的不同

含义选择不同的翻译，这就是跨语言话题分析中的单语言歧义问题。而跨语言广

义空间向量模型通过词相似度只反映了同义词现象，无法识别词的多种含义，也

就是无法解决单语言歧义问题。

因此，本章主要同时针对跨语言歧义和单语言歧义展开研究。这就要求文档

建模方法可以同时识别一个词在表达同一含义时的不同翻译选择和一个词在表达

不同含义的不同翻译。

3.1.2 问题分析

跨语言文档建模需要对词的相同含义的不同翻译选择有相同或者相近的表示，

解决跨语言歧义；对词的不同含义选择恰当的翻译，解决单语言歧义。现有的研

究利用语义空间进行文档建模。

语义空间有显语义空间和潜语义空间两类。

基于显语义空间的文档建模方法通常是利用维基百科等语义资源的概念表示

文档 [52,87]。这种方法需要语义资源的支持，受到语义资源的规模和更新速度的影

响。

潜语义空间方法有两种：第一种是基于主题对齐 [71,74,76–78,81]。这种方法在平

行/可比语料中构造主题空间，而主题通常是和文档息息相关的，不同文档集之间
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的主题差异性较大。目标语料中的主题可能在平行/可比语料中并未涉及，同时平
行/可比语料中的冗余主题会产生噪音。因此，这种主题偏差会严重影响方法的性
能。第二种是基于利用词对齐信息直接在文档集中构造跨语言语义空间 [82–85]。但

是现有的跨语言主题模型考虑文档层面上的上下文，解决翻译歧义问题的效果并

不理想。

因此，跨语言文档建模在获取语义的时候需要注意不同文档集的差异性；在

消除歧义的时候需要考虑更具体的上下文，更好地解决单语言歧义问题。

3.1.3 解决思路

在1.3.2中提到，翻译歧义的两种情况分别来源于同义现象和多义现象。本章
将这两种情况分别等同于同义问题和多义问题。同时把词和它在不同语言上的翻

译也看做同义问题。为了更好的解决同义问题和多义问题，本章采用词义这一语

义表示，提出基于词义的文档建模方法。之前有研究利用词义改进文档聚类 [56],
文本分类 [115] 以及信息检索 [116] 。但是这些研究都是基于语义资源（如WordNet
或者Wikipedia）。本文的词义则是用词义归纳方法从语料中自动抽取出来的。但
是现有的词义归纳的方法只能提取单语言的词义，无法处理跨语言情况。为此本

文重新定义了词义的建模方法，并且提出了跨语言词义归纳算法。

本章采用两种文档表示模型：基于词义的 VSM和基于词义的 LDA。优势在
于：

1)同义问题可以通过词义解决。同种语言中的同义词属于同一个词义。对于
跨语言情况，不同语言相同含义的词也属于同一个词义。这样，基于词义的跨语

言文档建模更加准确。

2)多义问题也可以通过词义解决。跨语言情况下，多义词可以通过不同上下
文的选择不同的翻译。因此，通过词义消歧可以更好的表示跨语言文档。同时，

本章考虑了句子级别的上下文，与考虑文档层面上下文的研究 [82–85] 相比更有利

于消除歧义。

因此，基于词义的跨语言文档建模比特征为词的文档建模具有优越性。同时

与基于主题对齐的方法相比，词义可以获得粒度更小的语义信息，与文档相关性

小，具有更好的文档鲁棒性。

本章剩余部分按照如下方式组织：3.2节介绍跨语言词义的定义以及归纳算
法；3.3节介绍基于词义的文档建模方法；3.4节总结了基于词义的文档建模整体
流程和在跨语言话题分析的应用。3.5节评测了基于词义的跨语言话题分析的性
能。3.6节对本章进行了总结。
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3.2 跨语言词义

3.2.1 词义的相关研究

计算机应用中对词义的表示通常有两种，一种是基于解释的定义，通常表

示为词典资源提供的词条信息，如 HowNet中的义元等。另一种是基于归纳的定
义。利用词的上下文归纳词义，通常表示为一组意思相关的词。基于归纳的定

义通常在词义归纳任务（Word Sense Induction, WSI）中使用。这种表示是基于由
Harris提出的分布性假设 [117]：“词语的意义可以从他周围的词语获知”（A word is
characterized by the company it keeps）[118]。显而易见，基于解释的定义难以获得，
而基于归纳的定义却十分便于计算。这是本章采取基于归纳定义词义的原因。有

关词义的研究成果十分丰富，这里只阐述与本章有关的词义相关研究，包括词义

归纳、词义消歧。

3.2.1.1 词义归纳

词义归纳（Word Sense Induction，WSI）是指通过归纳办法获得词义，尤其
以无指导词义归纳最具吸引力。无指导词义归纳的目标是从无标注语料中自动获

取多义词的不同意义，可归结为聚类问题，一个词通常根据它的不同语言上下

文划分为不同的类簇，每个类簇都代表这个词的一个词义。Sense Cluster [62] 是一
个基于上下文的词义区分系统，也用于词义归纳。文献 [119]提出了一种基于词
聚类的词义归纳方法。该方法选用了词在文本中的共现词作为特征，利用 CBC
（Clustering By Committee）聚类算法进行词义归纳。文献 [120]则采用共现词对代
替共现词作为特征进行聚类。文献 [121]在小范围语料中利用词的自拓展技术改
进词义归纳算法，首先通过互信息计算出一个共现词表，然后用共现词表代替共

现词进行聚类。文献 [122]则直接对上下文进行聚类。文献 [123,124]采用基于图
的方法归纳词义。文献 [125]采用贝叶斯的方法，假设目标词的上下文中的词是从
一个多项分布抽样得出的，他们拓展 LDA模型，利用多种特征的多层模型，性能
要好于 semEval 2007的评测 [126] 的最好系统。文献 [127]采用层次狄利克雷过程
（Hierarchical Dirichlet Process，HDP）[128]模型进行词义归纳，实验证明 HDP模型
在词义归纳任务的性能好于 LDA。这是因为 LDA需要人工指定主题个数而 HDP
可以从语料中学习出合适的主题个数。文献 [129]则利用平行语料中的词语对齐
信息归纳词义。他假设具有等价翻译的词含有相同的意思，但是这个并不符合实

际情况。一个词在两个不同的语境下含有不同的词义，但它的翻译可能相同。文

献 [130]则提出了一个基于层次聚类的中文词义归纳方法。
词义归纳最早用于信息检索，文献 [65,66]在信息检索领域采用无指导词义归
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纳技术确定词义。

本章着眼于如何在平行语料中进行词义归纳。参考文献 [125,127]的思想，本
章提出针对平行语料提出一个新的贝叶斯词义归纳模型（CL-HDP），在平行语料
中归纳词义。

3.2.1.2 词义消歧

词义消歧的目标是确定一个词在特定上下文中的词义，是自然语言处理的一

个经典研究方向，国内外相关研究非常广泛。词义消歧方法大致分为三类：基于

规则的词义消歧方法、基于词典资源的词义消歧方法和基于语料库的词义消歧方

法，基于语料库的方法又分有指导和无指导方法。本章涉及的词义消歧以文档建

模为目标，为文档中的每个词汇确定一个预先归纳获得的词义，是限定词义消歧，

因此并不需要训练资源。与本项目相关的词义消歧方法是无指导统计方法。文献

[131]将训练语料中歧义词的上下文聚成若干个类,每个类别代表一个抽象词义，
词义的识别和判断在这些类别里进行。文献 [63]利用 Sense Clusters工具实现无指
导词义消歧。无指导词义消歧与无指导词义归纳的任务十分类似，有时可以采取

相同的方法。

早期的一些研究在信息检索中采用词义消歧的技术 [132,133]，但实验结果并不

理想，这是由于查询词长度较短，词义消歧精度比较低。一些研究在文本分类任

务使用词义消歧技术。文献 [134]利用词义消歧技术加强领域特征的重要性。文献
[56]利用WordNet中的概念表示文档并采用了词义消歧技术确定概念。文献 [115]
则利用 SUMO/MILO概念表示文本并采用词对齐和词义消歧技术确定概念进行文
本分类。

还有一些研究通过平行语料进行跨语言词义消歧的工作。1991年，文献 [135]
指出两种语言包含的信息比一种语言多。文献 [136]使用第二种语言帮助词义消
歧。文献 [137]在语言数据协会（LDC）提供的汉英双语语料上，采用 Giza++进
行词对齐，然后对译文进行人工选择，译文对源语言词的作用相当于词义标注。

在该文献中，词义分类器使用贝叶斯模型构造，英文词义采用WordNet的标准定
义。文献 [138]将文献 [62]的方法拓展到双语，并证明了比单语的效果好。文献
[139]提出了一个无指导的方法，他的系统首先利用 Giza程序自动对齐，生成多
种语言的词义标注语料，为多语种的词义消歧提供了框架。文献 [140]充分利用
了WordNet的语义和概念体系来确定语义模型和概念模型的结构,。实验结果表明
文献 [140]建立的语义模型在词义消歧上比文献 [139]的 SALAAM系统的性能好，
而概念模型优于语义模型。上述工作都是处理来自知识库（WordNet）的词义，与
本章的词义来源不相同。
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本章从语料中采用贝叶斯方法产生词义，在词义消歧的时候也使用贝叶斯的

方法，选择概率大的作为词义。

3.2.2 跨语言词义的定义

3.2.2.1 局部词义

定义 3.1： 特定词 w在特定语言 l上的局部词义 sl
w 可以统计地表示为在特定语言

l中的一组上下文的词的概率分布,

sl
w = {cl

i : p(cl
i|sw)}; i = 1...N (3-1)

其中 sl
w表示词 w在特定语言 l上的局部词义，cl

i表示语言 l中的上下文词，p(cl
i|sw)

表示上下文词 cl
i 对于词义 sl

w 的概率，即给定词义 sl
w ，词 cl

i 出现在上下文中的概

率。

前人的研究 [52,56,87,115,116] 通常依赖于本体来获取词义。但是本体的构建需要

耗费巨大的人力和时间。本章采用上下文词以及它们的概率表示词义。比如词

“arm”，它的两个词义可表示为例3.1和例3.2。“arm”的词义包括它有关的上下文
词和概率。上下文词的概率可以通过词义归纳算法在文档集中估算出。一个词可

以有多个词义，因此通过局部词义可以解决多义问题。

例 3.1： arm# 1={ limb: 0.159, forelimb: 0.069, sleeve: 0.019 }

例 3.2： arm# 2={weapon: 0.116, war: 0.039, battle: 0.026 }

3.2.2.2 跨语言局部词义

为了处理跨语言情况，我们拓展局部词义的定义，使它可以处理多语言的上

下文。多语言的上下文可以从平行语料抽取出来。

定义 3.2： 特定词 w的跨语言局部词义 sw 可以统计地表示为多种语言中的一组

上下文的词的概率分布,

sw =


{cl1

i : p(cl1
i |sw)}, i = 1...Nl1

...

{cl1
j : p(clL

i |sw)}, j = 1...NlL

 (3-2)

其中 clk
i 是在语言 lk 中的上下文词，p(clk

i )是语言 lk 中的上下文词 clk
i 对于词义 sw

的概率。
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例如，词“arm”在中英文两种语言的情况下的两个跨语言局部词义可表示为
例3.3和例3.4。

例 3.3： arm# 1={limb: 0.159, forelimb: 0.069, sleeve: 0.019; 手臂: 0.137, 上肢:
0.079,衣袖: 0.017 }

例 3.4： arm# 2={weapon: 0.116, war: 0.039, battle: 0.026;装备: 0.153,武器: 0.027;
战争: 0.026 }

跨语言局部词义可以通过跨语言词义归纳算法（Cross-lingual Word Senses
Induction，CL-WSI）在平行语料中获得。从上例可以看出，跨语言局部词义可以
在跨语言的情况下处理多义问题。但是跨语言词义是对于每个词单独归纳的。这

样会导致大量同义词义存在。为此，我们进一步定义全局词义，表示所有词的词

义。

3.2.2.3 跨语言全局词义

定义 3.3： 一个全局词义 g指的由一组同义的局部词义组成，

g = {s j
w}; j = 1...M (3-3)

其中 s j
w表示布局词义。

如果局部词义是跨语言的，那么全局词义自然也可以处理跨语言情况。本章

的全局词义的通过如下流程得到：将上下文的词作为特征，概率作为权重，计算

局部词义的相似度，然后通过聚类算法得到全局词义。同样，包含“arm”的词义
的全局词义如例3.5和例3.6所示。

例 3.5： g#1={ arm#1,手臂 #1 } ={
{limb: 0.159, forelimb: 0.069, sleeve: 0.019; 手臂: 0.137,上肢: 0.079,衣袖: 0.017},
{arm: 0.189, forelimb: 0.058, sleeve: 0.025;胳膊: 0.159,上肢: 0.089,衣袖: 0.014}
}

例 3.6： g#2={ arm#2, weapon#1,装备 #1 } ={
{weapon: 0.116, war: 0.039, battle: 0.026; 装备: 0.153, 武器: 0.027; 战争: 0.026 },
{arm: 0.12, battle: 0.04, war: 0.016; 装备: 0.133, 武器: 0.035; 战士: 0.028 }, {arm:
0.14, weapon: 0.12, war: 0.016;装备: 0.133,战争: 0.035;战士: 0.028 }
}
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从例3.5和例3.6可以看出，局部词义 arm#1和手臂 #1都属于全局词义 g#1。
这是因为局部词义 arm#1和手臂 #1上下文分布是相似的。不同语言的同义词义通
过这种方式聚到一个全局词义中，可以解决同义问题。下面我们将具体介绍如何

从平行语料中获得跨语言词义。

3.2.3 跨语言词义的生成

跨语言词义的生成分为两步：1)从平行语料中归纳跨语言局部词义。2)在跨
语言局部词义上生成全局词义。下面将一一介绍。

3.2.3.1 局部词义的归纳

本章采用贝叶斯方法进行归纳局部词义。具体来讲，本章拓展了 HDP模型，
使其可以处理跨语言情况。本文称这种模型为跨语言 HDP模型（CLHDP）。为了
介绍 CLHDP，先简要的介绍用传统的 HDP模型及其在词义归纳上的应用。
HDP模型
层次狄利克雷过程最早是由文献 [128]提出来，由文献 [127]应用到词义归纳

中。这里主要针对词义归纳任务进行介绍。

用 HDP进行词义归纳时，对每个需要归纳词义的词都要建立 HDP模型。这
里我们定义需要归纳词义的词为目标词。同时还定义一个上下文窗口，上下文窗

口中的词影响目标词的词义。我们称目标词的上下文窗口为上下文，称目标词的

上下文窗口中的词为目标词的上下文词。

HDP是一种生成模型，可以随机生成可观测的数据。对于目标词 w的每个上

下文 vi，上下文词 ci j 的词义 si j 服从先验分布 Gi 。Gi 是从全局随机分布 Gw 中抽

样出来的。词义 -上下文词分布 ηsw 是从分布 Hw 中随机生成的: Hw:ηsw ∼ Hw。Hw

是超参数为 ϵw的狄利克雷分布。一个目标词 w的 HDP生成过程如下所示：
1. 选择 Gw ∼ DP(γw,H).
2. 对每个上下文 vi中的词 w:

(a) 选择 Gi ∼ DP(ρw,Gw).
(b) 对目标词 w的上下文词 ci j:

i. 选择 si j ∼ Gi.
ii. 选择 ci j ∼ Mult(ηsi j).

超参数 γw 和 ρw 是狄利克雷过程（Dirichlet Process，DP）的聚集度参数，分
别控制Gw和Gi的可变性。HDP的概率图表示可见图3.1，其中可见变量，即上下
文词 ci j 用阴影表示。HDP的过程可以用折棍（strick-breaking）构造和中国餐馆
过程（Chinese Restaurant Franchise）构造。具体构造过程可参见文献 [128]
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cij

ρw

Gi sij

Cij
Vi

GwH

γw

图 3.1 HDP模型

CLHDP模型
CLHDP模型通过跨语言元组对词义进行建模。每个元组（tuple）代表一组含

义相同语言不同的上下文。针对 CLHDP，我们做出了两个假设：首先，一个元组
中的上下文共享相同的词义分布；其次，每个词义对每个元组的上下文词有一个

分布。也就是说，CLHDP并不象 HDP那样，对每个词义 sw有一个上下文词分布

ηsw，而是有 L个语言相关的词义 -上下文词分布（η1sw
, · · · , ηL

sw
）。这 L个语言相关

的上下文词分布是从语言相关的先验分布 Hl
w 抽样出来的。Hl

w 是超参数为 λ
l
w 狄

利克雷分布。

一个目标词 w的 CLHDP生成过程如下所示：
1. 选择 Gw ∼ DP(γw,H).
2. 对词 w的每个上下文 vi :

(a) 选择 Gi ∼ DP(ρw,Gw).
(b) 对目标词 w的在语言 l的上下文词 cl

i j:
i. 选择 sl

i j ∼ Gi.
ii. 选择 cl

i j ∼ Mult(ηl
si j
).

超参数 γw 和 ρw 是狄利克雷过程（Dirichlet Process，DP）的聚集度参数，分
别控制 Gw 和 Gi 的可变性。CLHDP的概率图表示可见图3.2，其中可见变量，即
上下文词 cl

i j用阴影表示。

ρw

Gi

V

GwH

γw

cij
1

sij
C
1

cij
L

sij
C
L

图 3.2 CLHDP模型
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CLHDP模型的参数推导
文献 [128]采用折叠吉布斯抽样（Collapsed Gibbs Sampling）学习 HDP模型，

介绍了三种对 HDP的采样方法：基于中国餐馆过程（Chinese Restaurant Franchise）
的后验采样方法；基于增强表示（Augumented Reresentation）的后验采样方法和
直接分配后验采样方法。前两种的实现相对比较繁琐。本章主要参考后面一种采

样方法，吉布斯抽样只对模型中的隐变量进行抽样。在初始化的时候随机选取隐

变量，然后在每一轮迭代中，隐变量顺序地从给定该变量以外的其他变量的分布

进行抽样。

本章的抽样过程分为三步：

1)给定 sss = {sl
i j}和词义 -上下文词分布 {ηl

sw
}，抽样 Gw。这个抽样过程和文献

[128]类似。
由于每个词的先验概率 Gw 是一个狄利克雷过程（Dirichlet Process, DP），

Gw ∼ DP(λw,Hw)，Gw 可以用折棍（strick-breaking）构造。具体构造过程如公式
(3-4)。

Gw = Σ∞sw=1π
sw
w δ(η1sw ,··· ,ηL

sw)
(3-4)

其中 η1sw
, · · · , ηL

sw
分别从 H1

w, · · · ,HL
w中生成，代表词义 sw在语言 1, · · · , L上的词义

-上下文词分布。这个分布在步骤 1)中是已知的。{πsw
w }是词义的混合参数。它们

是从折棍（strick-breaking）构造中抽样出来的。在抽样过程中，假设目标词 w已

经有 S w个词义。由于词义 -上下文词分布 {ηl
sw
}和每个上下文词的词义 sss = {sl

i j}已
知，Gw可以用公式 (3-5)表示。

Gw = Σswπ
sw
w δ(η1sw ,··· ,ηL

sw)
+ πu

wGu
w (3-5)

其中 Gu
w是狄利克雷过程。Gu

w ∼ DP(γw,Hw)。

因此，Gw 依赖于 πwπwπw = {πsw
w }。下面介绍 Gw 中的 {πsw

w }的抽样过程。根据文
献 [128]，{πsw

w }可根据中国餐馆过程中餐桌数进行抽样。具体抽样公式参见公式
(3-6)。

(π1w, · · · , πS w
w , π

u
w) | {ηl

sw
}, sss ∼ Dir(m.1, · · · ,m.S w , γw) (3-6)

其中 mk j表示餐馆 k中点了菜 j的餐桌数，m. j表示所有餐厅中点了菜 j的餐桌数。

mmm = {mk j}的抽样将在步骤 3中介绍。
2)给定 Gw，抽样 sss = {sl

i j}。假设上下文 vi 在语言 l上的上下文词 cl
i j = c，si j
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的抽样概率用公式 (3-7)计算。

P(si j = sw, |s−i j, cis−i j, cis−i j, ci) =


(nvi
−i j,sw

+ ρwπ
sw
w )

nc
−i j,sw

+λl
w

n−i j,sw ,l+Vl,wλ
l
w
如果sw已经出现过

ρwπ
u
w

nc
−i j,sw

+λl
w

n−i j,sw ,l+Vl,wλ
l
w

如果sw = sneww

(3-7)

其中 nc
−i j,sw

是上下文词 c的词义是 sw 的个数，Vl,w 是目标词 w在语言 l上的上下

文词个数。n−i j,sw,l 是语言 l中词义是 sw 的上下文词的个数，nvi
−i j,sw

是上下文 vi 中

词义是 sw的词的个数，上面变量中的 −i j在本文中均表示计数时排除词 ci j。

3)给定 Gw、sss = {sl
i j}，抽样 mmm = {mk j}。根据文献 [128]，mmm = {mk j}按照公式

(3-8)进行抽样。

p(mk j = m|sss,m−k jm−k jm−k j, πwπwπw) =
Γ(ρwπ

sw
w )

Γ(ρwπ
sw
w + nk. j)

s(nk. j,m)(ρwπ
sw
w )m (3-8)

其中 nk. j表示餐厅 k点了菜 j的餐桌上的顾客数，s(nk. j,m)为 Stirling数。
经过一定的迭代次数后，吉布斯抽样可以估计出 sss = {sl

i j}，据此可以计算出
词义 -上下文词的分布 ηl

sw
，计算公式如公式 (3-9)。

ηl
sw
(c) =

nc
sw,l

+ λl
w

nsw,l + Vw,lλ
l
w

(3-9)

其中 nc
sw,l
是语言 l中目标词 w的上下文词 c的词义是 sw 的个数。Vw,l 是语言 l中

目标词 w的上下文词的个数。nsw,l是语言 l中词义是 sw的上下文词的个数。

本章的上下文窗口设为一句话，在平行语料中抽取跨语言上下文。例如，当

目标词出现在某句话中，我们将这句话和它在平行语料中对应的句子放入跨语言

元组中。

3.2.3.2 全局词义的生成

我们将全局词义的生成看作聚类任务。它的目标是将相似度高的局部词义聚

成一个全局词义。

本章用局部词义的上下文词的作为特征，然后用聚类算法合并相似的词义。

对于跨语言局部词义，我们将所有语言的上下文词都合并到一个向量中。

我们采用下面两个算法聚类局部词义。

1) Bisecting K-Means。这个算法曾在2.5.1中用作了话题聚类。这里用作局部
词义的聚类。Bisecting K-Means是 K-Means的拓展方法，研究证明它的性能优于
标准的 K-Means算法和层次聚类算法。它的基本思想是，假定要得到 k个簇，将

所有点的集合用 k-means算法分裂成两个簇，从这些簇中选取一个继续分裂，如
此下去，直到产生 k个簇。
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2)基于图的聚类。这个算法主要是基于图分割的算法。它首先将数据在最近
邻图上建模，然后将用最小切割算法将图分为 k个簇。

3.3 基于词义的文档建模

3.3.1 跨语言词义消歧

本章采用词义归纳相同的模型 (CLHDP) 进行词义消歧。假设文档集 D =

{d j; j = 1, · · · ,N}表示包含 N 篇文档，M 个词的文档集。我们首先在 D中以句子

作为上下文窗口，抽取每个词的上下文集，然后在每个上下文集中分别估算词义

的分布。

假设语言 l上的词 w在平行语料中训练出来的词义 -上下文词分布为 ηl
sw
。在

文档集 D的上下文集 {v̂i; i = 1, · · · , V̂w}中具体的参数推导过程与3.2.3.1相同。唯
一的区别是在步骤 2)中，给定 Gw，抽样 sss = {sl

i j}时采用公式 (3-10)。

P(si j = sw, |s−i j, cis−i j, cis−i j, ci) = (n̂v̂i
−i j,sw

+ ρ̂wπ̂
sw
w )ηl

sw
(ci j) (3-10)

其中 n̂v̂i
−i j,sw
，ρ̂w，π̂

sw
w 是 CLHDP在上下文集 {v̂i; i = 1, · · · , V̂w}相应的参数。

经过一定的迭代次数后，可以估计出上下文集 {v̂i; i = 1, · · · , V̂w}中每个上下
文的词义分布。上下文 v̂的词义分布 θv̂的计算公式如公式 (3-11)。

θv̂(sw) =
n̂v̂

sw
+ ρ̂wπ̂

sw
w

n̂v̂ + ρ̂w
∑

s′w π̂
s′w
w

(3-11)

其中 n̂v̂
sw
是上下文 v̂中词义是 s的上下文次的个数，n̂v̂是上下文 v̂中词的个数。

获得 p(sw|v̂)即 θv̂(sw)后，我们将概率最大的词义作为词 w在上下文 v̂中的词

义。比如，例3.10，例3.11和例3.12给出了三句话。

例 3.7： S 1: That man with one arm lost his other limb in an airplane crash.

例 3.8： S 2: The nation must arm its soldiers for battle.

例 3.9： S 3: 国家必须为了战争武装它的士兵。

经过分词、去停用词以及词形还原后，这三句话变成了例3.10，例3.11和
例3.12的形式。

例 3.10： S 1: man arm lost limb airplane crash

例 3.11： S 2: nation arm soldier battle
45



第 3章 基于全局词义的跨语言文档建模方法

例 3.12： S 3: 国家战争武装士兵

经过词义消歧，词义”arm# 1“在句子 S 1的概率是 0.998005，而词义”arm# 2“在
句子 S 2 的概率是 0.944096。所以词”arm“在句子 S 1 中的词义是”arm# 1“，在
句子 S 1 中的词义是”arm# 2“。由于”arm# 1“属于全局词义”g# 1“，”arm# 2
“属于全局词义”g# 2“，词”arm“在句子 S 1 中的词义是”g# 1“，在句子 S 1 中

的词义是”g# 2“。对于句子 S 3，词”武装“的词义也是”g# 2“。这样，可以识别
出多义词的不同含义和不同词的同义情况，翻译歧义和跨语言问题可以同时解决。

词义消歧后，我们在两种流行的文档表示模型 VSM和 LDA中使用词义作为
特征，分别提出基于词义的 VSM（Sense based VSM，SVSM）和基于词义的 LDA
（Sense based LDA，SLDA）。

3.3.2 基于词义的 VSM

在介绍基于词义的 VSM之前，先简要的介绍一下 VSM。

3.3.2.1 VSM

VSM 是一种简单高效的文档表示模型，把文档解析成特征的集合，通过
权重公式刻画这些特征，从而把文档表示成向量。在向量空间模型中，D =

{di; i = 1, · · · ,N} 表示包含 N 篇文档的文档集。文档集的一篇文档 di 定义为：

di = {wi j : ri j} j=1...Mdi。ri j表示文档 di中第 j个特征词 wi j的权重，Mdi 是文档 di中

特征词的总数。计算权重最常用的方法是 TF*IDF公式。TF*IDF的 T F(wi j, di)因

子是特征词 wi j 在文档 di 中的词频。DF(wi j)是文档集中含有 wi j 的文档的个数。

则 TF*IDF公式可以使用公式 (3-12)表示。

ri j = T F(wi j, di) · IDF(wi j); IDF(wi j) = log
( N
DF(wi j)

)
(3-12)

文档之间的相似度可以用两个向量之间的距离来度量。余弦公式（cosine
similarity）是应用最广泛的计算相似度的方法。两个文档之间相同的词越多同时
这些词的权重越高，则相似度越高。余弦公式如公式 (3-13)所示。

sim(d1, d2) =

∑M
j=1(r1 j × r2 j)√∑M

j=1 r21 j ×
√∑M

j=1 r22 j

(3-13)

3.3.2.2 基于词义的 VSM

传统的 VSM模型用词作为特征表示文档。SVSM则使用全局词义作为特征
表示文档。具体流程是：经过词义消歧，首先确定文档中每个词的词义，则文档
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wijα θdi zij

zβ

Ndi
|D|

|Z|

图 3.3 LDA模型

di 可表示为：di = {gi j : r̂i j} j=1...Mdi。同样可以计算词义 gi j 在文档 di 中的词义频

GF(gi j, di)和文档集中的文档频 DF(gi j)
g，那么词义 gi j 的权重按照公式 (3-14)计

算。

ri j = GF(gi j, di) · IDF(gi j)
g; IDF(gi j)

g = log
( N
DF(gi j)g

)
(3-14)

最后得到每个文档的词义向量。采用余弦相似度可以计算出词义向量的相似度。

3.3.3 基于词义的 LDA

在介绍基于词义的 LDA之前，先简要的介绍一下 LDA。

3.3.3.1 LDA

图3.3表示 LDA的概率模型，其中可见变量即词 wi j用阴影表示。给定文档集

D、文档中的词集 W 以及 LDA中的主题集为 Z，LDA的概率生成模型如下：
1. 对于每个主题 z:

(a) 选择 ϕz ∼ Dir(β).
2. 对于每个文档 di:

(a) 选择 θdi ∼ Dir(α).
(b) 对于文档 di中的词 wi j:

i. 选择主题 zi j ∼ Mult(θdi).
ii. 选择词 wi j ∼ Mult(ϕzi j).

其中 di表示文档集 D中的第 i个文档，wi j表示文档 di的第 j个词，zi j表示词 wi j

的主题。α, β是模型的超参数。ϕzi j 和 θdi 分别表示主题 -词分布和文档 -主题分布。
这两个分布都有从狄利克雷分布抽样出来的。在图3.3中，Ndi 表示文档 di 中词的

个数。
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KKKK

Ndi
D

^̄̂̄ Á̂zÁ̂z
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图 3.4 SLDA模型

LDA采用吉布斯抽样（Collapsed Gibbs Sampling）学习模型的参数 [5]。在抽

样过程中，词 wi j = w的条件概率公式按照公式 (3-15)计算。

P(zi j = z|z−i j,wz−i j,wz−i j,w) ∝
ndi
−i j,z + α

ndi
−i j + Zα

×
nw
−i j,z + β

n−i j,z + Wβ
(3-15)

在公式 (3-15)中，ndi
−i j,z 表示文档 di 中主题为 z的个数；nw

−i j,z 表示主题为 z的词 w

的个数；ndi
−i j 表示文档 di 的词的个数；n−i j,z 表示主题为 z的词数。上面变量中的

−i j表示在计数过程中去掉词 wi j。

3.3.3.2 基于词义的 LDA

我们使用词义代替词作为特征将 LDA模型拓展为 SLDA。具体流程是：首先
使用词义消歧算法得到每个词的词义。然后根据文档 -主题分布 θ̂di 生成文档的主

题。对于文档中的词 wi j，词义 gi j 由词 wi j 的主题根据主题 -词义分布 ϕ̂zi j 生成，

其中 ϕ̂zi j 代表主题 zi j对词义的生成概率，它是从狄利克雷分布 Dir(β̂)生成的。

图3.4是 SLDA的概率模型，其中可见变量即词义 gi j 用阴影表示。SLDA的
概率生成模型如下：

1. 对于每个主题 z:
(a) 选择 ϕ̂z ∼ Dir(β̂).

2. 对于每个文档 di:
(a) 选择 θ̂di ∼ Dir(α̂).
(b) 对于文档 di中的词 wi j:

i. 选择主题 zi j ∼ Mult(θ̂di).
ii. 选择词义 gi j ∼ Mult(ϕ̂zi j).

SLDA的参数推导过程和 LDA的参数推导过程相同，唯一的区别是用词义代替了
词作为特征。因此，在抽样过程中，词 wi j 的词义 gi j = g时，条件概率公式按照

公式 (3-16)计算。
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P(zi j = z|z−i j, gz−i j, gz−i j, g) ∝
ndi
−i j,z + α̂

ndi
−i j + Zα̂

×
ng
−i j,z + β̂

n−i j,z + Gβ̂
(3-16)

3.4 基于词义的文档建模总结以及在跨语言话题分析的应用

图 3.5 基于词义的跨语言话题分析流程

图3.5是基于词义的跨语言话题分析流程。首先用跨语言词义归纳算法从平行
语料库中归纳出每个词的词义。这样我们可以获得局部词义（local sense）。然后
使用聚类算法将相同含义的局部词义聚为一类，产生全局词义。获得了全局词义

后，我们开始进行跨语言话题分析，首先通过词义消歧确定文档中每个词的词义。

然后采用词义表示文档，最后采用聚类算法进行话题聚类。

聚类算法与具体的文档建模模型有关系，如果采用 SVSM表示文档，则用
Bisecting K-Means来进行聚类。如果采用 SLDA，则将文档的主题看成话题并将
每个文档分到概率最大的主题中。

图3.6给出了本章提出的基于全局词义的文档建模模型和 VSM模型以及其他
跨语言模型的区别。VSM模型以及其他跨语言模型采用词或者词簇来表示文档，
而基于全局词义的文档建模模型采用词义来表示文档，使得基于全局词义的文档

建模模型可以更准确地反映多义和同义现象，同时解决跨语言问题和翻译歧义问

题。

49



第 3章 基于全局词义的跨语言文档建模方法

w

s

g

V
S
MC
L
G
V
S
M
/L
S
A
/P
T
M

c*

图 3.6 本章方法与 VSM及其他模型的差别

3.5 实验评测

3.5.1 实验设置

实验数据

本章的实验数据（开发集和测试集）与2.5节相同。
评测指标

本章采用与2.5节相同的评测指标，即 F-measure。
系统参数

本章的方法参数有以下几类：

1) WSI 参数：我们对每个词每种语言的参数都设为同一个值，设置为：
γ ∼ Gamma(1, 0.1), ρ ∼ Gamma(0.01, 0.028)，λ = 0.1。

2) SVSM参数：我们将类的个数设置为每个文档集的话题数。
3) SLDA参数：我们在测试集 CLTC1中调整超参数 α̂和 β̂的值，使其最优化。

最后的设置为 α̂ = 0.1，β̂ = 0.1。我们将主题的个数设置为每个文档集的话题数。

4)全局变量的个数。我们通过实验来观察这个参数对文档聚类的影响。
在所有的实验中，我们先迭代 2000次，然后选取在之后 200轮迭代中，每 20

轮取一次，最后结果取平均。
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图 3.7 数据集 TDT41上不同全局词义个数的系统性能
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图 3.8 数据集 TDT42上不同全局词义个数的系统性能

3.5.2 实验 #1：不同的词义聚类方法

在本实验中，我们旨在观察不同的词义聚类方法对系统性能的影响。我们实

现了两个用不同的词义聚类方法的跨语言话题分析系统。

• BK-sVSM：这个系统采用 Bisecting K-Means生成全局词义，SVSM表示文
档，同时采用 Bisecting K-Means聚类文档。

• GC-sVSM：这个系统采用基于图的聚类算法生成全局词义，SVSM表示文

表 3.1 不同词义聚类算法的最好性能

系统

数据集
TDT41 TDT42

BK-SVSM 0.809@1800 0.791@1500
GC-SVSM 0.771@2100 0.752@1000
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档，同时采用 Bisecting K-Means聚类文档。
我们从 100到 4000逐步的增加全局词义的个数 |G|，并且在两个数据集里分

别测试系统的性能。实验结果如图3.7和图3.8所示。每个数据集上的最好结果以及
相关的全局词义个数在表3.1中列出。

实验结果分析

1)全局词义个数的影响
我们比较了不同词义个数的性能，发现使用过高或者过低的词义个数均会造

成性能的降低。原因很简单：词义个数过低时，很多不相似的局部词义划分到一

个全局词义中，造成了性能的下降；当词义个数过高时，相似的局部词义不能识

别，这样会导致不同语言相同含义的词不能识别，严重影响跨语言文档相似度

的准确性，降低性能。比较不同的数据集，我们发现有更多词数的数据集会有很

大的最优全局词义个数。比如说，系统 BK-SVSM下，TDT42数据集有 5435个
词，最好的 F-measure出现在全局词义个数设为 1500的时候，而 TDT41数据集有
7871个词，最优的全局词义个数为 1800。这与拥有较多词的数据集有较多的词义
这个事实是一致的。

2)词义聚类算法的影响
从图3.7和图3.8可以看出，BK-SVSM在大多数情况下都优于 GC-SVSM。分

析原因，我们发现这是由于基于图的聚类方法利用到最近邻，容易产生不平衡的

类簇，而 Bisecting K-Means利用全局的性质，可以产生更加平衡的类簇。因此，
我们在之后的实验中都采用 Bisecting K-Means作为词义聚类算法。

3.5.3 实验 #2：不同的基于词义的文档建模模型

在本实验中，我们旨在比较不同的基于词义的文档建模模型对系统性能的影

响。我们实现了除了 BK-SVSM，我们还实现了 BK-SLDA系统。
• BK-SLDA使用 SLDA表示文档的系统。

表 3.2 不同基于词义的文档建模模型的最好性能

系统

数据集
TDT41 TDT42

BK-SVSM 0.809@1800 0.791@1500
BK-SLDA 0.795@3100 0.780@1900

实验结果如图3.9和图3.10所示。每个数据集上的最好结果以及相关的全局词
义个数在表3.2中列出。
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图 3.9 数据集 TDT41上不同全局词义个数的系统性能
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图 3.10 数据集 TDT42上不同全局词义个数的系统性能

实验结果分析

我们比较了两个基于词义的文档建模模型的系统，发现 SVSM的性能在所有
数据集下都好于 SLDA。这是由于细粒度的特征空间在文档聚类比较有利而 LDA
推导出来的主题不能很好的解决这个问题。这种现象在文献 [141]也有提到。

3.5.4 实验 #3：不同的文档建模模型

表 3.3 采用不同文档建模模型的话题分析系统的 F-measure

系统

数据集
TDT41 TDT42

CLGVSM 0.762 0.748
BK-SVSM 0.809 0.791
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本实验主要是比较我们提出的模型与2章提出的跨语言广义向量空间模型。
两个测试集的实验结果如表3.3所示。

实验结果分析

从表3.3中可以看出，BKSVSM在所有的数据集中均好于 CLGVSM。这是由
于 CLGVSM考虑了词相似度，它只能直接反映词的同义关系，无法反映多义问
题。而我们的方法可以同时反映这两种问题。

3.6 本章小结

针对跨语言歧义问题和单语言歧义问题，本章分别将这两个问题看做广义的

同义问题和多义问题，提出用统计词义进行文档建模的方法。本章首先定义了局

部词义和全局词义，提出了 CLHDP模型，用于跨语言局部词义归纳，同时用聚
类算法聚类局部词义，学习全局词义。然后提出了基于全局词义的两种文档建模

方法：基于词义的 VSM和基于词义的 LDA。
本章提出的方法旨在同时解决同义问题和多义问题：

1)不同语言的同义词识别为一个词义，这样可以解决跨语言歧义问题。
2)多义词在表示不同意思的时候识别成不同的词义，这样可以解决单语言歧

义问题。在两种语言两个数据集上的实验证明了我们的方法优于其他文本表示方

法。

但是本章的思想是在现有的文档建模模型中用词义替换了词的特征，没有进

一步考虑到文档信息对词义生成的影响。因此下章将重点研究如何提出更好的基

于词义的文档建模模型。
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第 4章 基于统计词义的主题模型

4.1 本章引论

4.1.1 研究问题

基于全局词义的文档建模方法介绍了跨语言词义的构造，在文档建模中利用

统计词义代替词作为特征。本章进一步考虑如何用统计词义更好的表示文档。具

体来说，利用统计词义表示文档需要解决两个问题：第一个是如何进行词义的学

习，第二个是如何用学习的词义表示文档。比如说词“robot”可以表示“一种电
子机械装置”，也可以表示“电影名称” 1⃝。第一个问题涉及“robot”的词义学习，
第二个问题涉及如何用“robot”表示文档。
本章主要考虑如何利用词义更好的表示文档。具体来说，就是如何更好地学

习词义以及如何更好地用学习到的词义表示文档。本章先考虑单语言的情况，跨

语言的情况将在下章基于统计词义的跨语言主题模型介绍。

4.1.2 分析问题

主题模型目前已经被广泛的用于文档建模、话题分析中。本章采用主题模型

进行文本表示和话题分析。Latent Dirichlet Allocation（LDA）是最经典的主题模
型。LDA模型依赖于词的共现来挖掘语义信息。但是，词通常与多个主题相关，
并且在不同的主题中表达了不同的含义。例如给定两个主题：“T#1电子科技”和
“T#2电影”，在 LDA中，“robot”在不同的上下文中没有区分，通过与不同词的
共现来区分这两个主题。理想情况下，如果一个模型可以根据上下文区分词义，

词义与词相比对相关主题可以做出更多贡献。例如，如果识别出词“robot”的两
个词义，即 S#1 (machine robot)和 S#2 (film robot)，词义 S#1对于主题 T#1有比较
高的概率，而对于主题 T#2有比较低的概率；S#2则相反。因此，在主题模型中
使用词义作为附加特征可以增强主题模型的区分性。

以上的分析中只考虑到词义对主题的影响，接下来考虑主题对词义的影响。

同个主题的词倾向于表达同一个含义，不同主题的词倾向于表达不同的含义。比

如词“robot””分别在主题“T#1电子科技”与主题“T#2电影”下表示不同的词
义。因此，如果在词义学习的过程加入主题，可以提高词义归纳的准确性。

1⃝ 维基百科，Robot (disambiguation)，http://enẇikipediaȯrg/wiki/Robot (disambiguation)
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4.1.3 解决思路

本章不仅在主题模型中用词义替代词作为特征，还进一步提出了改进主题模

型。本章提出三个基于词义的主题模型：独立词义 LDA，点估计协同词义 LDA
以及词义混合协同词义 LDA。独立词义 LDA模型首先用词义归纳算法获得词义，
然后在 LDA中用词义作为元素生成主题。点估计协同词义 LDA和词义混合协同
词义 LDA则将词义看做主题模型的隐藏变量，协同迭代估计词义和主题。点估计
协同词义 LDA是通过点估计的方法确定词义而词义混合协同词义 LDA则是考虑
词义的分布。本章在话题分析、词义归纳任务中分别评测了以上三种模型。

本章的贡献主要在于两个方面：第一，将词义特征用于主题模型中并且构造

了词义和主题协同推导过程。不同于上章先生成词义再用词义表示文本，本章

将词义作为主题模型的隐藏变量，对词义和主题迭代进行估计。其次，前人的工

作 [48–50] 尝试将WordNet中的词义加入到主题模型中，但是这些模型需要额外的
资源（WordNet）来获得给定词的词义。而我们的方法可以自动的从语料中估计词
义。因此这种方法特别适用于资源缺乏的语言和一些特殊领域的文本。

本章剩余部分按照如下方式组织：4.2节介绍了基于词义的主题模型。4.3节评
测了基于词义的主题模型在话题分析、词义归纳任务上的性能并且分析了这些主

题模型的词义 -主题分布和文档 -主题分布。4.4节对本章进行了总结。

4.2 基于词义的主题模型

图4.1对比了传统的 LDA模型与本章提出的基于词义的主题模型。如图4.1所
示，LDA模型认为词是文档的基本元素，并且为文档里面的每个词指定主题。基
于词义的主题模型则首先获得词的词义，然后为每个词义指定主题，因此这个模

型的基本元素是词义。词义是作为隐藏变量加入到主题模型中，根据上下文词归

纳出来。基于词义的主题模型有两个步骤：首先确定每个词的词义，也就是词义

归纳步骤；然后用词义表示文档，然后确定主题。本章设计了三种方法来实现基

于词义的主题模型。

• 独立词义 LDA（Standalone SLDA，SA-SLDA）：这个方法将词义归纳的步骤
看做独立的步骤，然后用归纳的词义进行 LDA。这个方法是本章的基线系
统，用于验证词义对主题的影响。

• 点估计协同词义 LDA（Point estimate Collaborative SLDA，PCo-SLDA）：这
个方法有两个交替迭代步骤：给定已知的主题，根据主题确定词义。给定已

知的词义，确定词义的主题，其中词义是词义分布的点估计。

• 词义混合协同词义 LDA（Sense mixture Collaborative SLDA，SCo-SLDA）：这
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图 4.1 LDA模型（上图）和基于词义的主题模型（下图）对比示意图。虚线框中的变量
为潜变量（即词义）

个方法与点估计协同词义 LDA的区别在于它没有用点估计确定词义而是直
接从词义分布中获得主题。

下面将分别介绍提出的三个方法。

4.2.1 独立词义 LDA

在 SA-SLDA 模型，WSI和 DR 两个步骤是独立的两个模块，DR 直接采用
WSI作为输入（见图4.2）。

WSI步骤中采用 HDP模型归纳词义，具体的模型与3.2.3.1节相同，这里就
不在赘述了。词义归纳步骤可以获得文档中每个词的词义分布，SA-SLDA模型
采用词义分布的众数作为该词的词义，之后在 LDA模型中用词义表示文档。如
图4.2所示，图中的阴影部分表示可见变量词义，SA-SLDA中文本表示部分的概
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图 4.2 SA-SLDA模型

率生成模型如下：

1. 对于每个主题 z:
(a) 选择 ϕz ∼ Dir(β).

2. 对于每个文档 di:
(a) 选择 θdi ∼ Dir(α).
(b) 对于文档 di中的词 wi j:

i. 选择主题 zi j ∼ Mult(θdi).
ii. 选择词义 si j ∼ Mult(ϕzi j).

以词“robot”为例，从语料中可以归纳出以下两个词义：
Example #1: sense robot#1
film: 0.159
role: 0.069
performance: 0.019
...
Example #2: sense robot#2
computer: 0.116
system: 0.039
software: 0.019
...
关于词义的影响有以下分析：假设一篇有关电影“robot”的评论含有上下

文“…it’s an inspired performance from Robot that keeps the film fresh”。而在一篇技
术报告中，“robot”的上下文是“There may be a computer operating system designed
mainly for robots”。词义归纳步骤后，“robot”归纳出两个词义“robot#1”和词义
“robot# 2”，同时根据词义分布判断第一个上下文中的“robot”的词义为“robot#1
”，第二个上下文中的“robot”的词义为“robot#2”。传统的 LDA模型无法识别
词的语义信息，只能判断主题，区分性较弱，而在 SA-SLDA模型中，词义可以识
别出语义信息，主题的区分性较强。

SA-SLDA采用吉布斯抽样（Collapsed Gibbs Sampling）学习模型 [5]，它的参

数推导过程与 LDA过程相同，唯一的区别在用词义代替了词。因此，在抽样过程
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图 4.3 PCo-SLDA模型

中，词 wi j词义为 si j = s时，主题条件概率公式按照公式 (4-1)计算。

P(zi j = z|z−i j, sz−i j, sz−i j, s) ∝
ndi
−i j,z + α

ndi
−i j + Zα

×
ns
−i j,z + β

n−i j,z + S β
(4-1)

在公式 (4-1)中，ndi
−i j,z表示文档 di中主题为 z的词数；ns

−i j,z表示主题为 z词义

为 s的词数；ndi
−i j表示文档 di的词数；n−i j,z表示主题为 z的词义数；S表示词义个

数。上面变量中的 −i j表示在计数过程中去掉词 wi j。

4.2.2 点估计协同词义 LDA

SA-SLDA模型中，词义归纳和文档建模是相互独立的两个过程。SA-SLDA
模型只考虑了词义对主题的作用，我们进一步考虑主题对词义的影响，提出了协

同词义 LDA模型。该模型将主题作为词义分布的伪回馈，采用点估计确定词义然
后用词义估计主题分布，如此循环迭代的估计主题和词义。因为这个模型是采用

点估计的方法确定词义，我们称这个方法为点估计协同词义 LDA模型。
具体来说，PCo-SLDA模型采用三层 HDP模型获得目标词 w的词义和主题

的关系（见图4.3）。在词 w的三层 HDP模型中，每个主题都有一个概率分布 Gwz，

这个分布是从狄利克雷过程 DP(ρw,Gw)中生成的，对于文档 di 中的每个词 wi j，

给定主题 zi j = z，我们使用 wi j上下文的Gwz作为基概率分布并且根据基概率分布
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从狄利克雷过程中抽取词义概率分布 Gi j，Gi j ∼ DP(κwz,Gwz)。这意味着词 w在不

同的主题下具有不同的词义分布。

图4.3表示 PCo-SLDA模型，其中 Ci j表示文档 di中词 wi j的上下文窗口 vi j的

词个数。虚线之上的部分为 WSI步骤而虚线之下的部分为 DR步骤。给定主题
{zi j}已知，词义 {si j}在WSI步骤中进行估计；而给定已知的词义 {si j}，主题 {zi j}
在 DR步骤中进行估计。两个过程交替进行。图4.3用虚线箭头连接 {si j}和 {zi j}表
示两个过程的交替时这两个变量从隐藏到已知的变化。

词义归纳过程如下：

1. 对于每个词 w:
(a) 选择词义分布 Gw ∼ DP(γw,Hw).
(b) 对于每个主题 z:

i. 选择词义分布 Gwz ∼ DP(ρw,Gw).
2. 对于每个文档 di:

(a) 对于词 wi j的上下文窗口 vi j :
i. 选择词义分布 Gi j ∼ DP(κwi jz,Gwi jz).
ii. 对于目标词 wi j的每个上下文词 ci jk:

A. 选择词义 si jk ∼ Gi j.
B. 选择上下文词 ci jk ∼ Mult(ηsi jk).

iii. 指定词义 si j = argmaxs P(s|Gi j).
文档表示过程如下：

1. 对于每个主题 z:
(a) 选择 ϕz ∼ Dir(β).

2. 对于每个文档 di:
(a) 选择 θdi ∼ Dir(α).
(b) 对于文档 di的每个词 wi j:

i. 选择主题 zi j ∼ Mult(θdi).
ii. 选择词义 si j ∼ Mult(ϕzi j).

PCo-SLDA的模型参数仍然采用吉布斯抽样（Collapsed Gibbs Sampling）进行
学习 [5]。该模型有两组隐藏变量需要交替估计：

1. 给定每个词的主题 zi j已知，估计词义分布 Gi j。这个过程与文献 [128]相同。
接着我们将概率分布 Gi j中概率最大的词义指定为该词的词义。

2. 给定每个词的词义 si j已知，估计主题 zi j。这个过程与 SA-SLDA相同。
由估计过程可以看出，PCo-SDA模型迭代的改进主题和词义的学习，因此直

观上,PCo-SLDA要优于只有一轮变量估计的 SA-SLDA模型。
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图 4.4 SCo-SLDA模型

4.2.3 词义混合协同词义 LDA

在 PCo-SLDA 的 WSI 步骤中，词的词义设定为词义分布中概率最高的值。
现在我们解除这个假设，考虑整个词义分布，提出词义混合协同词义 LDA
(SCo-SLDA)。

SCo-SLDA仍然采用三层 HDP模型进行词义归纳。PCo-SLDA模型和 SCo-
SLDA模型的区别在于 SCo-SLDA模型考虑上下文的整体词义分布而不是指定词
义。

图4.4表示 SCo-SLDA模型。在图4.4中，虚线之上的部分表示WSI步骤而虚
线之下的部分表示 DR步骤。两个步骤与 PCo-SLDA一样迭代交替进行。但是不
同于 PCo-SLDA，主题 {zi j}是在给定词义混合 {Gi j}已知的条件下进行估计的。同
样，我们将两个过程交替时从隐藏状态到已知状态中的变量用虚箭头连接。我们

还将两个过程的 wi j用虚线连接,表示他们是相同的。
词义归纳过程如下：

1. 对于每个词 w:
(a) 选择词义分布 Gw ∼ DP(γw,Hw).
(b) 对于每个主题 z:

i. 选择词义分布 Gwz ∼ DP(ρw,Gw).
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2. 对于每个文档 di:
(a) 对于词 wi j的上下文窗口 vi j :

i. 选择词义分布 Gi j ∼ DP(κwi jz,Gwi jz).
ii. 对于目标词 wi j的每个上下文词 ci jk:

A. 选择词义 si jk ∼ Gi j.
B. 选择上下文词 ci jk ∼ Mult(ηsi jk).

文档表示过程如下：

1. 对于每个主题 z:
(a) 选择 ϕz ∼ Dir(β).

2. 对于每个文档 di:
(a) 选择 θdi ∼ Dir(α).
(b) 对于文档 di的每个词 wi j:

i. 选择主题 zi j ∼ Mult(θdi).
ii. 选择词 wi j ∼ Mult(ϕzi j).
iii. 选择词义分布 Gi j ∼ DP(κwi jz,Gwi jz).

在 SCo-SLDA模型中，词的主题决定于三个因素：
1. 文档的主题分布，
2. 给定主题，生成词的概率，
3. 给定词和主题，生成词义的概率。

前面两个因素与 LDA相同而最后一个因素反映了词义的影响。
SCo-SLDA采用吉布斯抽样（Collapsed Gibbs Sampling）进行学习 [5]。该模型

有两组隐藏变量需要交替估计。给定每个词的主题 zi j，估计词义分布Gi j。这个过

程与文献 [128]相同。下面将主要介绍给定词义分布，如何估计 zi j。

SCo-SLDA模型中，主题 {zi j}直接基于词义分布混合 {Gi j}进行估计的。因此，
我们将首先介绍 {Gi j}。
每个目标词的先验概率 Gw 是一个参数为 λw，基概率分布为 Hw 的狄利克雷

过程。它可以用折棍（stick-breaking）过程表示（如公式 (4-2)）。

Gw = Σ∞sw=1π
sw
w δηsw

(4-2)

其中 ηsw 是基于 Hw 生成的，δηsw
是参数为 ηsw 的概率度量。{π

sw
w }是词义的混合参

数。它们是从折棍构造中抽样出来的。在抽样过程中，经过几轮迭代，假设目标

词 w现在已经有 S w 个词义。上下文词的分布 {ηsw}已经生成，上下文词的词义都
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已经指定。Gw可以表示为公式 (4-3)。

Gw = Σswπ
sw
w δηsw

+ πu
wGu

w (4-3)

其中 Gu
w 从狄利克雷过程 DP(γw,Hw)抽样生成。每个主题 z的词义分布 Gwz 可以

类似的表示为公式 (4-4)。

Gwz = Σswπ
sw
wzδηsw

+ πu
wzG

u
wz, (4-4)

对于文档 di的每个上下文窗口 vi j，Gi j可以表示为公式 (4-5)。

Gi j = Σswπ
sw
i j δηsw

+ πu
i jG

u
i j (4-5)

其中 {πsw
wz}和 {πsw

i j }都是词义混合，Gu
wz 和 Gu

i j 是从狄利克雷过程 DP(γw,Hw)抽样

生成。值得注意的是，对于每个目标词 w，整体词义分布Gw，主题词义分布 {Gwz}
以及上下文词义分布 {Gi j}共享相同的上下文词分布集合 {ηsw}。但是他们的词义混
合分布不同。不同目标词的词义 -上下文词分布集合 {ηsw}也不相同。
本章采用与文献 [128]相同的抽样过程。{πw} , {πwz}是抽样出来的而 {ηsw}、Gw

、{Gwz}、{Gi j}以及 {πi j}可以直接积分出来。为了抽样文档 di中词 wi j = w的主题

zi j，条件概率可以按照公式 (4-6)计算。

P(zi j = z|z−i j, s,wz−i j, s,wz−i j, s,w)

∝ P(zi j = z|z−i j,wz−i j,wz−i j,w)P(si jsi jsi j|z, s−i j,wz, s−i j,wz, s−i j,w)
(4-6)

条件概率 P(zi j = z|z−i j,wz−i j,wz−i j,w)的计算公式如 LDA相同（见公式 (3-15)）。条件概
率 P(si jsi jsi j|z, s−i j,wz, s−i j,wz, s−i j,w)可以通过公式 (4-7)计算。

P(si jsi jsi j|z, s−i j,wz, s−i j,wz, s−i j,w)

∝ Γ(κwz)

Γ(κwz + Ci j)

∏
s∈{sw} Γ(κwz · πs

wz + ns
i j)∏

s∈{sw} Γ(κwz · πs
wz)

=

∏
s∈{sw}
∏ns−1

i j

g=0(κwzπ
s
wz + g)∏Ci j−1

g=0 (κwz + g)
)

(4-7)

其中 {sw}是目标词 w的词义集合，Ci j表示文档 di中上下文窗口 vi j词数，ns
i j是上

下文窗口 vi j中词义为 s的词数。因此，条件概率 P(zi j = z|z−i j, s,wz−i j, s,wz−i j, s,w)可以按照公式

(4-8)进行估计。
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表 4.1 测试集信息

数据集 #文档 #主题 #词

TDT41 1270 38 18511
TDT42 617 33 11782
Reuters20 9101 20 25748

P(zi j = z|z−i j, s,wz−i j, s,wz−i j, s,w)

∝
ndi
−i j,z + α

ndi
i j + Zα

nw
−i j,z + β

n−i j,z + Wβ

∏
s∈{sw}
∏ns−1

i j

g=0(κwzπ
s
wz + g)∏Ci j−1

g=0 (κwz + g)

(4-8)

4.3 实验评测

基于词义的主题模型的评测一共有三个部分：第一，评测主题；第二，分析

所提出模型的词义 -主题分布和文档主题分布；第三，评测模型归纳出的词义。

4.3.1 话题分析

本章在话题分析任务上评测模型生成的主题，并且比较所提出模型与 LDA和
K-Means等基线系统的性能。

4.3.1.1 实验设置

数据集

实验采用三个测试集，具体的信息见表4.1。
1. TDT4数据集:本实验分别采用 TDT4语料中的 2002年的评测语料（TDT41）
和 2003年的评测语料（TDT42）[113]。

2. Reuters: 本实验采用 Reuters-21578 [142] 中文档数最大的前 20个类作为第三
个数据集（Reuters20）。
实验中仅保留名词和动词作为目标词进行词义消歧和主题学习。我们采用句

子作为目标词的上下文窗口。TreeTagger [143]用来进行词性标注和词形还原。

评测指标

本实验采用与2.5节相同的评测指标，即 F-measure。
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表 4.2 不同词义归纳方法（LDA和 HDP）下的 SA-SLDA结果

系统

数据集
TDT41 TDT42 Reuters20

SA-SLDA(LDA) 0.787 0.842 0.490
SA-SLDA(HDP) 0.792 0.870 0.512

4.3.1.2 实验 #1.1：不同的词义归纳方法

实验 #1.1旨在研究不同的词义归纳方法对主题模型的影响。我们实现了两个
用不同的贝叶斯词义归纳模型的 SA-SLDA话题分析系统。

• SA-SLDA(LDA) ：这个系统在 SA-SLDA 模型上采用 LDA 模型归纳词义，
然后将文档的主题看成话题并将每个文档分到概率最大的主题中。

• SA-SLDA(HDP)：这个系统在 SA-SLDA模型上采用HDP模型归纳词义，然
后将文档的主题看成话题并将每个文档分到概率最大的主题中。

系统参数

SA-SLDA有两个步骤：WSI步骤和 DR步骤。下面将分别两个步骤的参数：
1. 在 WSI 步骤，对于 HDP 模型，参考文献 [128]，γw 和 ρw 使用 gamma 先
验。每个词的 γw , ρw , ϵw 的超参数分别为 γw ∼ Gamma(1, 0.001), ρw ∼
Gamma(0.1, 0.028)和 ϵw = 0.1。LDA模型的参数则设定为：α = 0.2 ,β = 0.1，

每个词的词义数均设为 4。
2. 在 DR步骤，参数设定为：α = 1.5 and β = 0.1。

本实验中所有的超参数均是在 TDT42数据集上进行优化的。文档的主题个数设为
该数据集的类簇数。在所有实验中，为了避免吉布斯抽样的随机性，先进行 2000
轮抽样，然后在进行 200轮，抽取其中的每 20轮结果做平均。
实验结果如表4.2所示。

实验结果分析

从表4.2中，我们可以发现在 SA-SLDA模型中，使用 HDP模型进行词义归纳
的性能要优于 LDA模型。这是因为 LDA模型是参数模型，需要人工指定词义个
数，而 HDP是非参数模型，可以自动学习每个词的词义个数。HDP模型为词义建
模提供了合理的解释并为文档建模提供了更大的灵活性。由于 HDP的优越性，我
们在模型中均采用 HDP作为词义归纳的非参数先验。
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表 4.3 所提出模型和基线系统的性能对比

系统

数据集
TDT41 TDT42 Reuters20

VSM 0.727 0.843 0.501
LDA 0.744 0.867 0.496
SA-SLDA 0.792 0.870 0.512
PCo-SLDA 0.825 0.874 0.597
SCo-SLDA 0.864 0.905 0.612

4.3.1.3 实验 #1.2：不同的拓展主题模型

实验 #1.2 在话题分析任务中评测所提出的模型。除了所提出的模型（SA-
SLDA，PCo-SLDA以及 SCo-SLDA），本实验还比较了 VSM和 LDA等基线系统
的性能。具体来说，我们实现了五个话题分析系统

• VSM：这个系统采用 VSM表示文档，在 TF-IDF特征上计算文档的余弦相
似度，同时采用 Bisecting K-Means聚类文档。

• LDA：这个系统用 LDA模型对文档的主题进行建模，然后将文档的主题看
成话题并将每个文档分到概率最大的主题中。

• SA-SLDA：这个系统用 SA-SLDA模型对文档的主题进行建模，然后将文档
的主题看成话题并将每个文档分到概率最大的主题中。这个系统与实验 #1.1
中的 SA-LDA(HDP)相同

• PCo-SLDA：这个系统用 PCo-SLDA模型对文档的主题进行建模，然后将文
档的主题看成话题并将每个文档分到概率最大的主题中。

• SCo-SLDA：这个系统用 SCo-SLDA模型对文档的主题进行建模，然后将文
档的主题看成话题并将每个文档分到概率最大的主题中。

系统参数

PCo-SLDA和 SCo-SLDA的参数相同。
1. 在 WSI 步骤中，每个词的超参数 γw, ρw , ϵw 设定为：γw ∼ Gamma(8, 0.1),
ρw ∼ Gamma(5, 1), κw ∼ Gamma(0.1, 0.028), ϵw = 0.1。

2. 在 DR步骤中，α = 1.5，β = 0.1。

LDA的参数设定为：α = 1.5 , β = 0.1。主题的个数设定为数据集中的类簇个数。

K-Mean中的 K值也设定为数据集中的类簇个数。
实验结果如表4.3所示。
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实验结果分析

从表4.3我们可以看出：
首先，所有 SLDA模型在全部数据集上的性能均优于两个基线系统。这意味

着使用词义作为特征可以改进话题分析的结果。这是因为 SLDA模型采用更细粒
度的特征，可以根据上下文的不同选用不同的特征。

其次，PCo-SLDA和 SCo-SLDA在全部数据集上的性能要好于 SA-SLDA。这
意味着词的主题和词义的协同学习过程对结果有着正面的影响。原因可能有两个：

• 对于常用的词义，同一个词在不同的主题下可能具有不同的词义，同一个词
在相同的主题下通常意思相同。PCo-SLDA和 SCo-SLDA模型中主题和词义
相互影响，同一个主题下的词倾向于识别为同一个词义而不同主题下的相同

词倾向于识别为不同的词义，词义的识别更加准确。

• 用主题作为词义的伪回馈可以生成主题相关的词义。例如，词”election“通
常只有一个意思。但是，在 TDT42数据集中，主题的粒度比较细。例如，下
面两个句子是分别从不同的主题中抽取出来的：z1：“Ilyescu Wins Romanian
Elections”，z2：“Ghana Gets New Democratically Elected President”。两个主
题均是关于选举的，但是选举的国家不同。通过主题和词义的协同学习，

词“election”有两个词义，“election#1 ”和“election#2 ”，分别指的是罗
马尼亚和加纳的选举。有了上述两个词义，词“election”在上下文含有词
“Romania”或者其他与之相关的词时被识别为词义“election#1”因此它的
主题更倾向于 z1，而词“election”在上下文含有词“Ghana”或者其他与之
相关的词被识别为词义“election#2”因此它的主题更倾向于 z2。

第三，SCo-SLDA的性能在全部数据集上均优于 PCo-SLDA。这意味着直接
考虑目标词的词义分布可以进一步改进性能。原因可能是考虑多个可能的词义可

以降低词义消歧的风险。另外，SCo-SLDA模型中考虑的词义混合可以为文档 -主
题和主题 -词义分布的估计提供更大的灵活性。

4.3.2 概率分布分析

本小节旨在分析模型的词义 -主题以及文档 -主题的平均分布。除了所提出的
模型（SA-SLDA，PCo-SLDA以及 SCo-SLDA），本小节还比较了 LDA的词义 -主
题以及文档 -主题的平均分布情况。

4.3.2.1 实验 #2.1：整体概率分布分析

在图4.5中，argpr@N 在 LDA 模型中表示所有词的词 -主题平均分布，在
SLDA系列模型中表示所有词义的词义 -主题平均分布。它的具体计算过程是，在
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(c) Reuters20

图 4.5 前五个主题的词（词义）-主题平均分布 (1)第 k个主题的直方图 (2)前 k个主题
的曲线图
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(c.2)
(c) Reuters20

图 4.6 前五个主题的文档 -主题平均分布 (1)第 k个主题的直方图 (2)前 k个主题的曲线
图
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LDA模型中，对于每个词，将它所相关的主题按照概率 p(z|w) 1⃝排序。argpr@N

是所有词前 N个主题取平均的结果。在 SLDA系列模型中，argpr@N是对于每一

个词义基于 p(z|s)进行计算的，计算过程与 LDA类似。在 LDA和 SLDA系列模
型中，我们均使用最后一轮迭代（即 2200轮）生成的词义和主题。对于每一个数
据集，结果通过以下的两张图展示：左边的图是第 N个话题的直方图而右边的图
则是前 N个话题的曲线图。此外，我们还计算了文档 -话题分布的 avgpr@N 值，

这个值是在模型中通过对每个文档的文档 -主题分布，即 p(z|d)概率值，取平均进
行计算的。LDA模型和 SLDA模型在三个数据集上的结果如图4.6所示。

实验结果分析

1)从图4.5中可以看出：
首先，在直方图中，SLDA系列模型的词义 -主题平均分布与 LDA的词 -主题

平均分布相比要更加尖锐；在曲线图中，SLDA系列模型的曲线都在 LDA模型之
上。这意味着在主题模型中，词义可以提供更好的区分性。

其次，在直方图中，PCo-SLDA 以及 SCo-SLDA 的词义 -主题平均分布与
SA-SLDA相比要更加尖锐；而曲线图中，PCo-SLDA和 SCo-SLDA模型的曲线在
SA-SLDA模型之上。这得益于使用主题作为伪回馈 PCo-SLDA和 SCo-SLDA可
以归纳出主题相关的词义。主题相关的词义与常用词义相比更具有主题区分性。

第三，在直方图中，SCo-SDLA的词义 -主题分布比 PCo-SLDA更加尖锐；而
曲线图中，SCo-SLDA的曲线在 PCo-SLDA之上。这可能是 SCo-SLDA的性能在
话题分析任务上优于 PCo-SLDA，因此 SCo-SLDA可以获得更好的主题，也可以
归纳出更好的词义。

2)从图4.6中可以看出：
首先，SLDA系列模型与 LDA相比文档 -主题分布更加尖锐；在曲线图中，

SLDA系列模型的曲线均高 LDA模型。这意味着 SLDA模型中文档集中于更少的
主题，这使得 SLDA模型的主题更具有区分性。
其次，PCo-SLDA与 SCo-SLDA的文档 -主题分布更加尖锐；曲线图中，PCo-

SLDA的曲线在 SA-SLDA之上。这意味着迭代的改进主题和词义可以为文档中
的主题提供更强的后验概率估计。

1⃝ p(z|w)可以根据 p(z|w) ∝ p(w|z)Σp(z|d)p(d)进行计算，其中 p(w|z)和 p(z|d)是模型可以估计出来的参数
而 p(d)与文档的长度成正比。
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表 4.4 百分比 (%)/#文档，其中文档满足两个条件：1) LDA和 SLDA模型中话题均识别
正确；2）pSLDA(ẑ|d) > pLDA(ẑ|d)

系统

数据集
TDT41 TDT42 Reuters20

SA-SLDA 87.6/774 89.6/473 75.7/2064
PCo-SLDA 90.5/736 92.7/472 78.5/2293
SCo-SLDA 80.0/767 93.2/487 79.3/2849

表 4.5 百分比 (%)/#文档，其中文档满足两个条件：1) LDA和 SLDA模型中话题均识别
错误；2）pSLDA(ẑ|d) > pLDA(ẑ|d)

系统

数据集
TDT41 TDT42 Reuters20

SA-SLDA 54.2/286 62.6/83 50.7/4313
PCo-SLDA 62.0/208 51.5/68 52.3/4077
SCo-SLDA 67.7/138 55.2/67 58.3/3572

4.3.2.2 实验 #2.2：基于文档标签的概率分布分析

为了进一步分析所提出的模型，我们以 LDA模型作为基线，比较了 SLDA系
列模型中每个文档概率最大的主题。我们将文档中概率最大的主题作为该文档的

“话题”（伪标准话题）。与话题分析实验的设置相同，我们选择每个数据集中人工

标注的话题作为标准话题，并且对系统生成的伪标准话题和人工标注的标准话题

计算 F值，将每个系统生成的伪标准话题根据最大 F值对应到人工标注的标准话
题上。

接着我们在三类文档上分别比较了伪标准话题的权重：

• LDA和 SLDA模型中话题均识别正确的文档；
• LDA和 SLDA模型中话题均识别错误的文档；
• 所有文档。

在每类文档中，我们都计算了 SLDA模型中的 p(ẑ|d)大于 LDA模型中的 p(ẑ|d)的
文档百分比，还给出了该类的文档个数，其中 ẑ表示伪标准话题。结果如表4.4，
4.5和表4.6。

实验结果分析

从表4.4中可以看出，在 LDA 和 SLDA 系列模型都识别正确的文档集中，
SLDA可以在大多数文档上提供一个更大的 p(ẑ|d)（结果百分比均大于 50%）。这
说明了当文档识别正确时，SLDA系列模型可以增强正确话题的权重。表4.5显示，
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表 4.6 百分比 (%)/#文档，其中文档满足 pSLDA(ẑ|d) > pLDA(ẑ|d)

系统

数据集
TDT41 TDT42 Reuters20

SA-SLDA 78.2/1270 84.0/617 60.0/9101
PCo-SLDA 81.3/1270 85.9/617 55.5/9101
SCo-SLDA 79.5/1270 89.0/617 57.3/9101

即使识别错误，与 LDA模型相比，SLDA模型在大多数文档中仍然会给正确话题
一个较高的权重。换言之，与 LDA模型相比，SLDA模型给错误的话题一个较低
的权重。表4.6显示，在所有文档中，与 LDA模型相比，SLDA模型在大多数文档
中正确话题的概率值更高。上面的分析证明了 SLDA模型可以增加正确话题的概
率减少错误话题的概率。因此 SLDA模型更加适合于一些需要用话题分布的权重
作为输入的复杂系统。

4.3.3 词义归纳

本小节在词义归纳任务中评测我们提出模型的词义。在这个实验中，我们仅

评测了 SCo-SLDA的词义。

4.3.3.1 实验设置

测试集

我们使用 Semval-2007标准数据集中针对词义归纳和识别任务的部分 [126]。这

个数据集包含了宾州树库 II数据集中的文本，来自 1989年《华尔街时报》（Wall
Street Journal，WSJ）的前半部分。目标词是 35个名词，并且根据 OntoNotes [144]

人工标注了词义。平均词义个数 3.9。

训练集

参考文献 [125]，我们分别使用英国国家语料库（The British National Corpus，
BNC)和WSJ语料库分别作为跨领域和同领域数据集。对于 BNC数据集，我们对
每个目标词都构造一个数据集，包括含有目标词的所有文档。因此一共有 35个目
标词的 35个数据集。对于WSJ语料库，我们使用 1987-1989年的所有文档（排除
宾州树库 II部分）并且同样构造了 35个目标词的数据集。在 BNC和WSJ数据集
中，我们对于每个词都分别构造单独的模型。数据集中所有词的词义都进行估计

但是仅仅评测目标词的词义。另外，我们使用 Senseval-2和 Senseval-3的示例数
据作为开发集调试模型的超参数。
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评测指标

词义归纳任务有两种评测指标 [126]：

1. 将系统输出与标准结果作比较，评测指标直接采用聚类任务的评测指标（纯
度，熵，F值等）。

2. 将标准结果分为测试语料和训练语料。后者主要是用来映射系统归纳的词义
和标准标签，接着用得到的映射计算系统在测试集上的 F值。
Semval-2007的评测 [126]表明，第一种评测指标不能很好的评测实际系统。这

种评测方法忽略了标签的实际意义，同时对单词义（每词仅指定一个词义）方法

有所趋向。因此，我们使用第二种评测指标。

系统参数

对于 SCo-SLDA模型，在 WSI步骤中，每个词的超参数 γw, ρw , ϵw 设定为：
γw ∼ Gamma(1, 0.1), ρw ∼ Gamma(1, 0.1), κw ∼ Gamma(0.1, 0.028), ϵw = 0.1；在 DR
步骤中，参数为 α = 1.5和 β = 0.1。所有的超参数均在开发集中进行优化，在所

有的实验中，为了避免吉布斯抽样的随机性，先进行 2000轮抽样，然后在进行
200轮，抽取其中的每 20轮结果做平均。

4.3.3.2 实验 #3.1：不同的主题个数

实验 #3.1旨在研究主题个数对词义归纳的影响。所有目标词的数据集均选用
相同的主题个数。为了降低计算复杂度，我们随机的选取 9个词来评测话题个数。
我们在 10到 70的范围内尝试了若干主题个数的值。实验结果如图4.7所示。

实验结果分析

从实验结果中可以看出，当主题个数设为 30的时候系统获得最好的性能。同
时结果还显示用WSI语料训练的模型性能要好于 BNC语料，这是因为测试集是
从WSJ语料中抽取出来的。同领域的上下文信息比跨领域的上下文信息一致性更
高，效果更好。

4.3.3.3 实验 #3.2：不同的WSI模型

实验 #3.2旨在验证 SCo-SLDA在WSI的有效性，我们采用 HDP作为基线系
统。HDP的参数与 SCo-SLDA模型在WSI部分相同。实验结果如表4.7所示。

实验结果分析

从表4.7中可以看出，SCo-SLDA模型在 BNC和WSJ数据集上均好于 HDP模
型。这证明了词的主题和词义的协同推导过程对词义归纳有着积极的影响。
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图 4.7 不同主题个数下 SCo-SLDA模型的WSI结果

表 4.7 HDP模型和 SCo-SLDA模型在WSI任务中的性能

系统

数据集
WSJ BNC

HDP 0.857 0.843
SCo-SLDA 0.867 0.855

表4.8显示的是对于词“plant”，SCo-SLDA模型分别在同领域语料和跨领域
语料中学习到的词义。这里仅展示了概率最高的几个上下文词。这些词义被人工

的映射到 OntoNotes词义。表中还列出了每个词义中最高的上下文词。从表4.8中
可以看出，WSJ数据集中学习到的词义可以更好的映射到 OnteNote上。另外，在
BNC数据集中学习到的“plant”的词义的粒度更细。表4.9还分别列出了从 BNC
数据集和WSJ数据集中归纳出每个词的词义平均个数。SCO-SLDA模型中从BNC
数据集中学习到更多的词义。这是因为 BNC数据集和测试集（SemEval-2007，来
自 1989年的WSJ数据集）有着领域的差异，BNC数据集的领域更加广泛。

4.4 本章小结

针对如何用词义更好地表示文档这一问题，本章将词义看做主题模型的一

个隐藏变量，设计了三个基于词义的主题模型：SA-SLDA，PCo-SLDA和 SCo-
SLDA。SA-SLDA模型首先用词义归纳算法获得词义，然后在 LDA中用词义作为
元素生成主题。PCo-SLDA和 SCo-SLDA则将词义看做主题模型的隐藏变量，协
同迭代估计词义和主题。PCo-SLDA是通过点估计的方法确定词义而 SCo-SLDA
则是考虑词义的分布。

根据词义 -主题和文档 -主题的平均概率分布分析，基于词义的主题模型生成
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表 4.8 SCo-SLDA 模型分别从 WSJ 和 BNC 语料中学习到的词“plant”的词义与
OntoNotes词义的对比

Sense induced from WSJ Sense induced from BNC Sense in OntoNotes

词义 #1：{company,
product, build, facility,
capacity}

词义 #1：{company, build, sale,
worker, production}

词义 #1：{A building
for industrial activity}

词 义 #2：{people, work,
worker, job, manager}

词义 #2：{seed, gene,
corn, produce, pollen}

词义 #3：{grow, garden, flower,
seed, plot}

词义 #2：{Living
photosynthesizing
organism}

词义 #4：{species, animal, tree,
insect, forest}

词义 #3 ：{power, en-
ergy, gas, operate, cogen-
eration}

词 义 #5 ：{nuclear, power,
chemical, waste, process}

词义 #3：{A contrivance
or stratagem}

表 4.9 用 WSJ/BNC数据集训练，SemalEval-2007数据集测试时，SCo-SLDA模型学习
到每个词的平均词义个数

系统

数据集
WSJ BNC

SCo-SLDA 5.3 8.4

更加尖锐的主题分布，也就是说该模型可以提供更强的后验分布估计。实验结果

表明基于词义的主题模型可以改进单语言话题分析的性能。

具体来说，协同学习模型（PCo-SLDA和 SCo-SLDA）比独立模型（SA-SLDA）
的性能更好，因为词义和话题的估计可以协同的改进。另外，SCo-SLDA考虑到
整个词义混合，因此性能优于采用点估计方法估计词义的模型 PCo-SLDA。
我们还评测了 SCo-SLDA在词义归纳任务上的性能，实验结果验证了使用主

题作为词义的伪回馈可以归纳和识别出更准确的词义。

但是本章的模型仅能用于单语言的情况，无法解决跨语言障碍。为了进行跨

语言话题分析，下章将重点研究基于词义的跨语言主题模型。
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第 5章 基于统计词义的跨语言主题模型

5.1 本章引论

5.1.1 研究问题

基于统计词义的主题模型介绍了如何用词义改进单语言主题模型。但是这个

模型不能处理文档集中含有多种语言的情况。如果一个文档集中既含有中文文档

又含有英文文档，基于统计词义的主题模型无法识别中文文档和英文文档中包含

的同一话题。

因此，文档建模需要识别不同语言文档中的同一话题。针对这一跨语言问题，

本章将介绍基于统计词义的跨语言主题模型。跨语言主题模型与单语言主题模型

相比，难点在于如何解决跨语言问题。

5.1.2 问题分析

现有的跨语言模型通常是在单语言主题模型的基础上借助词典或者平行/可比
语料库进行拓展。在1.2.2.2节中提到，跨语言主题模型的拓展方式有两种：第一种
是主题的对齐，在平行或者可比语料中训练跨语言主题空间 [77–81]。这种方法的问

题在于不同数据集上的主题偏差。第二种是根据词对齐信息直接在数据集上构造

跨语言主题空间 [82–85]。文献 [82]和文献 [83]分别拓展了 PLSA和有指导的 LDA
模型，与我们的工作不太相关。文献 [84]用双语词对拓展了 LDA（Muto模型），
但是这个方法有一个限制：词在一个数据集上只能有一个翻译。JointLDA [85]则没

有这一限制，可以在一定程度上解决语言的对应问题和翻译歧义问题。但是它的

消歧是在文档集全局层面上进行的，难度较大，会导致结果下降。

第3章考虑了词义对齐，在平行语料中生成统计词义，提出基于跨语言全局词
义的文档表示方法，但是这种方法没有考虑到主题信息对词义生成的影响。第4章
将词义看做主题模型的一个隐藏变量，设计了基于词义的主题模型，但是这种方

法无法解决跨语言问题。

5.1.3 解决思路

本章在第4章提出的 SCo-SLDA模型的基础上，引入词对齐信息，提出了两
个基于词义的跨语言主题模型：词对齐词义 LDA和词义对齐词义 LDA。在词对
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齐词义 LDA模型中，将词对看作变量，加入到 SCo-SLDA模型中，解决跨语言的
对应问题。在词义对齐词义 LDA中，除了考虑词对齐信息，还估计了词义对齐，
构造了主题、词义、词义对齐的迭代估计过程。本章在跨语言话题分析任务中评

测了两个模型。

本章的贡献主要在两个方面：第一，用词对齐信息拓展了 SCo-SLDA，使其
可以解决跨语言问题；第二，考虑了词义，词义对齐以及话题的相互影响，构造

了词义，词义对齐以及话题的协同估计过程，有利于解决翻译歧义的问题。与前

人利用词对齐信息的跨语言主题模型 [82–85]相比：首先，本章提出的方法可以自动

的估计词义，改进主题的性能；其次，本章提出的词义对齐词义 LDA模型可以自
动的获得词义对齐信息，与仅用词对齐的方法比，更有利于获得准确地词义分布，

进一步改进主题的性能。

本章剩余部分按照如下方式组织：5.2节介绍了基于词义的跨语言主题模型。
5.3节评测了基于词义的主题模型在话题分析任务上的性能并且分析了这些主题模
型的词义 -主题分布和文档 -主题分布。5.4节对本章进行了总结。

5.2 基于词义的跨语言主题模型

图5.1对比了 JointLDA模型 [85]与本章提出的基于词义的跨语言主题模型。如

图5.1所示，JointLDA模型在传统 LDA的基础上加入词对齐，并为每个对齐词对
指定一个话题，然后选择词对齐中的一个词。基于词义的跨语言主题模型同样为

每个词对指定一个话题，然后选择词对的词义。同单语言的主题模型类似，这个

模型的基本元素是词义。词义也是作为隐藏变量加入到主题模型中，根据上下文

词归纳出来。本文设计了两种方法来实现基于词义的跨语言主题模型。

• 词对齐词义 LDA（Word aligned SLDA，WA-SLDA）：这个方法直接将词对
齐加入到 SCo-SLDA模型中，然后迭代的学习每个词的话题、词对以及词
义。

• 词义对齐词义 LDA（Word sense aligned SLDA，WSA-SLDA）：这个方法在
WA-SLDA的基础上进一步学习了词义对齐，构建了话题、词对、词义和词
义对齐的迭代过程。

下面我们将分别介绍提出的两个方法。为了便于对比，我们首先介绍

JointLDA模型 [85]。
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图 5.1 JointLDA模型（上图）和基于词义的跨语言主题模型（下图）对比示意图。虚线
框中的变量为潜变量（即词义）

5.2.1 JointLDA模型

图5.2表示 JointLDA的概率模型 [85]。其中可见变量词 wi j 和文档 di 的语言 ldi

用阴影表示，隐藏变量 zi j和 ei j分别表示词 wi j的主题和对齐词对。给定文档集 D

和文档中的词集 W，对齐词对集为 E，主题集为 Z，JointLDA的概率生成模型如
下：

1. 对于每个主题 z:
(a) 选择 ϕz ∼ Dir(β).

2. 对于每个文档 di:
(a) 选择 θdi ∼ Dir(α).
(b) 选择文档的语言 ldi ∼ Binomial(1/2).
(c) 对于文档 di中的词 wi j:
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eijα θdi zij
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图 5.2 JointLDA模型

i. 选择主题 zi j ∼ Mult(θdi).
ii. 选择对齐词对 ei j ∼ Mult(ϕzi j) · φ(ei j, ldi).
iii. 选择词 wi j ∼ p(wi j|ei j, ldi).

其中 di表示文档集 D中的 i个文档，wi j表示文档 di的第 j个词，zi j表示词 wi j的

主题，ei j 表示词 wi j 的对齐词对。α, β是模型的超参数。ϕzi j 和 θdi 分别表示主题

-词对分布和文档 -主题分布。这两个分布都是从狄利克雷分布抽样出来的。值得
注意的是给定对齐词对和语言，只能有一种可能生成词，因此 p(wi j|ei j, ldi) = 1。

JointLDA对未登录词处理方法是对所有的未登录词都人为的创建一个对齐词
对 w : _NA_或者 _NA_ : w。人工创建的对齐词对和真正对齐词对的区别是前者

只能在一种语言中有词，后者则在两种语言中都有词。因此在 JointLDA模型生成
过程中，如果词对 ei j在语言 ldi 中有词，φ(ei j, ldi)的值为 1，否则为 0。

JointLDA采用吉布斯抽样（Collapsed Gibbs Sampling）学习模型 [85]。在迭代

过程中，词 wi j = w的话题和词对条件概率公式按照公式 (5-1)计算。

P(zi j = z, ei j = e|z−i j, e−i j,w, lz−i j, e−i j,w, lz−i j, e−i j,w, l) ∝
ndi
−i j,z + α

ndi
−i j + Zα

×
ne
−i j,z + β

n−i j,z + Wβ
× p(wi j|ei j, ldi) (5-1)

在公式 (5-1)中，ndi
−i j,z表示文档 di中话题为 z的词数；ne

−i j,z表示话题为 z同时

ei j = e的词数；ndi
−i j 表示文档 di 的词数；n−i j,z 表示话题为 z的词数。上面变量中

的 −i j表示在计数过程中去掉词 wi j。

5.2.2 词对齐词义 LDA

JointLDA 的思想是将词对信息插入到话题和词之间，通过对齐的词来构
造跨语言主题模型。词对齐词义 LDA模型的跨语言处理与 JointLDA相似，在
SCo-SLDA模型的基础上，将词对信息插入到话题和词义之间，通过对齐的词来
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图 5.3 WA-SLDA模型

解决跨语言障碍。对于未登录词的处理也与 JointLDA相同，对于所有的未登录词
都创建一个对齐词对 w : _NA_或者 _NA_ : w。

图5.3表示WA-SLDA模型。在图5.3中，虚线之上的部分表示WSI步骤，虚
线之下的部分表示 DR步骤。两个步骤的交替过程与 SCo-SLDA模型相同。

WA-SLDA的词义归纳的过程与 SCo-SLDA相同，如下：
1. 对于每个词 w:

(a) 选择词义分布 Gw ∼ DP(γw,Hw).
(b) 对于每个主题 z:

i. 选择词义分布 Gwz ∼ DP(ρw,Gw).
2. 对于每个文档 di:

(a) 对于词 wi j的上下文窗口 vi j :
i. 选择词义分布 Gi j ∼ DP(κwi jz,Gwi jz).
ii. 对于目标词 wi j的每个上下文词 ci jk:

A. 选择词义 si jk ∼ Gi j.
B. 选择上下文词 ci jk ∼ Mult(ηsi jk).
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WA-SLDA的文档表示与 SCo-SLDA的区别在于加入了词对信息，具体过程
如下：

1. 对于每个主题 z:
(a) 选择 ϕz ∼ Dir(β).

2. 对于每个文档 di:
(a) 选择 θdi ∼ Dir(α).
(b) 对于文档 di的每个词 wi j:

i. 选择主题 zi j ∼ Mult(θdi).
ii. 选择对齐词对 ei j ∼ Mult(ϕzi j) · φ(ei j, ldi).
iii. 选择词 wi j ∼ p(wi j|ei j, ldi).
iv. 选择词义分布 Gi j ∼ DP(κwi jz,Gwi jz).

在WA-SLDA模型中，词的主题和词对决定于三个因素：
1. 文档的主题分布，
2. 给定主题，生成词对的概率，
3. 给定词的词对和主题，生成词义的概率。

前面两个因素与 JointLDA相同，而最后一个因素反映了词义的影响。
WA-SLDA 采用吉布斯抽样（Collapsed Gibbs Sampling）进行学习 [5]。WA-

SLDA的学习过程与 SCo-SLDA类似，有两组隐藏变量需要交替估计：
第一组是给定每个词的词义的主题 zi j 和词对 ei j，估计词义分布 Gi j。由于词

义分布 Gi j与 ei j无关，Gi j的估计过程与文献 [128]相同。
第二组是给定词义分布，估计 zi j 和 ei j。zi j 和 ei j 的条件概率公式可以按照公

式5-2计算。

P(zi j = z, ei j = e|z−i j, e−i j,w, lz−i j, e−i j,w, lz−i j, e−i j,w, l)

∝
ndi
−i j,z + α

ndi
−i j + Zα

×
ne
−i j,z + β

n−i j,z + Wβ
× p(wi j|ci j, ldi) ×

∏
s∈{sw}
∏ns−1

i j

g=0(κwzπ
s
wz + g)∏Ci j−1

g=0 (κwz + g)

(5-2)

5.2.3 词义对齐词义 LDA

5.2.3.1 从词对齐到词义对齐

WA-SLDA将词对信息加入到词义主题模型中，构造了主题、词对、词义的
协同学习过程。其中词的词义与上下文词以及词义在主题上的分布相关，与词对

无关。进一步考虑词对和词义的关系，有两点值得注意：

首先，词对中两个词存在对齐词义。比如在第3章中提到，词 arm有两个词义：
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例 5.1：
{

arm# 1={ limb: 0.159, forelimb: 0.069, sleeve: 0.019 }
arm# 2={weapon: 0.116, war: 0.039, battle: 0.026 }

}

词“手臂”的词义为：

例 5.2：
{
手臂 # 1={胳膊: 0.159,上肢: 0.089,衣袖: 0.014 }

}

因此词对“arm:手臂”有一个对齐词义：

例 5.3：
{

arm# 1={ limb: 0.159, forelimb: 0.069, sleeve: 0.019 }
手臂 # 1={胳膊: 0.159,上肢: 0.089,衣袖: 0.014 }

}

其次，对齐词义中的两个词义存在相互影响。如果一个主题出现 arm# 1的概
率较高，那么它出现手臂 # 1的概率也较高。
为了表示词对和词义的关系，我们首先定义了词对的词义集合：

定义 5.1： 词对 e = wl1 : wl2 的词义集合 se由词对中词的词义集合组成，

se = {s1e ; s2e } = {swl1
swl1
swl1
, swl2
swl2
swl2
} (5-3)

其中 swli
swli
swli

; i = 1, 2表示词 wli 的词义集合。

由此，词对“arm:手臂”的词义集合可以表示为：

例 5.4：
{

arm# 1={ limb: 0.159, forelimb: 0.069, sleeve: 0.019 }；
arm# 2={weapon: 0.116, war: 0.039, battle: 0.026 }；
手臂 # 1={胳膊: 0.159,上肢: 0.089,衣袖: 0.014 }；

}
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为了表示词对中的对齐词对，我们定义了词对的对齐词义集合：

定义 5.2： 词对 e = wl1 : wl2 的对齐词义集合 s′e 由词对中的词的词义集合映射而

成，

s′e = {s′1e : s′2e } = {swl1
swl1
swl1
· Ml1

e : swl2
swl2
swl2
· Ml2

e } (5-4)

其中 swli
swli
swli

; i = 1, 2表示词 wli 的词义集合，Mli
e ; i = 1, 2是词 -词对的词义映射矩阵，

Mli
e 中每个元素定义如公式 (5-5)。

mgh =


1 词 wli 的第 g个词义对映词对 e的第 g个词义;

0 其他;
(5-5)

其中 k = 1, · · · S wli
，S wli

表示词 wli 的词义个数；h = 1, · · · S e，S e 表示词对 e的词

义个数。

由此，词对“arm:手臂”的对齐词义集合可以表示为：

例 5.5：
{

arm#1: 手臂 #1
arm#2: _NA_

}

其中 _NA_表示没有词义对应。

5.2.3.2 词义对齐词义 LDA

在WSA-SLDA模型中，不仅考虑了主题和词对，主题和词义的相互作用；还
需要考虑词对和词义的相互影响。

图5.4表示WSA-SLDA模型。在图5.4中，虚线之上的部分表示WSI步骤，虚
线之下的部分表示 DR步骤。两个步骤的交替过程与WA-SLDA模型类似，区别
在于WA-SLDA中词义和词对互不相关，而WSA-SLDA模型考虑了词义和词对
的相互作用。我们认为词的词义分布 Gi j 与这个词的词对在主题中的分布 Gez 相

关。在WSA-SLDA模型中，我们假设词义分布 Gi j 是从 Gez 为基分布的狄利克雷

过程中抽样出来的，即公式 (5-6)，其中 lw为词 w的语言 1⃝。

Gi j ∼ Mlw
e
−1 · DP(κez,Gez) (5-6)

1⃝ Mlw
e 其实是一个置换矩阵，所以它一定可逆。
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图 5.4 WSA-SLDA模型

图5.5表示图5.4中变量 Gwz 和 Gez 的生成过程。与 WA-SLDA相同，词 w的

Gwz 定义了一个 HDP先验。而词对 e的 Gez 则决定于词对中的词 wl1 和 wl2。我们

这里将 Gez 简单的定义为 Gwl1 z 和 Gwl2 z 的平均分布，即公式 (5-7)；同样 Gez 的参

数 κez定义如公式 (5-8)。

Gez =
φ(e, l1)Gwl1 z · Ml1

e + φ(e, l2)Gwl2 z · Ml2
e

φ(e, l1) + φ(e, l2)
(5-7)

κez =
φ(e, l1)κwl1 z + φ(e, l2)κwl2 z

φ(e, l1) + φ(e, l2)
(5-8)

对于未登录词，创建词对 w : _NA_或者 _NA_ : w，它的词义分布和参数与词

w相同。

WSA-SLDA的词义归纳过程如下：
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图 5.5 Gwz 和 Gez 的生成过程

1. 对于每个词 w:
(a) 选择词义分布 Gw ∼ DP(γw,Hw).
(b) 对于每个主题 z:

i. 选择词义分布 Gwz ∼ DP(ρw,Gw).
2. 对于每个词对 e:

(a) 根据公式 (5-7)指定词义分布.
3. 对于每个文档 di:

(a) 对于词 wi j = w的上下文窗口 vi j :
i. 选择词义分布 Gi j ∼ M

lwi j
ei j

−1
· DP(κei jzi j ,Gei jzi j).

ii. 对于目标词 wi j的每个上下文词 ci jk:
A. 选择词义 si jk ∼ Gi j.
B. 选择上下文词 ci jk ∼ Mult(ηsi jk).

WA-SLDA的文档建模过程如下：
1. 对于每个主题 z:

(a) 选择 ϕz ∼ Dir(β).
2. 对于每个文档 di:

(a) 选择 θdi ∼ Dir(α).
(b) 对于文档 di的每个词 wi j:

i. 选择主题 zi j ∼ Mult(θdi).
ii. 选择对齐词对 ei j ∼ Mult(ϕzi j) · φ(ei j, ldi).
iii. 选择词 wi j ∼ p(wi j|ei j, ldi).
iv. 选择词义分布 Gi j ∼ M

lwi j
ei j

−1
· DP(κei jzi j ,Gei jzi j).
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在WSA-SLDA模型中，词的主题和词对决定于三个因素：
1. 文档的主题分布，
2. 给定主题生成词对的概率，
3. 给定词对和主题,生成词义的概率。
前面两个因素与 JointLDA相同，最后一个因素反映了词义的影响。最后一

个因素与 WA-SLDA的区别在于 WA-SLDA中词义与词对无关，而 WSA-SLDA
中词对影响词义的概率分布。分析其本质，词对对词义的影响其实是词义的

对齐词义的影响。例如词对 e = ”arm:手臂”，对齐词义集合如例5.5所示，假
设 wi j = ”arm”，那么根据公式5-6，词义分布 Gi j 与 Gez 相关，也就是说词义

条件概率 p(”arm#1”|”arm”, zi j, ei j)与不仅与概率 p(”arm#1”|”arm”, zi j)正相关，还

与概率 p(”手臂 #1”|”手臂”, zi j) 正相关。同理在词义分布已知的情况下，词

对条件概率 p(”arm:手臂”|”arm”, zi j,Gi j)不仅与概率 p(”arm#1”|”arm”, zi j)和概率

p(”arm#2”|”arm”, zi j)相关，还与概率 p(”手臂 #1”|”手臂”, zi j)相关。

5.2.3.3 参数估计

WSA-SLDA模型需要估计如下三组参数：
1. 每个词的词义分布;
2. 每个词的主题和词对;
3. 每个词对的词 -词对的词义映射矩阵;
我们采用随机 EM（stochasitc EM）算法 [145]进行后验参数估计。参数估计有

三个过程：抽样词义分布（第一组参数），抽样主题和词对（第二组参数），找到

最大后验映射矩阵（第三组参数）。

词义分布、主题和词对的抽样采用吉布斯抽样（Collapsed Gibbs Sampling）[5]。
首先介绍给定每个词的主题和词对，估计词义分布 Gi j。词义分布 Gi j 的估计

过程与文献 [128]类似，其中 {Gw}，{Gwz}的抽样与文献 [128]相同。Gez可以表示

为公式 (5-9)。

Gez = Σseπ
se
ezδηse

+ πu
ezG

u
ez, (5-9)

根据公式 (5-7)，{πse
ez}是词义混合，可以按照公式 (5-10)计算，其中 s′wl1

和 s′w2
分

别表示词对 e = {wl1 : wl2}中词 wl1 和词 wl2 中通过矩阵 Ml1
e 和 Ml2

e 映射后与 se 对

应的词义。Gu
ez的分布为混合狄利克雷过程，可以表示为公式5-11。

pise
ez =

pi
s′wl1
wl1 z ∗ φ(e, l1) + pi

s′w2
wl2 z ∗ φ(e, l2)

φ(e, l1) + φ(e, l2)
(5-10)
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Gu
ez =

φ(e, l1)DP(γwl1
,Hwl1

) + φ(e, l2)DP(γwl2
,Hwl2

)

φ(e, l1) + φ(e, l2)
(5-11)

得到 Gez 和 Gwz 后，根据公式 (5-6)，词义 si jk 的条件概率可以按照公式 (5-12)计
算，其中 Cwi j 为词 wi j的上下文词的个数；nvi j

−i jk,s表示上下文窗口 vi j中词义为 s的

个数；nci jk

−i jk,s表示词义为 s的上下文词 ci jk的个数；n−i jk,s表示词义为 s的上下文词

的个数，其中 −i jk表示在技术过程中排除上下文词 ci jk。

P(si jk = s|s−i jk, z,w, es−i jk, z,w, es−i jk, z,w, e)

∝ (nvi j

−i jk,s + κei jzi j pis′
ei jzi j

)
nci jk

−i jk,s + ϵwi j

n−i jk,s + Cwi jϵwi j

(5-12)

其次介绍给定词义分布，估计话题和词对。词 wi j的 zi j和 ei j的条件概率可以

按照公式 (5-13)计算。

P(zi j = z, ei j = e|z−i j, e−i j,w, lz−i j, e−i j,w, lz−i j, e−i j,w, l)

∝
ndi
−i j,z + α

ndi
−i j + Zα

×
ne
−i j,z + β

n−i j,z + Wβ
× p(wi j|ci j, ldi)×

∏
s∈{sw}
∏ns−1

i j

g=0(κez pis′
ez + g)∏Ci j−1

g=0 (κezΣs∈{sw}pis′
ez + g)

(5-13)

最后介绍如何找到最大后验映射矩阵。映射矩阵可以利用匈牙利算法 [146] 最

大化似然概率来获得。词 w中的第 g个词义与词对 e中的第 h个词义映射的对数

似然概率为：

µgh

= logp(z, e, sz, e, sz, e, s|mgh = 1,M−g,−h,w,Gwz,Gez, θ, βM−g,−h,w,Gwz,Gez, θ, βM−g,−h,w,Gwz,Gez, θ, β,H)

∝ Σ|D|i=1Σ
Ndi
j=1Σ

|Ci j|
k=1logp(zi j, ei j = e, si jk = sg

w|mgh = 1,M−g,−h,w,Gwz,Gez, θ, βM−g,−h,w,Gwz,Gez, θ, βM−g,−h,w,Gwz,Gez, θ, β,H)

∝ Σ|D|i=1Σ
Ndi
j=1Σ

|Ci j|
k=1logp(si jk = sg

w|mgh = 1,w,Gwz,Gez,H)

=
nvi j

s + κei jzi j ∗ pis′
ei jzi j

nvi j + κei jzi j ∗ Σs∈{swi j }pis′
ei jzi j

nci jk
s + ϵwi j

ns + Ci jϵwi j

(5-14)

5.3 实验评测

基于词义的主题模型的评测一共有三个部分：第一，评测跨语言主题；第二，

分析所提出模型的词义 -主题分布和文档主题分布；最后，比较了本章提出的文档
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建模方法WA-SLDA，WSA-SLDA与现有方法以及前几章提出的文档建模方法。

5.3.1 跨语言话题分析

本实验在跨语言话题分析任务上评测模型生成的主题，并且比较所提出模型

WA-SLDA，WSA-SLDA与 JointLDA等基线系统的性能。

5.3.1.1 实验设置

实验数据

本章的实验数据（开发集和测试集）与2.5节相同。

词对齐

本章评测了词典和翻译概率两种词对齐信息。我们从 HowNet中抽取翻译词
对作为词典，在开发集中使用 Giza++ [112]获取翻译概率。

评测指标

本章采用与2.5节相同的评测指标，即 F-measure。

5.3.1.2 实验 #1.1：不同的词对齐来源

实验 #1.1旨在比较不同的词对齐来源对词义主题模型的影响。我们实现了四
种不同的跨话题分析系统。

• JointLDA&DIC：这个系统利用词典中的对齐信息，使用 JointLDA对文档
中的主题进行建模，然后将文档的主题看成话题并将每个文档分到概率最大

的主题中。

• JointLDA&TRAN：这个系统利用翻译概率中的对齐信息，使用 JointLDA
对文档中的主题进行建模，然后将文档的主题看成话题并将每个文档分到概

率最大的主题中。

• WA-SLDA&DIC：这个系统利用词典中的对齐信息，使用WA-SLDA对文档
中的主题进行建模，然后将文档的主题看成话题并将每个文档分到概率最大

的主题中。

• WA-SLDA&TRAN：这个系统利用翻译概率中的对齐信息，使用WA-SLDA
对文档中的主题进行建模，然后将文档的主题看成话题并将每个文档分到概

率最大的主题中。
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表 5.1 不同词对齐（词典和翻译概率）下的系统性能

系统

数据集
TDT41 TDT42

JointLDA& DIC 0.759 0.678
JointLDA&TRAN 0.766 0.729
WA-SLDA& DIC 0.784 0.737
WA-SLDA&TRAN 0.847 0.747

系统参数

WA-SLDA的参数设定如下：
1. 在 WSI 步骤中，每个词的超参数 γw, ρw , ϵw 设定为：γw ∼ Gamma(8, 0.1),
ρw ∼ Gamma(5, 1), κw ∼ Gamma(0.1, 0.028), ϵw = 0.1。

2. 在 DR步骤中，α = 1.5，β = 0.1。

本实验中所有的超参数均是在 TDT42数据集上进行优化的。文档的主题个数
设为该数据集的类簇数。在所有实验中，为了避免吉布斯抽样的随机性，先进行

2000轮抽样，然后在进行 200轮，抽取其中的每 20轮结果做平均。
实验结果如表5.1所示。

实验结果分析

从表5.1中可以看出：
首先，利用翻译概率作为对齐信息的系统 JointLDA&TRAN 和 WA-

SLDA&TRAN 的性能好于利用词典作为对齐信息的相应系统 JointLDA&DIC
和WA-SLDA&DIC。这是由于从 HowNet抽取的词典比开发集中的翻译概率的未
登录词要多。后面的实验我们均采用翻译概率作为对齐信息。

其次，利用相同对齐信息的系统中，WA-SLDA&TRAN 的性能好于
JointLDA&TRAN而WA-SLDA&DIC的性能好于 JointLDA&DIC。这是因为WA-
SLDA 是基于 SCo-SLDA 的拓展，而 JointLDA 是基于传统 LDA 的拓展由于
SCo-SLDA考虑到词义及其与话题的相互影响，性能要好于 LDA，这已经在第4章
中得到证明，那么以更好模型作为基础的WA-SLDA的性能也要好于 JointLDA。

5.3.1.3 实验 #1.2：不同的对齐方式

实验 #1.2旨在比较不同的对齐方式（词对齐和词义对齐）对主题模型的影响，
实现了两种不同对齐方式的系统。

• WA-SLDA：这个系统利用翻译概率中的对齐信息，使用WA-SLDA对文档
中的主题进行建模，然后将文档的主题看成话题并将每个文档分到概率最大
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的主题中。这个系统与实验 #1.1中的WA-SLDA&TRAN系统相同。
• WSA-SLDA：这个系统利用翻译概率中的对齐信息，使用WSA-SLDA对文
档中的主题进行建模，然后将文档的主题看成话题并将每个文档分到概率最

大的主题中。

系统参数

WSA-SLDA采用的参数与WA-SLDA相同，均采用实验 #1.1的参数。
实验结果如表5.2所示。

表 5.2 采用不同文档建模模型的话题分析系统的 F-measure

系统

数据集
TDT41 TDT42

WA-SLDA 0.847 0.747
WSA-SLDA 0.863 0.817

表 5.3 词对“drug: 药物”的词义

drug 药物

_NA_
药物 #1={地震: 0.069,短缺: 0.049,供应:
0.009 }

drug#1= { patient: 0.075, medically-assisted:
0.057, doctor: 0.009 }

药物 #2={病人: 0.069,医生: 0.049,生命:
0.009 }

drug#2= { make: 0.055, scientist: 0.043,
mechanism: 0.012 }

药物 #3={研制: 0.069,有效: 0.049,治疗:
0.009 }

drug#3= { marijuana: 0.125,sentence: 0.033,
crime: 0.009 }

_NA_

实验结果分析

从表5.2我们可以看出：在提出的两个模型中，WSA-SLDA的性能在两个数据
集上均好于WA-SLDA。这是由于WSA-SLDA模型不仅考虑了词对齐，还考虑了
词义层面的对齐。WSA-SLDA在词义归纳步骤中考虑了词对的词义分布，根据词
对词义分布的定义公式 (5-7)，词对中词义的分布还与它的对齐词义有关，这有利
于词义获得更准确的词义分布。例如，在 TDT41数据集归纳出词对“drug: 药物”
的词义如表5.3所示。drug#1和药物 #2是对齐词义，在有关安乐死的话题“Dutch
Parliament Votes to Legalize Euthanasia”中，drug#1具有较大的概率那么药物 #2也
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(b.2)
(b) TDT42

图 5.6 前五个主题的词（词义）-主题平均分布 (1)第 k个主题的直方图 (2)前 k个主题
的曲线图

有可能具有较大的概率，反之亦然。WSA-SLDA根据词义分布估计词对和话题，
获得更准确的词义分布可以获得更准确地词对和话题。

5.3.2 概率分布分析

本实验旨在分析模型的词义 -主题以及文档 -主题的平均分布。除了所提出的
模型（WA-SLDA和 WSA-SLDA），本实验还比较了 JointLDA的词 -主题以及文
档 -主题的平均分布情况。

5.3.2.1 实验 #2.1：整体概率分布分析

图5.6和图5.7的计算方法与4.3.2.1相同。

实验结果分析

1)从图5.6中可以看出：
首先，在直方图中，SLDA系列模型的词义 -主题平均分布与 JointLDA的词

-主题平均分布相比要更加尖锐；在曲线图中，SLDA系列模型的曲线在 JointLDA
模型之上。这意味着主题模型中，与词相比，词义可以提供更好的区分性。
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图 5.7 前五个主题的文档 -主题平均分布 (1)第 k个主题的直方图 (2)前 k个主题的曲线
图

其次，直方图中，WSA-SLDA 的词义 -主题平均分布与 WA-SLDA 相比要
更加尖锐；而曲线图中，WSA-SLDA的曲线在 WA-SLDA模型之上。这得益于
WSA-SLDA考虑了词义对齐，使得词义的分布更加准确。

2)从图5.7中可以看出：
首先，SLDA系列模型与 LDA相比文档 -主题分布更加尖锐；在曲线图中，

SLDA系列模型的曲线均高于 JointLDA模型。这意味着 SLDA模型中，文档集中
于更少的主题，这使得 SLDA模型的主题更具有区分性。
其次，WSA-SLDA的文档 -主题分布最为尖锐。曲线图中，WSA-SLDA的曲

线在WA-SLDA曲线之上。这意味着，考虑词义对齐后获得的词义分布可以为文
档中的主题提供更强的后验概率估计。

5.3.2.2 实验 #2.2：基于文档标签的概率分布分析

为了进一步分析所提出的模型，与4.3.2.2节类似，实验 #2.2以 JointLDA模
型作为基线，比较了 SLDA 系列模型中每个文档概率最大的主题。实验设置
与4.3.2.2节相同。实验结果如表5.4，表5.5和表5.6。
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表 5.4 百分比 (%)/#文档，其中文档满足两个条件：1) JointLDA和 SLDA模型中话题均
识别正确；2）pSLDA(ẑ|d) > pJointLDA(ẑ|d)

系统

数据集
TDT41 TDT42

WA-SLDA 72.9/1447 63.0/659
WSA-SLDA 72.7/1509 74.1/824

表 5.5 百分比 (%)/#文档，其中文档满足两个条件：1) JointLDA和 SLDA模型中话题均
识别错误；2）pSLDA(ẑ|d) > pJointLDA(ẑ|d)

系统

数据集
TDT41 TDT42

WA-SLDA 70.5/129 54.3/127
WSA-SLDA 73.1 /104 71.9/135

实验结果分析

从表5.4中可以看出，在 JointLDA和 SLDA系列模型都识别正确的文档集中，
SLDA可以在大多数文档上提供一个更大的 p(ẑ|d)（结果百分比均大于 50%）。这
说明了当文档识别正确时，SLDA系列模型可以增强正确话题的权重。表5.5显示，
即使识别错误，与 LDA模型相比，SLDA模型在大多数文档中仍然会给正确话题
一个较高的权重。换言之，与 LDA模型相比，SLDA模型给错误的话题一个较低
的权重。表5.6显示，在所有文档中，与 LDA模型相比，SLDA模型在大多数文档
中正确话题的概率值更高。上面的分析证明了 SLDA模型可以增加正确话题的概
率减少错误话题的概率。因此 SLDA模型更加适合于一些需要用话题分布的权重
作为输入的复杂系统。

5.3.3 文档建模模型性能比较

本实验对比了基于统计词义的跨语言主题模型和现有方法以及前几章提出的

跨语言文档建模方法的性能。本实验评测的文档建模方法均采用平行语料获取跨

表 5.6 百分比 (%)/#文档，其中文档满足 pSLDA(ẑ|d) > pJointLDA(ẑ|d)

系统

数据集
TDT41 TDT42

WA-SLDA 72.1/1927 55.1/1177
WSA-SLDA 74.6/1927 75.5/1177
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语言信息，具体信息如下：

• VSM：采用 VSM表示文档，余弦相似度计算文档相似度，并从平行语料翻
译概率获取翻译信息。

• JointLDA：采用 JointLDA [85]表示文档，利用平行语料的翻译概率获取对齐

词对，主题个数与文档集的类簇个数相同，将文档的主题看成话题并将每个

文档分到概率最大的主题中。

• PTM：使用文献 [78]的方法。用 PTM在平行语料中获取跨语言主题，然后
再测试集中推测主题。主题个数设为 1000。

• CLGVSM：本文第2章提出的跨语言广义向量空间向量模型。在测试集中采
用 SOCPMI计算单语言相似度，利用翻译概率计算跨语言相似度。

• BK-SVSM：本文第3章提出的基于全局词义的跨语言文档建模方法，采用
Bisecting K-Means生成全局词义，SVSM表示文档。

• WSA-SLDA：本章提出的基于统计词义的跨语言主题模型。利用翻译概率
中的对齐信息，使用WSA-SLDA对文档中的主题进行建模。
实验结果如表5.7所示。

表 5.7 采用不同文档建模模型的话题分析系统的 F-measure

系统

数据集
TDT41 TDT42

VSM 0.751 0.732
JointLDA 0.766 0.729
PTM 0.493 0.482

CLGVSM 0.762 0.748
BK-SVSM 0.809 0.791
WSA-SLDA 0.863 0.817

实验结果分析

从表5.7我们可以看出：
首先，基于统计词义的跨语言主题模型（WSA-SLDA）的性能要好于基于全

局词义的文档建模方法（BK-SVSM）。BK-SVSM是在平行语料中获得词义，通过
聚类算法获得词义对齐，然后用对齐的词义表示文档。而本章提出的WSA-SLDA
模型则是利用平行语料的词对齐信息，在测试集中估计词义，同时估计词义对齐。

这样做的好处在于可以避免平行语料和测试集的词义偏差，另外WSA-SLDA模
型通过词义和话题、词对相互影响，可以学习出话题相关的词义，更有利于确定

词的话题。
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其次，基于统计词义的跨语言主题模型（WSA-SLDA）的性能要好于跨语言
广义空间向量模型（CLGVSM）。CLGVSM考虑了词相似度，他只能反映词的同
义关系和跨语言歧义问题，无法反映多义问题和单语言歧义问题。而基于统计词

义的跨语言主题模型则可以同时解决词的同义和多义问题，因此可以同时解决它

们导致的跨语言歧义和单语言歧义问题。

第三，基于统计词义的跨语言主题模型（WSA-SLDA）的性能要高于基线系
统 VSM、JointLDA以及 PTM。VSM没有考虑到翻译歧义问题。JointLDA是在以
词为特征的主题模型。PTM所构建的语义空间是在固定的平行语料中构建的，因
此它没有考虑到目标聚类集的特征的重要性。而基于统计词义的跨语言主题模型

则同时考虑到跨语言歧义和单语言歧义，以词义作为特征，对文档中的主题更具

有区分性。同时基于统计词义的跨语言主题模型是在目标聚类集中直接构造语义

空间，不存在特征偏差问题。

5.3.4 复杂度问题

基于统计词义的跨语言主题模型需要在文档中估计词义、主题以及词义对齐，

复杂度较高。该方法需要估计的参数有每个词的词义归纳模型即 HDP模型的参
数，映射矩阵 M 以及文档表示模型 LDA的参数。由于每个词都有一个词义归纳
模型，这导致了基于统计词义的跨语言主题模型的高复杂性。但本文工作专注于

模型精度的提高，尚未在降低复杂度方面进行大量探索。本文设想了如下降低复

杂度的办法：

• 预先训练获得大多数词汇的词义分布，而在聚类过程中只根据测试文档内容
调整词义分布。由于大部分复杂度来自于词义分布的估计，因而可大大降低

模型和聚类算法的复杂度。

• 分布式部署。通过部署多台服务器或多个进程，达到运行时间的缩减。这在
本文的下一步研究展望中也会提到。

5.4 本章小结

针对跨语言问题，本章在词义主题模型中引入词对齐信息，设计了两个基于

词对齐的跨语言词义主题模型：词对齐词义 LDA和词义对齐词义 LDA。在词对
齐词义 LDA模型中，将词对看作变量，加入到 SCO-SLDA模型中，解决跨语言
的对应问题。在词义对齐词义 LDA中，除了考虑词对齐信息，还估计了词义对
齐，构造了主题、词义、词义对齐的迭代估计过程。本章在跨语言话题分析任务

中评测了两个模型。
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根据词义 -主题和文档 -主题的平均概率分析，跨语言词义主题模型可以提供
更强的后验分布估计。实验结果表明，跨语言词义主题模型可以改进跨语言话题

分析的性能。

具体来说基于词义对齐的模型（WSA-SLDA）的性能比仅考虑词对齐的模型
（WA-SLDA）性能更好，这是由于对齐的词义分布相互影响，可以获得更准确的
词义分布，从而进一步改进跨语言话题分析的性能。
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第 6章 总结和展望

6.1 论文工作总结

跨语言话题分析的任务是从不同语言的文档中识别出文档的话题，并将相同

话题的文档进行汇总，其中同一个话题可能包含不同语言的文档。跨语言话题分

析的关键问题在于如何获得不同语言的文档建模。本文认为语义是跨语言文档建

模的关键，研究了基于语义的文档建模，提出了基于词相似度和基于词义的一系

列文档建模模型，并在跨语言话题分析应用上验证了模型的有效性，为跨语言话

题分析和跨语言文档建模在未来的研究和应用奠定了基础。

概括来说，本文的工作重点和研究共现主要体现在以下几方面：

1)考虑了词相似度这一语义信息，将单语广义向量空间模型拓展为跨语言广
义向量空间模型。词相似度反映了词和词的相似程度。跨语言相似度反映了不同

语言之间词和词的相似度。本文提出了一系列计算跨语言相似度的方法，同时利

用跨语言相似度将单语广义向量空间模型拓展到跨语言文档建模，提出了适用于

广义空间向量模型的特征选择算法。实验结果证明了这个方法在跨语言话题分析

这一应用上具有优越性。

2)进一步考虑词的多义性和跨语言的翻译歧义问题，提出了一种基于全局词
义的跨语言文档建模方法。与之前的大部分研究不同，本文并未采用语义资源来

获得词义定义，而是通过词义归纳算法来获得统计词义。为了更好的表示词义，

本文定义了局部词义和全局词义：局部词义反映了同一个词的不同含义，全局词

义则反映了不同词之间词义的关系。局部词义可以解决由词的多义性导致的翻译

歧义问题，而全局词义则反映了不同语言的对应问题和由翻译选择不同导致的翻

译歧义问题。为了获得词义，本文提出了跨语言局部词义归纳算法和全局词义聚

类算法。最后对文档进行词义消歧，并利用全局词义表示文档。在跨语言话题分

析任务上的实验结果表明了这个方法的性能优于跨语言广义空间向量模型。

3)为了更好的表示文档，本文提出了三种基于统计词义的主题模型。主题模
型已经被广泛的用于文档建模，但是传统的主题模型依赖于词的共现来挖掘语义

信息。但是词通常在不同的主题上表达不同的含义，在主题模型中使用恰当的词

义作为附加特征可以增强区分性。本文不仅仅直接用词义替代词，还提出了进一

步的改进模型。本文设计了三种基于词义的 LDA模型：独立 SLDA（SA-SLDA）
,点估计协同 SLDA（PCo-SLDA），词义混合协同 SLDA（SCo-SLDA）。SA-SLDA
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首先用词义归纳算法获得词义，然后在 LDA中用词义作为元素生成主题。PCo-
SLDA和 SCo-SLDA则将词义看做主题模型的隐藏变量，协同迭代估计词义和主
题。PCo-SLDA是通过点估计的方法确定词义而 SCo-SLDA则是考虑词义的分布。
实验结果表明了基于词义的主题模型可以改进单语言话题分析的性能；协同学习

模型（PCo-SLDA和 SCo-SLDA）的性能更好；考虑到词义分布的 SCo-SLDA性
能最好。概率分布分析也验证了这一结果：性能好的模型具有更加尖锐的主题分

布，可以提供更强的后验信息。本文还评测了 SCo-SLDA在词义归纳任务上的性
能，实验结果验证了使用主题作为词义的伪回馈可以归纳和识别出更准确的词义。

4)针对跨语言问题，本文在词义混合的协作 SLDA模型中加入了词对齐信息，
提出了两种基于统计词义的跨语言主题模型：词对齐词义 LDA（WA-SLDA）和
词义对齐词义 LDA（WSA-SLDA）。在WA-SLDA模型中，将词对看作变量，加
入到 SCo-SLDA模型中，解决跨语言的对应问题。在WSA-SLDA模型中，除了考
虑词对齐信息，还估计了词义对齐，构造了主题、词义、词义对齐的迭代估计过

程。与仅考虑词对齐的方法相比，更有利于获得准确地词义分布，进一步改进主

题的性能。实验结果在跨语言话题分析上表明基于词义的跨语言主题模型的性能

好于基于词义的跨语言文档建模方法，其中基于词义对齐的模型（WSA-SLDA）
的性能比仅考虑词对齐的模型（WA-SLDA）性能更好。概率分布分析也验证了这
一结果。

6.2 下一步研究展望

本文对跨语言话题分析进行了初步的研究，提出了一系列基于语义的跨语言

文档建模模型，在跨语言话题分析任务上取得了一定的效果，但距离现实应用还

有一定的距离，并存在一些不足之处。针对这些不足之处，对于跨语言话题分析

和基于语义的跨语言文档建模方法的进一步研究展望如下：

1)本文仅使用了新闻类型的语料作为评测数据集。但是目前互联网上还有很
多其他类型的语料需要进行话题分析，如 BBS论坛的帖子、博客等。这些语料在
用语上不如新闻语料规范，未登录词较多。还有一些语料如微博除了在规范上存

在问题，还存在特征稀疏问题。因此，如何在不规范语料和短文本语料中进行跨

语言话题分析值得我们下一步研究。

2)本研究仅使用统计方法归纳词义，当数据不足时，容易产生过拟合现象。
下一步研究可以考虑将语义资源和统计方法结合起来。比如用语义资源的词义作

为先验分布，在数据集中估计后验分布。语义资源可以弥补数据不足的时候统计

方法产生的过拟合现象，统计方法可以解决语义资源的覆盖率问题。
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3)本文提出四个基于语义的文档建模方法，目前仅在话题分析任务上进行评
测。这几种文档建模方法可以应用到其他领域中：如在文档分类中，可以用本文

提出的文档建模方法获得文档的特征，进行分类；在情感计算中，用本文提出的

文档建模方法可以消除情感词的歧义，提高性能。

4)本文提出的几种模型，特别是效果最好的基于词义的跨语言主题模型，复
杂度较高，在大数据上运算有一定的困难。如何降低模型的复杂度，在大数据上

评测模型是下一步研究需要解决的问题。在基于统计词义的跨语言主题模型中，

每个词都有一个词义归纳模型，这导致了基于统计词义的跨语言主题模型的高复

杂性。下一步研究可以考虑分布算法，将每个词的词义归纳过程进行分布式部署，

提高效率；还可以考虑先判断词的类型，仅在多义词上进行词义归纳，减少词义

归纳模型的个数，也可以提高效率。
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