
摘要

随着网络的快速发展，网络交易由于其快速便捷等特点已经成为人们广泛

采用的交易方式，但是参与交易的用户的匿名性特点加大了网络交易活动的风

险性。信任模型的研究为交易安全性问题的解决提供了方案，它可以减少交易

的风险性和不确定性。分析现有的信任模型研究发现大多都忽略了信任的模糊

性和动态性，本文针对信任的模糊性以及动态性，把模糊数学相关理论运用到

信任模型研究的各个环节中去。

本文首先提出了两种不同的信任传递与评估方法。一种是基于模糊Petri

网的直接推荐信任评估，该方法是利用模糊Petri网的推理方法综合多个对被评

估者的直接推荐而得出评估者对被评估者的一个综合信任值，把模糊Petri网这

样一个图形化的工具运用到信任评估中来，使得信任推理分析可以象传统的流程

图一样简单、直观；另一种是基于相似度模糊推理的多路径间接推荐信任评估，

该方法是通过多条路径的间接推荐而得出评估者对被评估者的信任值，对于信

任路径的找寻运用了图论里的遍历搜索算法，而在单条信任路径上的信任计算

则采取的是相似度模糊推理方法，它只需要运用一个模糊推理规则就可以计算

出单条路径上的信任值，最后综合多条路径上的信任值得到交易体之间的最终

信任值。

本文还提出了一种新的基于模糊理论的网络交易信任模型，该模型的特点

是把信任值的评估看做是一种动态评估的过程，在信任的建立阶段采用模糊

Pelri网在实体之间进行信任关系的初始化，通过模糊Petri网综合实体的初始信

任值；对于信任值动态累积中权重的确定则采用基于模糊推理的权重确定方法，

此方法通过建立与交易时间相关的模糊规则进行权重的确定；最后在信任决策

阶段采用模糊决策方法，此方法是通过建立与交易金额、信任值相关的模糊规

则进行信任决策。在模型中还通过matlab模糊工具箱对信任累积权重的确定和

模糊决策结果进行了仿真。
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Abstract

Witll the rapid development of Intemet，Online transaction is widely used by

people．But the users enrolled in the transaction are anonymous，which increases the

risk of online transaction activities．The research in the trust model provides a

solution to this problem，because it will help decrease the risk and unpredictability．

By the analyzing of current trust model research,we found most of them ignored the

dynamicity and fuzzification．So this paper is focusing on the fuzzification and

dynamicity of trust，and exerts the fuzzy math theory into every part of the trust

model research．

T11is thesis firstly proposes two different methods to evaluate trust

relationships．One is the direct recommendation trust evaluation based 011 fuzzy

Petri—net，this method combines the direct recommendation about some one who iS

evaluated and then get a comprehensive trust value．Because the fuzzy Petri-net is a

kind of graphical tool，SO it will make trust reasoning to be like traditional flow chart

which is simply and intuitively．The other method is the indrect recommendation trust
evaluation of many roads based on fuzzy reasoning of similarity，this method gets
trust value about some on who is evaluated with the indirect recommendation of

many roads．The searching of the route uses the traversal search algorithm in graph
theory．In a single route，the transferring of trust value is using the method of fuzzy

reasoning of similarity．TIlis method is simple and direct．We Can calculate the trust

value of one route by using a regulation of fuzzy reasoning and finally combine the

trust value of many roads．

This thesis also proposes a new trust model of online transaction based on fuzzy

theory．It treated the evaluation of trust value as a dynamic evaluation procedure．In
the trust establishment stage，it uses the fuzzy Petri-net to establish initial trust

relationship between entities．Regarding the weight determination in the trust value

dynamic accumulation,it adopts a new weight determination based on fuzzy
reasoning．After We get the trust values，it uses fuzzy judgment to judge the trust，
which makes the judgment via building the regulation related、析tll transaction amount
and trust value．In this model，we use Matlab fuzzy toolbox to simulate the weight
determination and fuzzy judgment．

Keywords：Fuzzy reasoning，Trust model，Similarity，Fuzzy Petri-net
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1．1引言

第1章绪论

信任是一个涉及面很广的话题，不仅表现在人们的日常生活中，而且在社

会科学，技术科学等领域，信任都时刻发生着作用。随着Intemet规模的扩大和

新的网络和应用技术的迅猛发展，Interact已经发展成为一种全球范围的信息基

础设施，这个不断延生的网络基础设施构成了人类社会信息化、数字化的基础，

成为我们学习生活和工作的必备环境，这势必造成信任在网络中将扮演着越来

越重要的角色。

以方便性和灵巧性为特点的电子商务交易模式已广泛运用在人们日常的商

务交易，人们在享受这些服务带来的便捷的同时，有一个重要的问题值得关注，

那就是交易的安全性问题IlJ。网络本身所存在的安全隐患会导致网络交易过程中

的安全性降低，销售者与消费者双方的信任程度是影响交易正常进行十分重要

的因素。如付款后收不到商品，或收到的商品数量不符、品种不对，或以伪劣

产品替代正规产品等等。在传统“面对面”交易中，非法交易者要实施犯罪必须到

现场，而网上交易在计算机前就可完成，所以双方的信任程度非常重要，只要

交易的任意一方信任程度很低，那么它就不被大家所信任，就会成为网络交易

的“黑名单”。因此在交易者合作之前建立信任关系，将在网络交易中起着重要的

作用。信任模型的建立就可以帮助交易各方在交易之前建立信任关系，对交易

各方的行为产生约束力，限制投机行为，鼓励诚信行为，降低交易风险12J1；同

时，信任模型的建立也便于交易各方了解交易伙伴的信用状况，帮助用户确定

谁可以信任，从而提高网上交易的成交率。因此有效的信任模型对网络交易的

发展无论是从理论上还是从实际应用上都具有重要的意义。

1．2研究背景和发展现状

针对如何在网络用户间建立信任关系，许多研究人员引入了信任管理技术，

以人及信任关系的观点来处理开放分布式环境的信任安全问题。信任管理的研

究大致分为两个方向：基于策略的信任管理和基于信誉的信任管理。
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1．2．1基于策略的信任管理

基于策略的信任管理是指使用凭证验证机制来建立对其他实体的信任。

M．Blaze[41等人将信任管理定义为，采用一种统一的方法描述和解释安全策略、

安全凭证以及用于直接授权关键性安全操作的信任关系，已有的典型的信任管

理解决方案包括：PolicyMakert51、KeyNotel6]、RT[7】等。

基于凭证的信任管理技术主要为规范应用的安全策略和凭证提供了标准

的、通用机制，统一了安全策略、凭证、访问控制和授权。以标准语言所书写

的策略和凭证可以被所有的信任管理应用所解释。信任管理策略易于通过网络

分发，并可避免使用具体于特定应用的分布是策略配置机制、访问控制列表、

证书解析等。相对于传统的基于身份的访问控制系统，此类系统统一了身份认

证和授权两个概念，简化了复杂的授权判吲引。

基于凭证的信任管理系统本质上使用了一种精确的、静态的方式来描述和

处理复杂的、动态的信任关系，即通过程序以形式化的方法验证信任关系，并

将这种信任归结到了颁发信任凭证的信任权威，其研究的核心问题是访问控制

信息的验证，包括凭证链的发现、访问控制策略的表达及验证等。应用开发人

员需要编制复杂的安全策略，以进行信任评估，这样的方法显然不适合于处理

受多种动态信息影响的信任关系【81。基于凭证的信任管理技术主要分析的是身份

和授权信息，并侧重于授权关系、委托等的研究，通常考虑了授权的绝对化，

没有顾及实体的行为对实体信任意向的影响。

1．2．2基于信誉的信任管理

基于信誉的信任管理是指通过观察收集实体在网络中交互表现来评估其信

任，也称其为基于行为(Behaviors)的信任管理，其所研究的信任关系更接近于人

际网络的特征，是可度量的、动态的，并可能受到多个方面的影响。基于信誉

的信任管理主要着眼于信任的主观性、可度量性。信誉一般定义为网络中的一

组实体对特定实体行为表现的评价。

在基于信誉的信任管理技术中，为了度量实体的可信性需要根据直接交互

经验或者其他实体的反馈进行信任推导计算，信任计算模型对实体关于信息搜

集、安全决策都有重要的影响，它是基于声望的信任管理的关键组件。目前己

有许多文献给出了不同的信任计算模型，这些模型一般都针对了不同的应用域，

模型在信任的表述和度量、信任推导方法、综合计算等方面都有很大差异。
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最简单的信任计算直接将正面的评价和负面的评价相减，从而得出信任度，

如eBayl91，优点是方案简单易于理解，缺点是信任计算中没有考虑其他信任信

息。

T．Bem【10】等人提出了一个基于经验和概率统计解释的信任计算模型，模型

将经验分为正面和负面的两类。交易成功则正面经验计数增加，交易失败则负

面经验计数增加。直接信任定义为目标实体能成功完成交易的概率。

基于贝叶斯理论((Bayesian Theory)的计算模型使用描述二项事件(满意／不满

意)的后验概率Beta密度函数来记录信任评估结果，其可以描述为Beta(at，／J)，

其中口和p分别表示了信任评估中正面和负面的评估次数，信任度通常可以表

示为Beta概率密度函数的概率期望【11,12]。信任值的大小同目标节点提供满意服

务的概率，也表达了目标节点在网络中提供一定服务质量的能力。Y Wang[13】使

用了贝叶斯网络((Bayesian Network)为不同条件下的信任进行建模。贝叶斯理论

为信任计算提供了可靠的理论基础。

D．W Manchala[14J提出了基于模糊逻辑的信任模型。该模型使用模糊逻辑来

合并信任矩阵并核实事务，因此适用于交易实体。此外，该模型提出了可以用

在电子商务中保护信任信息所涉及的个人隐私的信任协议。

Josan9115,16]等引入证据空间(evidence space)和观念空间(opinion space)的概

念来描述和度量信任关系，并提供了一套主观逻辑(subjective logic)运算子用于信

任度的推导和综合计算。

Guhatll7】等人提出了基于权重的信任传递方法。他们提出用权重的方法解决

推荐信任问题，对不同推荐路径的推荐信任值进行合并，并利用从Epinion．com

获得的大量具体数据验证了模型的有效性。

程远炳等人Il 8J提出了一个通用的并可以独立使用的动态分布式信任模型

(DDTM)，在DDTM中访问权限直接与信任值相关联，这个模型的核心就是基

于推荐的信任模型，被组织成信任授权树(TDT)，并以证书链的形式进行授权。

姜怡等人l】91针对P2P网络环境提出了一种基于用户行为的分布式信任模型，

此模型通过量化实体行为和计算实体信任度来评估实体间的信任关系并引入了

修正因子和评价准确度反馈系统。

刘玉龙等人120】研究了分布网络环境中主观信任评价和信任合成方法，分析

信任的含义和影响信任行为的因素以及信任与信任属性的关系，提出了基于相

对经验的信任评价模型并给出了推荐信任合成方法。
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基于信任域的信任模型[21,22】是将网格划分成若干个自治域，将节点间信任关

系分为域内信任关系和域间信任关系，设置不同的策略来处理这两种不同的信

任关系，这比较符合现实社会的情况，并且算法复杂度较小，域内信任值的计

算复杂度仅依赖于域内节点数目，域间计算复杂度仅取决于域的个数。

随着分布式计算技术的发展，系统趋于开放、动态，其中的节点具有更大

策自主性，节点间的协作具有更强的动态性、不确定性，仅使用凭证的这种传

统方式来表达节点间的信任关系具有明显的不足，已经不能表现信任的动态性、

主观性、不确定性，具有一定的局限性123】：一方面，传统的基于地域性的防护

模式不能满足Intemet的连通性和动态性需求；另一方面，以证书为中心的身份

认证体制并不能确保信任关系的建立和维护，存在需要可信第三方的问题，而

且单纯的身份认定并不等同于信任关系的建立。此外，传统的安全手段也无法

解决多元化的Intemet应用中匿名实体之间合作所面临的信任和激励问题。基于

信誉的信任模型更贴切地模拟了人类社会中的信任机制，实体可以收集、处理、

传播其他实体在系统中多方面的信任并建立与其的信任关系。由此可以看出基

于信誉的信任模型研究已成为现在信任模型研究的热点。

1．3论文目的和意义

网络交易给现代人带来诸多便利的同时，也带来了一系列的问题。究其原

因，主要是由于网络交易双方的诚信问题。传统交易方式是一种面对面的交易

方式，交易双方通过现实中的相互了解和真实接触，为建立双方的信任提供了

一定的保证。网络交易作为一种新型的交易方式，被定义为借助于计算机、通

信以及相关技术进行商务活动以及基于商务目的的实体间的信息交换。网络交

易发生在虚拟环境中，交易双方的行为在网络上表现为数字流的形式，不确定

性和风险程度与传统交易方式相比更大。信任在网络交易过程中所起的作用远

远超过了它在传统交易活动中所起的作用，因为此时的信任是建立在虚拟空间

的交易基础之上。因此，本文将探究网络交易环境中信任模型的建立问题。本

论文中的信任模型主要涉及了信任的度量和由推荐所引起的信任值推导和综合

计算。网络交易环境所具有的动态性和开放性相似于人际网络的信任关系，网

络中的节点可以通过自身的经验和观察以及其他节点的推荐来建立信任关系。

通过总结对节点的直接交互经验或观察其行为表现，节点间可以建立一定的信

任关系。分析以往的信任模型不难发现它们虽然从某些方面解决了一定的问题，
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但还是存在一定的缺陷，更多的忽略了信任的模糊性和动态性，有的仅仅只在

信任值的计算时考虑了信任的模糊性，而对信任关系传递以及信任决策这些环

节却没有进行模糊性研究，这是无法反映信任关系的真实情况的。所以本课题

的研究目标是针对信任的模糊性和动态性问题，首先提出适用于不同情况的两

种信任传递与评估的方法，一种是基于模糊Petd网的直接推荐信任关系评估，

而另一种是基于相似度模糊推理的多路径间接推荐信任关系评估，最后建立一

种新的基于模糊理论的信任模型，把信任关系的评估看做是一个动态的过程，

在信任的建立阶段，采用模糊Petri网在实体之间进行信任关系的初始化；对于

信任值动态累积中权重的确定，采用基于matlab模糊工具箱的模糊推理方法；

在信任决策阶段，采用模糊决策的方法，此方法是通过建立与交易金额、信任

值相关的模糊规则进行信任决策。由此可以看出本文的研究内容不仅把模糊理

论运用到交易节点信任值的计算中去，而且还运用到信任传递以及信任决策中

去，这样可以更好的帮助交易节点建立信任关系从而降低交易的风险。因而本

课题的研究对网络交易的发展和交易安全的提高具有一定的学术意义。

1．4论文内容及安排

本论文的关键词在于：模糊理论、信任模型研究，因此，论文紧紧围绕模

糊理论在信任模型研究中的应用。论文信任模型的研究采用模糊综合评判对网

络交易实体的信任值进行评估，利用模糊推理中的相似度推理算法和模糊Petd

网算法对网络实体间的信任关系进行传递以便建立陌生实体或者直接交易经验

不是很多的实体间的信任关系，最后进行模糊信任决策。

论文的主要研究内容如下：

第1章绪论：说明了信任管理在网络交易中的地位，从而指出信任模型研

究的重要性，提出了本文研究目的及其意义，分析了相关领域的研究现状，最

后阐述了本文的研究内容和各章节的安排。

第2章理论基础：对信任模型研究要用到的理论知识做了介绍，包括模糊

数学和图论的相关知识。

第3章信任模型：在这章中介绍信任以及信任模型的概念，并介绍了几种

典型的信任模型，为后面的研究提供了依据。

第4章基于模糊理论的信任关系传递：提出了两种情况下信任关系传递的

不同方法，一种是基于模糊Petri网的直接信任关系评估，它是一种基于对多个

5
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推荐实体综合的得到目标实体信任值的信任传递方法，在信任值的综合计算中

采用模糊Petri网的推理算法，另一种是基于相似度模糊推理的多路径信任关系

评估，它是使用图论中的深度遍历算法来搜索网络实体间的所有信任路径，而

在计算单条信任路径上的信任传递值时采用的是相似度模糊推理算法；在本章

中还具体对这两种种方法进行了说明。

第5章基于模糊理论的网络交易信任模型研究：详细说明了信任模型中直

接信任计算以及间接信任的传递和计算，并把信任关系的评估过程看做是一种

与时间有关的动态过程，即实体的信任值是不断更新变化的，最后利用模糊决

策方法对实体进行信任决策并仿真了模糊决策图。

第6章结束语：本章是论文的最后一部分，总结了论文的工作，并指出了

进一步工作的方向。

1．5本章小结

本章阐述了信任管理在网络交易中的重要地位，信任管理大致分为基于策

略的信任管理和基于信誉的信任管理，而基于信誉的信任模型更贴切地模拟了

人类社会中的信任机制，实体可以收集、处理、传播其他实体在系统中多方面

的信任并建立与其的信任关系，由此可以看出基于信誉的信任模型研究已成为

现在信任模型研究的热点。在本章中还提出了基于模糊理论的信任模型研究的

目的和意义，最后阐述了本论文的主要研究内容和各章节安排。

6
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第2章相关理论

2．1模糊及图论理论

模糊数学产生于本世纪60年代，它的形成与发展不是背离数学的准确性、

严格性，而是使客观存在的一些模糊性的事物和现象能够用数学方法来研究和

处理。所谓“模糊性”是指客观事物中的不分明性和不确定性，其根源在于客观事

物的差异之间存在着中介过渡。例如，说一杯水是“热的”，这就是一个模糊概念。

为从根本上解决这类问题，美国控制论专家Zadeh教授f24】重新研究了数学的基

础—集合论，并于1965年首次提出模糊集合的概念，从而形成了模糊数学这一

新的数学分支，而本文要研究的“信任”同样是一个模糊的概念，下面针对本文中

所需要的部分模糊数学理论作个介绍。

2．1．1模糊集合

经典集合A是由其特征函数X。唯一确定的，即映射：

x一：x H X彳(x)={： =(2-1)
确定了X上的经典子集A，J一(z)表明X对A的隶属程度，要么属于A，

要么不属于A，它确切地描述了“非此即彼”的现象。

经典集合的表示法除了上面的特征函数的表示法外还有以下两种：

(1)列举法(枚举法)

当集合的元素数目有限时，将所有的元素一一列出，并用大括号括起来，如

A={al，口2，⋯，口。) (2-2)

(2)描述法(定义法)

当集合的元素数目无限时，可通过元素的定义来描述集合，如

A=驯p(x)} (2—3)

p(x)是指x应满足的条件，给出X的定义域。

其中∥彳(口)是集合A的特征函数

而模糊集合是建立在经典集合的基础上的，它描述的是一种模糊的概念。

7
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例如“胖”与“瘦”，究竟体重多少才算‘‘胖”或“瘦”，并没有一个公认的定量标准或

界限。因为体重的变化是逐渐的、连续的，不存在一个突然的转折，致使“胖’’

与“瘦”的分界线模糊不清。二值描述在人类主观因素起主导作用的事件中是不适

合的。

模糊集合描述为【25】：对于所研究对象的全体称为论域，记作X=缸)，其中

X表示论域中的元素，论域X={x)上的模糊子集A，就是以映射∥。：X哼【O，1】，

x---)∥。为表征的集合，∥。称为X对A的隶属度。

隶属度∥。表示X属于A的程度。当∥。=1时，x完全属于A；当∥。=0时，

X完全不属于A，∥。的值越接近于1，X属于A的程度就越大；反之，∥。的值越

接近于0，x属于A的程度就越小。例如：模糊集合B={接近6的正整数>，设

论域即要讨论的全体正整数为X={3，4，5，6，7，8}，论域中的6个正整数依次对模糊

集合B的隶属度为0．2，0．4，0．8，l，0．8，0．4；模糊集合B可以表示为隶属度的集合，

即B={0．2，0．4，0．8，1，O．8，0．4)这就是模糊集合的数学表达式。

2．1．2模糊向量

在实际情况中，往往不能很肯定的判断要研究的某个对象到底隶属于哪个

模糊集合时，这个时候就可以利用对各个模糊集合的隶属度组成的向量来表示

这个对象。设针对某个研究对象有n个模糊集合，则表示这个对象的模糊向量

表达式为：Q={吼，92，．．．，g。)，其中q，(i=1，2，．．．，刀)是对第i-个-模糊集合的隶属

度。例如：评判一个商品的质量M，描述质量的模糊等级可以表示为{‘‘差”，“一

般”，“较好”，“非常好”)，则可以把这个商品的质量表示为M={0．1，0．3，0．2，0．2>。

2．1．3模糊关系

模糊关系是模糊集合概念的推广，不仅描述客观事物之间有无关系，而且

描述其程度。如“张三比李四高得多”就是一种模糊关系。

定义‘25】：集合X到集合Y的一个“二元模糊关系”R是给定论域XxY中的模

糊集合，记为
X与J， (2．4)

模糊关系R的隶属函数R(x，y)是XxY到实数区间【O，1]的一个映射。设X，Y

分别为有限集X={x。，x2，⋯，x肘}，Y={Y。，y2，⋯，儿，，则XxY中的模糊关系R

可以用如下所×n阶矩阵表示：

8
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R= (2·5)

其中勺表示集合X中第，个元素一隶属于集合Y中第／个元素y』的程度，

勺“0,1】。

2．1．4模糊综合评判

模糊综合评判是对受多种因素影响的事物作出的一种综合评判方法。其具

体的评判模型为口6l：设U={xa，X2 90*09毛}为力种因素，矿={vl,屹，．．．，％)为所种评

判，由于各种因素所处的地位不同，作用也不一样，当然权重也不一样，评判

也就不同，人们对m种评判并不是绝对的肯定或者否定，因此综合评判应该是y

上的一个模糊子集B={岛，如9 o．9吒)，其中6f(．，=1,2，．．．，m)反映了第门砷评判’，，在

综合评判中所占的地位，综合评判B依赖于各个因素的权重，设为

A={q，啦，．．．，％}，且∑q=1，其中ai是第f种因素的权重。

模糊综合评判过程为：

(1)设定评判因素集U=<XI,x2，．．．，x。}，评判等级矿={1，l，1，2，．．．，V。)

(2)对U种的每个因素根据评判等级中的等级指标进行模糊评判，得到评

判矩阵R=(％)。。肘，其中白表示从因素“，对评判等级中y，的隶属程度。(Ⅳ，V，月)则

构成一个模糊综合评判模型。

(3)确定各个因素的权重A={al,a：，．．．，a。}，合成得

B=A o R=(6l，b2 9．．．9b聊) (2—6)

2．1．5模糊推理

(1)模糊推理的模式

模糊推理是建立在模糊集合理论基础上的，人们对问题进行分析最终做出

决策通常根据已知的事实出发，归纳总结出结论，这就称为推理。而模糊推理

是模拟人类的一般思考决策来解决问题。在推理以前，要掌握一定的知识，并

把它表示出来。在这里，进行模糊推理所要掌握的知识可以理解为模糊推理的

规则。在本课题研究中所运用的是模糊推理模式为：

用如下形式直观的表示：
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知识： IF X is ATHEN Y is B

观测事实：X is A’

结论： Y is B’

(2)基于相似度的模糊推理

运用在模糊推理的算法有很多种，在本课题研究中则选取的是基于相似度的

算法，用来研究在一条信任链中信任关系的传递，相似度可以理解为观测事实与

规则前件命题的相似程度或模糊匹配程度，取值为【O，1】。关于相似度的模糊推理

算法相关知识在文献‘271中作了详细的阐述。本文是利用这种算法来研究信任传

递，而不是研究算法本身，并且是针对一条推理规则的，在这里利用规则前件命题

只有一个的情况简单介绍一下基于相似度的模糊推理的基本思想：

简单的来说就是已知规则前件命题中的A和结论中B，还有观测事实A’，求

结论B’。首先求出“A”和“彳¨’的相似度既，，如果算出的相似度既，大于规定的阀
值五，那么就把相似度只。．与B进行运算就可以得到B’。这就算出了用隶属度

表示的模糊向量B’，如果要把它转化成单值，可利用一些反模糊化方法，如最

大隶属原则，加权平均等等。

关于相似度的定义有很多种，在本文研究中选取的是文献【2刀中IDS相似度

算法，基于IDS相似度模糊推理的过程基本上和一般的相似度模糊推理一样，

只是在求出“A”和“彳¨’的相似度S。。，后，并没有直接与B进行运算就得到B’，而

是通过规定了的两个调整函数计算值再来选择求B’的公式，这样使得计算结果

更加可靠【14】。

针对知识的前提条件有多个，在IDS算法中给每个规则前件命题都赋予了

权重W，和阀值乃。这两个参数的取值范围都是【0，1】，阀值五的作用是在观测事

实与规则匹配之后，用来判断规则是否执行。这是因为当每个观测事实与每个

规则前件命题相差太大时计算的结果在大部分情况下是不合理的，因此给每个

规则前件命题都赋予一个阀值就可以避免这种错误结果的发生。给规则前提条

件每个命题赋予权重Wi是用来表示规则前提条件中不同的命题对规则结论的影

响。

IDS相似度S脒定义如下：

M(4)=∑心(x)，五是4，4的论域(净l，2，．．．，刀)
xEx-

如果4，∈4或者4，24

10
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‰=端 (2-7)

在其他情况则

‰=糍铲 (2-8)

根据给定的知识(即规则)和观测事实(即已知的条件)以及定义的IDS相似度

(即观测事实与规则前件命题的相似程度)就可以推理出要求的结论了。

IDS相似度模糊推理算法具体步骤：

(1)计算每个观测事实与每个规则前件命题的相似度S，os(A；，A，)，(净l，2，．．．，刀)

(2)若‰(4，，4)≥以，计算观测事实与规则前件命题的整体相似度：

c—V
o∥一厶

i=1

．‰(4，4)宰毒L
∑M
，穹l

(2—9)

(3)根据IDS相似度计算推理结果：

在这里，定义两个调整函数q和岛，通过它们的值的大小来选择使用计算

结果的式子。定义如下：

q2割遴≯I 厶一

02：争J-
i=l

S,os(形，4)木■
——]F—一
∑％
J=l

其中jf∈{f：M(4')--M(A3} (2一lO)

其中jf∈{i-M(4)<M(4)> (2一11)

计算的结果如卜：

①如果毋≠O，i=1，2，贝0

如果q吼肚警；
否则召，：曲{1，掣}

扶

②如果q=0或岛=0，则如果q≤岛，B’=曰堆昂；

否则B’=IIlin{1，B／＆l

(2—12)

(2-13)

(2-14)

(2—15)
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2．1．6模糊Petri网

一般性模糊推理规则可表示为【28】：

IFUl(口1)AND U2(口2)AND⋯AND U。l(口。)—三专D1(届)，D2(及)，⋯，D。(尾)

其中∽，U：⋯．，U。为条件命题，q，口：，．．．，口。为条件命题的权系数，f为规

则的阀值；D1，D2⋯．，D。为结论命题，届，展，．．．，成为规则满足时所推出每个结

论的可信度且满足0≤∥，≤1，歹=1，2，．．．，m；此表达式含义为：如果条件

U。，U2⋯．，U。成立，则可以推出结论Dl，D2⋯．，D。

若转化为模糊Petri网模型，表示如图2．1所示：

U

醍

D1

D2

图2．1一般推理过程的模糊Petri网

在这个模型中，所有命题(包括条件和结论)用模糊Petri网的库所节点表示，

推理规则用变迁节点表示，条件的权系数和结论的可信度则用输入输出弧的连接

强度来表示。下面，给出基于推理规则的模糊Pelri网的一般形式【2引：

定义七元组(P，T，I，O，W，f(f)，So(p))为模糊Petri网，其中：

P={P。，P：，．．．，P。)是模糊库所节点的有限集合，表示模糊命题；

丁=“，f：，．．．，r。)是模糊变迁节点的有限集合，表示规则的实现；

I是定义在P xT上的一个带标识的模糊关系，表示库所节点到变迁节点的连

接情况和每一个连接的权系数，满足O<，(B，t，)≤1；

O是定义在Tx P上的一个带标识的模糊关系，表示变迁节点到库所节点的连

接情况和每个输出连接的可信度，0<o(t，，肼)≤l；

f(f)是定义在变迁集合T上的一个取值于【0，l】中实数的函数，表示变迁节点

12
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的触发阀值；

So(p)是定义在库所集合P上的一个取值于[0，1】中实数的函数，表示库所节点

在推理开始时的初始标记状态，即已知命题的可信度，未知命题的可信度定义为

O。

例如：在文献【291中，有一条模糊规则：

IF发动机油管漏油(1．0)—鸟发动机不能启动(规则可信度0．85)。
发动机油管漏油这个命题的初始可信度为0．8，发动机不能启动这个命题的

初始可信度为0。

用模糊Petri网表达为：

按照上述模糊Petri网定义，P={P。，P：}={发动机油管漏油，发动机不能启

动>，T={f1>表示只有一个规则，l(pI，t1)=1．0 o(tI，P2)=0．85，TI=O．5，

S。(p)={0．8，0)。相应的图形如图2．2所示：

发动机油管漏油 fl=0．5 发动机不能启动

fl

图2．2模糊Petri网示例

对模糊Petri网的应用就要涉及到具体的推理算法了，即如何通过已知条件

和规则来求结论。在本文中采用的是文献【281中的形式化推理算法，具体算法如

下：

设某个推理过程中有n个命题(包括条件和结论)，m个推理规则，表现在

模糊Petri网模型中则有n个库所和m个变迁规则，模糊Petfi网模型的输入矩

阵△。。研，输出矩阵r。。。，变迁的阀值向量f和状态向量分别定义为：

(1)A=<吒}为输入矩阵，磊∈【o，1】，表示P，到ff上的输入关系和权重。当P，是

t』的输入时，岛等于p，到0输入弧上的权系数嘞；当P，不是f』的输入时，磊20，其
中i--1，2，．．．，力；jf=1，2，．．．，肌。

(2)F={％}为输出矩阵，％∈【0，1】，表示，，到P，上的输出关系和结论的可信

度。当P，是r』的输出时，％等于变迁f』推出结论p，的可信用度岛；当p，不是f』的
输出时，靠=o，其中i=1，2，．．．，刀；／=1，2，．．．，m。

(3)S=【s。，s：，．．．，J。】7’为定义在模糊库所集P上的状态向量，表示每个命题的
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可信度，s，∈【0，1】，i=1，2，．．．，n，So=【slo，s20，．．．，J。o】r表示命题的初始可信度。

(4)f=[_，r2，．．．，f。】7’为变迁的阀值，f。∈【0，1】，i=1，2，⋯，m。

推理步骤分为7步：

(1)计算等效模糊输入可信度：

E=岔·S。 (2—16)

(2)等效模糊输入可信度与变迁阀值的比较：

G=Eof (2-17)

o是一个比较算子，G为m维列向量，当等效模糊输入的可信度大于等于变

迁阀值时，G向量中对应的位置为1，否则为O。

(3)N除等效模糊输入中可信度小于等于变迁阀值的输入项：

H=E oG (2—18)

其中H是与E，G同维的列向量，o表示列向量中对应位置直接数乘。

(4)计算模糊输出库所的可信度：

S1=F．H (2-19)

(5)计算当前可得到的所有命题的可信度：

S=SooSl (2-20)

o为加法算子，是一种取较大的算法。

(6)进行反复迭代，则在第K步推理进行后，所有命题的可信度为：

&=&一l 0SK (2-21)

(7)5&=&一。时，推理结束。

2．1．7模糊判决方法

由于经模糊控制系统得到的控制量是一个模糊集合，而系统的最终响应显

然必须是确定的，所以必须进行模糊判决，也叫做反模糊化。在网络信任关系

的研究中，运用模糊数学相关知识得到了关于某个实体的模糊信任值，它就是

一种集合的形式，因此就要用到模糊判决来得到一个确定的信任值来决定是否

进行交互。模糊判决的方法有很多，这里仅介绍常用的几种：重心法，最大隶

属度法，系数加权平均法和隶属度限幅元素平均、法【2530l。

下面以“水温适中”为例，说明不同方法的计算过程。这里假设“水温适中”

的隶属度函数为：

∥Ⅳ(zf)={X：0．0／0+0．0／10+0．33／20+0．67／30+1．0／40+1．0／50+0．75／60

14
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+0．5／70+0．25／80／0．O／90／0．O／100}

(1)重心法

所谓重心法(center of grevity,简称COG)就是取模糊隶属度函数曲线与横坐

标轴围成面积的重心作为代表点。理论上说，我们应该计算输出范围内一系列

连续点的重心，即

l。∥^，(x)dx胪赢 Q乏2)

但实际上我们是通过计算输出范围内整个采样点(即若干离散值)的重心。

这样在不花太多时间的情况下，用足够小的采样间隔来提供所需要的精度，这

是一种最好的折衷方案。即

∥=∑‘·∥^，(z。)／∑∥Ⅳ(t)=(o．0／0+0．0／10／0．33／20+0．67／30／1．0／40+
1．5／50+0．75／60+0．5／70+0．25／80+0．0／90+0．0／1 00)

／(o．0+0．0+O．33+0．67+1．0+0．75+0．5+0．25+0．0+0．0)=48．2

在隶属度函数不对称的情况下，如图2．3所示，其输出的代表值是48．2"C。

如果模糊集合中没有48．2"C，那么就选取最靠近的一个温度值50℃输出。

图2．3重心法解模糊判决

(2)最大隶属度法

最大隶属度平均法(mean ofmaximum简称MOM)，这种方法最简单，只要在

推理结论的模糊集合中取隶属度最大的那个元素作为输出量即可。不过要求这

种情况下其隶属度函数曲线一定是正规凸模糊集合(即其曲线只能是单峰曲

线)。如果该曲线是梯形平顶的，那么具有最大隶属度的元素就可能不止一个，

这时就要对这所有取最大隶属度的元素求平均值。例如对于“水温适中”，按最大

隶属度原则，有两个元素40和50具有最大隶属度1．0，那就要对所有取最大隶
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属度的元素40和50求平均值，执行量应取：

∥m肛=(40+50)／2=45

(3)系数加权平均法

系数加权平均法(wighted meam method，简称WMM)的输出执行量由下式

决定：

M M

z。=∑口。z；／∑口， (2-23)
j=l f=l

这里的系数口f的选择要根据实际情况而定，不同的系数就决定系统有不

同的响应特性。当该系数选择口，=∥Ⅳ(x，)时，即取其隶属函数时，这就

是重心法。在模糊逻辑控制中，可以通过选择和调整该系数来改善系统的响应

特性。这种方法具有灵活性。

例如：已知输出量z，的模糊集合为

C I=0．1／2+0．4／3+0．7／4+1．0／5+0．7／6+0．3／7

z，的模糊集合为：

c：=o．3／(-4)+o．8／(一3)+1／(-2)+1“·1)+0．8／0+0．3／1+0．1／2

用加权平均法求相应的清晰量z。。和z∞。

Z lo 2 1：!兰兰±旦：兰兰!±!：Z兰!±!兰!±!：!兰鱼±竺：!兰!=4．84
0．1+0．4+0．7+1+O．7+O．3

7 0．3 X(一4)+0．8 X(一3)+1 X(一2)+1 X(一1)+0．8 X 0+0．3×1+0．1×2
二M=———————————————————————————————————————-———————————————————————一
“0．3+0．8+1+1+0．8+0．3+0．1

=．1．42

(4)隶属度限幅元素平均法

用所确定的隶属度值口对隶属函数曲线进行切割，再对切割后等于该隶属度

的所有元素进行平均，用这个平均值作为输出执行量，这种方法就称为隶属度

限幅元素平均法。例如，当取口为最大隶属值时，表示“完全隶属”关系，这是口

=1．O。在“水温适中”的情况下，40"C和50℃得隶属度是1．0，求其平均值得到输

出代表量：∥=(40+50)／2=45

这样如图2．4所示，当“完全隶属”时，其代表量为45℃。

如果当口=0．5时，表示“大概隶属”关系，切割隶属度函数曲线后，这是从

30℃到70℃的隶属之都包含在其中，所以求其平均值得到输出代表量：

∥=(30+40+50+60+70+)／5=50

这样如图2．5所示，当“大概隶属”时，其代表量为50℃。

16
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图2_4完全隶属关系

·一考渤i～橱芒
图2．5大概隶属关系

在以上各种解模糊方法中，最大隶属度法和加权平均法应用最为普遍。

2．1．8图论方法

现实世界的许多事例用图形来描写可能是方便的，这种图形是由一个点集

以及这个点集中的某些点对的连线构成的。例如，点可以表示人，连线表示一

对朋友；或者，用点表示通讯站，而连线表示通讯线路。在这类图形中，人们

主要感兴趣的是给定两点是否有一根线连接，而连接的方式则无关紧要。这类

事例的数学抽象就产生了图的概念。

信任网络犹如社会中人际网络一样是很复杂的，在寻找实体间的信任关系

时可以利用图论的知识，把信任网络模拟一个网状的图，这对信任路径的搜索

不仅简便而且有效。

17
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图论是近二十年来发展十分迅速、应用比较广泛的一个新兴的数学分支，

在许多领域，诸如物理学、化学、运筹学、信息论、控制论、计算机等方面甚

至在生活中都有广泛的应用。因此受到全世界越来越广泛的重视。图论的内容

十分丰富，涉及面也比较广，在这里只介绍一下在本文研究中所涉及的相关知

识，即图的概念、图的表示方法以及图中路径的搜索算法1311。

(1)图的定义以及基本术语

图(Graph)是由一个用线或边连接在一起的顶点或节点的集合。是一种比线

性表和树更为复杂的非线性数据结构，可称为图状结构或网状结构。

图G由两个集合V和E组成，记为：G=(V，E)

其中：V是顶点的有穷非空集合，E是V中顶点偶对(称为边)的有集。

通常，也将图G的顶点集和边集分别记为V(G)和E(G)。E(G)可以是空集。

若E(G)为空，则图G只有顶点而没有边。

①无向图

如图2-6中G的每条边都是没有方向的，

4

则G称为无向图

2

图2-6无向图的示例

无向边的表示：

通常用圆括号表示无向边，(1，，w)表示顶点v和W间相连的边。在无向图中

(v，w)和(w，v)表示同一条边，如果顶点v'W之间有边(1，，W)，则v，W互称为邻

接点。

例：无序对(vf，V，)和(V，，V，)表示同一条边。

无向图的表示：

例：上面2-6图中的G是无向图，它们的顶点集和边集分别为：

顶点集：．V={啊，1'2，v3，v4)

边集：E={(Vl，v2)，(H，吃)，(M，心)，(屹，v3)，(v3，屹))

(H，v2)与(吃，H)表示同一条边，(吃，v3)与(屹，v2)也表示同一条边，等等。

②有向图

18



武汉理工大学硕士学位论文

如图2．7所示：G的每条边都是有方向的，则称为有向图。

图2．7有向图的示例

有向边的表示：

有向边又称为弧，通常用尖括弧表示一条有向边，<1，，W>表示从顶点v到

W的一段弧，V称为边的始点(或尾顶点)，w称为边的终点(或头顶点)，

<1，，w>和<w,v>代表两条不同的弧【291。

例：<q，V，>表示一条有向边，V是边的始点(起点)，1，，是边的终点。
<一，y，>和<V，，K>是两条不同的有向边。

有向图的表示：

例：上面2-7图中G是一个有向图。图中边的方向是用从始点指向终点的

箭头表示的，该图的顶点集和边集分别为：

顶点集V={vl，v2，v3)；

弧集E={<1,1，v2>，<H，v3>，<v2，v3>，<b，V2>>

注意：<v2，v3>与<1'3，屹>表示两条不同的边。

③路径：

无向图的路径：

在无向图G中，若存在一个顶点序列％，q。，_2，．．．，v钿一，使得(vp，V。)，

(％，V：)，⋯，(‰^)均属于E(G)，则称顶点yP到％存在一条路径。
有向图的路径：

在有向图G中，路径也是有向的，它由E(G)中的有向边<'，。，K。>，

<％，V2>，⋯，<‰，屹>组成。

简单路径：

对于一路径(vl，屹，．．．，％)，若路径上各顶点均不相同，则称这条路径为简单

路径。

例：在图2-8 G2中顶点序列M，v2，屹，v4是一条从顶点vl到顶点v4的长度
为3的简单路径

在图G2中，顶点序列M，v2，v4，％，b是一条从顶点M到顶点b的长度

19
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为4的路径，但不是简单

．／ ＼．
‘j＼＼ ．／^’
图2-8 G2

④连通图

若从顶点l到顶点1，，(i#j)有路径，则q和y，是连通的。

如果无向图中任意两个顶点vj和1，，都是连通的，则称无向图是连通的。

对于有向图来说，图中任意一对顶点V和v，(，≠j)均有从_到y，及从y，到

v的有向路径，则称该有向图是强连通的。

(2)图的存储结构

①图的邻接矩阵

在图的邻接矩阵表示法中用邻接矩阵表示顶点间的相邻关系和用一个顺序

表来存储顶点信息。

设G-Ⅳ，E)是具有1"1个顶点的图，则G的邻接矩阵是具有如下性质的n阶方阵：

A[i卅={：l 篡=Z篡淼 ∽4，

例：图2-9(a)G，是一个有向图，它的邻接矩阵为4；图2-90)G2是一个无向图，

它的邻接矩阵为以

图2-9(a)有向图Gl

则Gl的邻接矩阵4为：

图2．9(b)无向图G2
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则G2的邻接矩阵4为：

Ai=

0 1 0 0 0

1 0 0 O l

O 1 0 1 0

l 0 O 0 0

0 0 0 1 O

4=

0 1

l 0

1 1

l 1

1 l

l 1

0 0

0 O

从图的邻接矩阵表示法中可以得到如下结论：

对于n个顶点的无向图，有A(i，f)=0，1 sf≤疗；

无向图的邻接矩阵是对称的，即彳(f，／)=A(j，f)，1≤i≤r／,1≤j-≤／'／；

有向图的邻接矩阵不一定对称的；

因此用邻接矩阵来表示一个具有11个项点的有向图时需要n2个单位来存储

邻接矩阵；对有n个顶点的无向图则需存入上(下)三角形，故只需n(n+1)／2

个单位。

②图的邻接链表

邻接链表(Adjacency List)是图的一种链式存储结构。通常邻接链表也称

邻接表。

邻接表的边结点结构：

E工习
邻接表中每个表结点均有两个域。

邻接点域adjvex：存放与vf相邻接的顶点v，的序号／。

邻接链域next：将邻接表的所有表结点链在一起。

如果带权图，则在表结点中还应增加一个保存权值等相关信息into。

邻接表的表示：对于无向图，v的邻接表中每个表结点都对应于与E相关联

的一条边。因此，将邻接表的表头向量称为顶点表。将无向图的邻接表称为边

表。

2l



武汉理工大学硕士学位论文

n个顶点e条边的无向图的邻接表表示中有n个顶点表结点和2e个边表结

点。

对于有向图，v的邻接表中每个表结点都对应于以vJ为始点射出的一条边。

因此，将有向图的邻接表称为出边表。

n个顶点e条边的有向图，它的邻接表表示中有n个项点表结点和e个边表

结点。

一2合
图Gl

(a)Gl邻接链表

图G2

1

2

3

(b)G2邻接链表

图2．10邻接链表

有向图的逆邻接表：在有向图中，为图中每个顶点V建立一个入边表的方法

称逆邻接表表示法。入边表中的每个表结点均对应一条以E为终点(即射入vf)的

边。

图2—10中有向图G2的逆邻接表为：

点。

l

2

3

1 八 Vex link

2 —一· H 3 八
3 —叫 +一2 八

n个顶点e条边的有向图，它的接表表示中有i1个顶点表结点和e个边表结
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(3)图的遍历

从图中某一顶点出发，按某种搜索方法访遍其余顶点，且使每一顶点仅被

访问一次。这一过程称为图的遍历。

遍历图的基本搜索方法有两种：深度优先搜索DFS(Depth First Search)和

广度优先搜索BFS(Broad First Search)。这两种方法都适用于有向图和无向图。

图的遍历算法设计需要考虑3个问题：图的特点没有首尾之分，所以算法

的参考要指定访问的第一个顶点；对图的遍历路径有可能构成一个回路，从而

造成死循环，所以算法设计要考虑遍历路径可能的回路问题；一个顶点可能和

若干个顶点都是相邻顶点，要使一个顶点的所有相邻顶点按照某种次序被访问；

①图的深度优先遍历：

图的深度优先遍历DFS算法是每次在访问完当前顶点后，首先访问当前顶

点的一个未被访问过的邻接顶点，然后去访问这个邻接点的一个未被访问过的

邻接点，这样的算法是一个递归算法。

连通图的深度优先遍历算法思想：

·访问初始顶点1，并标记顶点v已访问；

·查找顶点1，的第一个邻接顶点W；

·若顶点v的邻接顶点W存在，则继续执行；否则回溯到v，再找1，的另外一

个未访问过的邻接点；

·若顶点W尚未被访问，则访问顶点W并标记顶点w为已访问；

·继续查找顶点W的下一个邻接顶点wj，如果v取值w转到步骤③。直到连

通图中所有顶点全部访问过为止；

例：现以图2．11(a)为例说明深度过优先搜索过程。假定H是出发点，首先

访问vl。因M有两个邻接点％、K均未被访问过，可以选择％作为新的出发点，

访问v2之后，再找屹的未访问过的邻接点。同吃邻接的有H、v4、v5，其中H已

被访问过，而v4、吃尚未被访问过，可以把心选择作为新的出发点。重复上述

搜索过程，继续依次访问K、屹。访问屹之后，由于与v5相邻的顶点均已被访

问过，搜索退回到v8。由于v8、屹、v2都是已被访问的邻接点，所以搜索过程

连续地从％退回到v4， 再退回到V2，最后退回到Vl。这时选择H的未被访问过

的邻接点K，继续往下搜索，依次访问坞、％、％，从而遍历了图中全部顶点。

在这个过程中得到的顶点的访问序列为：

互一么一笙呻笙一笙_当‘芝_髟
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(a)无向图G(b)G的深度优先搜索遍历过程

图2．1 1深度优先搜索遍历过程

②图的广度优先遍历

图的广度优先遍历BFS算法是一个分层搜索的过程，和树的层序遍历算法

类同，它也需要一个队列以保持遍历过的顶点顺序，以便按出队的顺序再去访

问这些顶点的邻接顶点。

连通图的广度优先遍历算法思想：

·顶点v入队列；

·当队列非空时则继续执行，否则算法结束；

·出队列取得队头顶点v；访问顶点v并标记顶点v已被访问；

·查找顶点v的第一个邻接顶点col；

·若v的邻接顶点col未被访问过的，则col入队列；

·继续查找顶点v的另一个新的邻接顶点col，转到步骤⑤。直到顶点v的所

有未被访问过的邻接点处理完。转到步骤②；

例：下面以图2．11(a)为例说明广度优先搜索的过程。首先从起点vl出发访问

M。M有两个未曾访f．1的邻接点吃和％。先访问屹，再访问b。然后再先访问心的

未曾访问过的邻接点v4、v5及吃的未曾访问过的邻接％和1'7，最后访问v4的未曾

访问过的邻接点K。至此图中所有顶点均已被访问过。得到的顶点访问序列为：

巧 K 巧 圪 圪 圪 巧 K

2．2网络交互信任模型

2．2．1信任的概念

在进行讨论之前，需要清楚信任的定义，由于信任是一个非常复杂的主观
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概念，并且研究信任的领域有很多，如心理学、社会学、经济学、进化生物学、

组织行为学、哲学以及计算机科学等，各个领域的学者从各自学科的角度探讨

了信任的性质、类型、功能、模式和机制，因而对信任目前并没有被广泛接受

的定义。

D．Gambetta[32J将信任定义为对实体未来行为的期望：信任是事先期望一个实

体执行特定动作的主观可能性程度。这个定义强调了信任是对实体之间之前多

次交互的总结，从而产生对实体未来行为的主观期望或主观可能性。这个定义

隐含了实体可以有一定概率的错误，但其必须要维持在一个较低的水平，这样

才能保证整个系统在复杂的环境下可靠运行。P．Dasguptat33J给出了一个相似的定

义：一个人在知道其他人动作之前对其可能会影响自己选择的行为的期望。然

而，在电子商务中，信任被广泛地描述为：“信任是基于对对方将完成己方重要

的特定行动的期望，己方愿意接受对方行动可能导致的伤害，而不考虑监控另

一方的能力”。但是该定义比较抽象，不容易理解，所以在本文中，对信任定义

如下【50】：

信任是一个实体基于自身与另一个实体直接的交易经验而产生的对该实体

能力、诚信和可靠性的一种信心，以及对未来行为的主观期望。

由定义可知，信任是对一个实体身份和行为的可信度的评估，与这个实体

的可靠性、诚信有关；它还是一个主观概念，取决于经验。用信任值来表示信

任等级的高低，信任值随实体的行为而动态变化。

2．2．2信任的性质

信任是一种社会现象，信息科学中信任模型以人类社会中的信任概念为基

础，信任有如下的性质【10】：

(1)信任总是存在于两个节点之间。

(2)信任有程度之分，如：可以使用模糊的语义变量，或使用0．1的实数来表

达，甚至可以使用一个概率；

(3)信任是上下文相关的，即信任只在一定的条件下成立，如：我们信任一

个很好的厨师可以为我们烹饪一道很好的美食，但是却不能信任他为我们建筑

一座漂亮的房子；

(4)信任是建立在之前的经验之上的。实体可以根据在相似的条件上的经验

来评估信任；
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(5)信任可以通过推荐(Recommendation)进行扩散，传递推荐的机制也即信誉

(Reputation)机制，可以辅助其他节点进行决策；

(6)信任是有条件传递的，对信任推荐的评估需要考虑推荐的来源，即传递

性只是在一定条件下满足。例如：节点f信任节点，而且．，信任节点k时，节点k就

容易得到节点f的信任；

(7)信任是主观的，不同节点对同一节点可能有不同的信任值，这是因为不

同的节点不间断地进行数量和质量不同的交易，而交易结果是否满意，没有统

一的度量标准，由交易者感知来决定的；不同的任务对同一个信任值有不同的

处理结果，当某次交易的交易额巨大或交易本身十分重要时，就要选择信任值

相当高的节点：

(8)信任是动态的，节点的信任值不是持久不变的，受节点行为和时间的影

响随之动态变化。合法诚信的行为将会提高信任值，反之，则降低信任值；

(9)信任是非对称的；或者说是单向的。A信任B并不表示B就信任A，即

使A和B之间存在相互的信任关系，它们信任对方的程度通常也是不同的。因

此，使用A到B，A对B这样的说法来表示信任的方向。

2．2．3现有典型的信任模型

随着网络技术的快速发展，Intemet已经成为了一个资源很丰富的平台，在

这个平台上实体间的交互和协作更加的普遍，但是伴随着的安全问题也随之而

来，因此对信任进行形式化的研究变的越来越重要。如果一个实体要与另一个实

体进行交互，首先要获得另一个实体的信任值，如果这个信任值在其信任范围

之内则进行交互，否则拒绝。这是除了传统上通过各种技术如访问控制等保证

网络安全之外的另一种从主观上计算实体的信任值从而选择是否继续交互的方

式，也就是在第1章绪论中已经介绍过的当前信任领域研究的热点——．基于信誉

的信任管理，而信任模型的研究是信任管理技术中很重要的一部分，本文所提

到的信任模型的概念指的就是基于信誉这种方式的，下面首先介绍一下信任模

型的概念。

信任模型也被称为信任度评估模型Il】，它的主要功能就是对实体之间的信任

关系进行评估，提供信任值的计算或者根据服务请求提供核实的引用链。信任

评估依赖于其它节点的反馈信息、反馈节点的数目以及实体交互的上下文。

信任模型主要涉及以下问题【l】：(1)信任的表述和度量，也就是信任值的评估
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问题；(2)Eh经验推荐所引起的信任度推导和综合计算，也就是信任关系的传递

问题。下面介绍几个有代表性的信任度评估模型。
①Beth信任模型【lo】

Beth信任度评估模型引入了经验的概念来表述和度量信任关系，并给出了

由经验推荐所引出的信任度推导和综合计算公式。

在Beth信任度评估模型中经验被定义为对某个实体完成某项任务的情况记

录，对应于任务的成败，经验被分为肯定经验和否定经验。着实体任务成功则

对其的肯定经验记数增加，若实体任务失败则否定经验记数增加。模型中的经

验可以由推荐获得，而推荐经验的可信度问题同样是信任问题。为此，模型将

信任被分为直接信任和推荐信任。直接信任定义为“若P对Q的所有(包括直接

的或由推荐获得的)经验均为肯定经验，则P对Q存在直接信任关系”。当Q被

信任时，Q能成功完成任务的概率被用于评价这种信任关系，而概率的计算则取

决于P对Q的肯定经验记录。Beth采用以下公式描述直接信任度与肯定经验记

录的关系，具体公式如下：
y=1一aP (3．1)

其中口为实体成功完成一次任务的可能性期望，P为实体的经验数。

若P愿意接受Q关于目标实体的经验，则P与Q存在推荐信任，则P对Q的

推荐信任度为

v=1一口p。” (3-2)

其中p>以，若P<刀，则V=0．(p，行分别为P获得的关于Q的肯定经验数和否

定经验数)

Beth采用肯定经验与否定经验相结合的方法描述推荐信任度。推荐信任度

与经验记录的关系如下公式描述：

，l一口，一”D>H

y，．(p，刀)={o 二他(3-3)
其中P，玎分别是P所获得的关于Q的肯定经验和否定经验数。

在Beth信任度评估模型中，经验可以通过推荐获得。而对于同～个信任关

系，多个不同的经验推荐者可能形成多条不同的推荐路径。这就需要有一个计

算方法能够推导并综合所有推荐路径的经验信息，以获得一致的信任度。Beth

分别对直接信任和推荐信任进行了讨论，并给出了相应的信任度推导和综合计

算公式。假设A对B的推荐信任度为K，B对C的直接信任度为K，B对D的推

荐信任度为职，则A对C的直接信任度推导公式表述为：
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z,oz2=1-(1一圪)屹 (3-4)

A对D的推荐信任度可以简单地表述为K·圪．

Beth模型还给出了推荐信任度综合计算公式：
1—L

‰=亡∑形 (3-5)
，l I=l

Beth模型对直接信任的定义过于严格，其信任关系仅建立在没有否定经验

的实体之间。

②基于主观逻辑的信任模型【15,16】

主观逻辑信任模型Josang等人提出来的一种信任度评估模型，在模型中利

用证据空间和观念空间来度量信任，证据空间由实体的肯定经验数和否定经验数

组成，而观念空间则是由一系列陈述的主观信任评估组成。主观信任度由三元组

W={6，d，U)描述，该三组满足：b+d+甜=l

其中b为信任度，d为不信任度，U为不确定度。

通过建立证据空间到观念空间的映射：

b=r／r+J+l，d=s／r+J+1，Ⅳ=1／，．+J+1 (3-6)

通过证据空间到观念空间的映射关系来确定某一实体的信任W。

Josang信任度评估模型提供了一套主观逻辑算子，用于信任度之间的运算。

其主要的算子有合并(conjunction)、合意(consensus)和推荐(recommendation)。

其中合并用于不同信任内容的信任度综合计算。合意根据参与运算的观念(信任

度)之间的关系分为三类：(1)独立观念间的合意；(2)依赖观念间的合意；(3)部分

依赖观念间的合意。所谓观念依赖是指观念是否部分或全部由观察相同的事件

而形成。合意主要用于对多个相同信任内容的信任度综合计算。推荐主要用于

信任度的推导计算。

例如：用推荐运算子进行信任传递，设实体A对实体B的信任观念为

昭={酲，刃，甜：)，实体B对实体C的信任观念为昭={bg，硭，甜尝)，则实体A经过
实体B对C的推荐后，实体A对实体B的信任观念为

畔={瑶AB，碟AB，％A口) (3-7)

其中b竽=bABDcB，d譬=b：dCB，tl譬=d：+u：+b：u；
⑨基于Dempster-Shafer证据理论的信任模型【34】

具有表达“不确定”的能力，这些信息表示在mass函数中，在证据合成中保留

了这些信息．用O表示识别框架(假设空间)，而mass函数就是@上的一个基本概

率分布即2e一【0，1】的一个函数m．这里还有两个概念就是信任函数Bel和似然函
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数用，它们共同组成信任空间．公式为：

Bel(A)=∑聊(B)，用(彳)=∑聊(B) (3—8)
BGA BNA≠O

则A的信任空间为[BeI(A)，PI(A)】。

在信任模型中，把。定义为{T，一T}，则对A是否可信表示为：

信任函数Bet({T一))=m({TA})

不信任函数Bel({--,乃))=肌({1死))

不确定函数Bel({TA，1兀))=m({TA，1L))

根据公式似然函数为爿({死))=l—Bet({--,L))

满足m({Ta))+m({1L})+班({L，-1L))=l

(3—9)

(3—10)

(3—11)

(3—12)

在DS证据理论的信任模型中同样对信任传递也有相关描述，假设X通过Y

对Z的推荐获得X对Z的传递信任空间，则信任传递的计算过程为：

由％(∽)=％(㈣)·朋弦(m)，％(卜r))=％({．1丁))·％({．1丁))可推出
BP乞({丁))=&0({丁))·BP，馆({r))，BP乞({一丁))=Bel，y({--,T})·BeZy：({-,T})，则

【&乞({丁))，尸乞({丁))】=P乞({丁))+尸0({r})一尸0({r})。尸0({丁))

尸乞({丁})=尸0({丁))+纠瞄({n)一尸勺({丁})·用垆({丁))’

即可得到x对Z的信任空间为【BP乞({丁))，尸乞({丁))】。

当有n条推荐路径，则有n个信任空间【眈‘({丁))，一({n)】。

信任合成规则为m(A)=(m。o m2)彳=专∑ml(B)·m2(c) (3—13)
A口nC=月

其中K=∑确(B)·m2(C)=1-∑ma(B)·m：(c)，可计算出合成后的信任
且nC≠g BnC=o

空间．

④基于全局计算的信任传递与合成

这种模型的基本思想是：当原始实体不能通过直接的途径来了解目标实体

的信任度时原始实体通过相邻节点间相互信任度的推荐迭加来计算目标实体的

信任值．

一种典型的全局信任模型是eigenRept351，它的思想是，当节点f需要了解任

意节点k的全局信任度时，首先从k的交互节点获得k的信任度，然后根据这些交

互节点自身的局部信任度(从f的角度看)综合出k的全局信任度为：

夏=∑(q×％)其中Cf，=
sat,,一跏勋0

∑(Sato-UnSato)
』

(3-14)
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后来提出了改良的eigenRep，霉=∑(心×耳) (3-15)

其中尺。为节点i对节点j的推荐度。
“

还有一种就是PeerTrust信任模型136】：在这种模型中，信任的计算依据不能

仅仅是成功或失败的次数，这样计算出的信任值有很大的误差，因此在信任的

计算时采用三个基本信任变量和两个适应性变量：(1)从其他节点获得的反馈，用

S(u，f)表示；(2)交互事务总数，用I(u，1，)表示；(3)反馈源的可信度，用C厂(’，)表示；(4)

事务上下文因素，用TF(u，f)表示；(5)社群上下文因素，用CF(u)表示，则节点u的

信任值为：
幽

T(u)=口}∑S(u，f)木西(p(”，f))·TF(u，O+P木CF(u) (3-16)
i=l

其中S(u，f)表示节点“从节点p(u，f)处得到的对第f次交易的满意程度。

C，(p(“，f))表示对p(u，f)提供的反馈的可信程度。TF(u，f)表示的是本次交易的交

易环境。CF(u)表示在给定的时期内节点U所处的环境。在给定的时期内，节点

U的信任表示为丁@)，口和∥表示对收集的信誉评估信息和社群上下文因素的

归一化权重。

⑤基于模糊集合的信任模型[37381

在唐文等人提出的模糊集合信任模型中，将信任的各个等级表示成模糊集，

用多个模糊子集合定义，具有不同信任度的主体集合(简称信任集合)。在判断主

体时，往往无法判断它究竟是属于哪个子集合，因为在实际中，我们知道主体

并不能说是完全信任或是不信任，也即是各信任集合之间并不是非此即彼的排

他关系。所以在唐文的模型中用主体对各个信任集合的隶属度构成的向量类描

述主体的信任度。

利用模糊集合中隶属度的概念组成一个信任向量来评估实体的信任值，评价

信任的过程就是一个简单模糊综合评判的过程。有4个基本要素：

因素集T={tI,t2，．．．，乙)用来表示实体的一些属性值(如社会地位等)；

评价集E={q，P：，．．．，巳)用来表示对实体的一些评价(如好，一般等)；

因素评价矩阵R=(％)。。脚(其中％表示因素ff作出q评价的可能性)；

对于给定因素集的权重形={Ⅵ，％，．．．，％}，其中∑Ⅵ=l。
则实体的综合评价为V=W oR (3—17)

从上面几种典型的信任度评估模型我们可以看出，信任度评估模型已经成

为当今信任模型研究的热点，目前大多数信任模型的研究只考虑了信任的主观

性，整个信任模型的计算过程采用的是基于概率的一种计算方法，忽略了信任

30
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的模糊性，而且把信任的研究看做是一种静态的过程，这就忽略了信任的动态

性，虽然已经有一部分人开始着手信任的模糊性研究，但是研究过于简单而且

只是在信任模型的某一部分用到模糊理论，比如在信任值的评估时用到模糊知

识而在信任值综合时的权重选择以及信任传递等方面却没有用到模糊概念，这

样显得信任的模糊性研究不够完善。因此本论文针对信任的模糊性和动态性，

建立一种比较完善的网络交易信任模型，把模糊知识运用到信任值的评估、信

任关系的传递以及信任决策中去。

2．3本章小结

本章首先对模糊数学的一些基础知识进行阐述，如模糊集合、模糊关系、

模糊综合评判以及模糊推理等；然后对图论的一些基本概念和基本术语如图的

概念、图的存储形式以及图中路径的搜索算法也进行了简单介绍，这些数学理

论知识是本文研究网络交易信任模型的基础；最后阐述了信任和信任模型的概

念，在对信任模型的基础知识有了一定了解后介绍了几种典型的信任模型，对

于现有的信任模型，虽然已经投入了大量的工作进行研究，但是还是远远不够，

尤其是在信任的模糊性研究这方面，这为后面的研究提供了依据。
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第3章基于模糊理论的信任关系评估与传递研究

信任关系的不确定性研究中，如果两个实体之间已经非常熟悉，换言之就是

它们有着很丰富的交互经验，则在进行新一次交互时可以根据这些信息马上做

出判断，这是所有的实体所希望的，因为这个过程简便快速。但是在庞大的网

络中存在着各种各样的实体，某实体不可能同其他任何实体都熟悉，当两个实

体之间完全不熟悉即从来没有交互过时，这个时候就需要借助其他的实体来判

断马上要参与交互的实体是否可信，也就是充分利用推荐信任。在网络信任关

系评估中一般存在两种情况，一是推荐者与被评估者有直接信任关系即评估者

与被评估者虽然没有直接信任关系但是有直接推荐信任关系的情形；另一种就

是评估者与被评估者之间既无直接信任关系也无直接推荐信任关系的情形。本

章将用模糊Petri网的方法对上述第一种情况进行讨论，而用相似度模糊推理和图

论的知识对第二种情况进行讨论。

3．1直接信任和推荐信任

在现实社会，我们对某个人或某个实体的信任，来源于过去直接交互的经

验或者别人的推荐，在网络环境下情况是类似的，在第3章了解信任的概念的基

础上，实体之间的信任关系可以被分为两类：直接信任和推荐信任p91。

定义l：直接信任是两个曾经有过直接交易的实体，根据交易情况对对方的

一种直接经验。

定义2：推荐信任是两个没有直接交易的实体，根据其他实体的推荐而建立

的一种信任关系。

直接信任 直接信任A@越≮嘞
’。“～～推荐信任一⋯⋯

图4．1直接信任和推荐信任

如图4．1，A与B、B与C曾经有过直接交易，所以它们之间的信任关系是直

接信任；A与C之前没有进行过交易，如果它们之间要进行交易，只能通过别的
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实体的推荐(如实体B)，所以它们之间的信任关系是间接信任。而在实际情况下

有直接信任关系的节点是非常有限的，因此推荐信任对信任模型的研究有着很

重要的作用。

3．2基于模糊Petri网的直接推荐信任评估

在陌生的交易体之间进行信任关系评估时往往会存在与交易体双方都有直

接信任关系的多个推荐者，在这种情况下，我们可以利用这些有直接信任关系

的推荐者的推荐来评估陌生交易体之间的信任关系，也就是在评估者与被评估

者之间存在直接推荐信任关系。

在本节中采用的方法是基于模糊Petri网络的一种信任关系推理法，模糊

Petri网提供了一种对模糊知识进行有效表达和推理的工具。该方法利用基于模

糊Petri网的推理方法评估实体之间的信任关系，通过并行处理关于一个实体的

多个推荐综合得出实体的信任值。

网络中交易体之间通过与他们都有直接信任关系的中间实体的推荐在交互

之前的信任建立过程可以简单的描述为如下的过程：实体B想要与实体A进行

交互，但是它们之间没有过历史交互经验，即对于彼此都是陌生，A不能直接得

到B的信任值来判断是否接受B的请求，这时A通过向网络中其他的已经与B

有过直接交互的实体获得推荐信任，最后通过综合推荐信任来判断B是否可信。

在本节中综合推荐信任所采用的方法是模糊Petri网的推理模式，而运用的

具体算法则是第2章中的一种基于矩阵的形式化推理算法，接下来就用一个具

体的实例来说明一下信任关系评估的全过程。

假设有三个实体4，彳：，4分别向A推荐信任B，已知A对A，，A：，A，的信任

值和4，彳，，4对B的信任值，求A对B的信任值。在本文的信任研究中，“A

对B信任”这个命题的可信度就是A对B信任值。

定义信任推理规则如下：

Rule 1：IF U(0．5)and u2(o．5)Then(rl=o．4)％(规则可信度为0．8)

Rule 2：IF U，(0．5)and U4(0．5)Then(砭=0．4)‰ (规则可信度为0．8)

Rule 3：IF U，(O．5)and U6(0．5)Then(岛=0．4)U9(规则可信度为0．8)
Rule 4：IF U7(0．2) and U8(O．3)and U9(0．5)Then(■20．3) U10

(规则可信度为0．9)

其中U。表示A信任4(初始可信度为0．6，就是A对4的信任值)，U2表示4
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信任B(初始可信度为0．4，就是4对B的信任值)，U，表示A信任A：(初始可信度

为0．5，就是A对彳：的信任值)，U。表示彳，信任B(初始可信度为0．7，就是A，对B

的信任值)，U，表示A信任以(初始可信度为0．3，就是A对A，的信任值)，玑表示

以信任B(初始可信度为0．8，就是彳，对B的信任值)，U，表示A接受4推荐(初始

可信度为0)，U。表示A接受彳，推荐(初始可信度为0)，砜表示A接受A，推荐(初

始可信度为O)，U。。表示A信任B(初始可信度为0)，条件括号里的数表示此在该

规则中的权重，‘，％，‘，死分别表示规则的阀值，每个规则后面为规则的可信度。

推理过程模糊Petri网如图4．2所示：

职

玩

图4．2信任推理过程的模糊Petri网

根据第2章中关于模糊Petri网的矩阵推理算法的定义，推理所需要的条件即

输入矩阵、输出矩阵、规则阀值和初始命题的可信度分别为：
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输入矩阵：△= 输出矩阵：F=

规则阀值： f=[0．4 0．4 0．4 o．3r

所有命题的初始可信度为：So=【0．6 0．4 o．5 o．7 o．3 o．8 o 0 0 oF

根据5．1节的形式化推理步骤所得结果如下：

S=【o．6 0．4 o．5 o．7 o．3 o．8 o．4 o．56 o．44 or

S2=【0．6 0．4 o．5 o．7 o．3 o．8 0．4 0．56 0．44 0．421]r

S3=【o．6 0．4 0．5 0．7 0．3 o．8 o．4 o．56 o．44 0．42 1]r
由于第2次和第3次结果相同所以推理结束，故结果为：

S=Io．6 0．4 0．5 0．7 o．3 0．8 0．4 o．56 o．44 0．421『从结果上可以

看出A信任B的可信度(而o)为0．421，即可以理解为A对B的信任值为0．421。

求出A对B的信任值就可以根据具体情况判断是否可以跟B进行交互了。

3．3基于相似度模糊推理的多路径间接推荐信任评估

在网络实体间的信任关系评估时，有时候评估者与被评估者之间并不存在

直接推荐的信任关系即在4．2节中讨论的情况，但是却能在交易实体之间找出由

一个个推荐者连接的多条信任路径，在这种情况下我们可以首先利用模糊推理

知识计算出通过一条路径传递的信任值，然后再综合多条路径的信任值最终得

到要评估的交易实体之间的信任关系。

3．3．1单条信任路径上信任值的计算

对于单条信任路径上信任值的传递，大多数文献采用是把每部分直接信任
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值直接相乘，这样不仅忽略了信任关系的模糊性而且也没考虑到一条路径上各

个推荐信任在整条路径上所占的权重是不同的，因此本节在单条信任路径上信

任的计算所采取的是一种相似度模糊推理的方法，这在第2章已经做了说明。

(1)信任向量和接受向量

根据第2章模糊向量的表述，可以定义信任向量如下：

实体的信任程度可以划分为不同的等级，比如“不信任”，“有点信任”等等，

判断一个实体的信任程度就可以利用对不同的信任等级得隶属度来表示，在实

际环境中，有时不能很明确的判断某个实体的信任程度究竟隶属于哪个信任等

级，因此用实体对各个不同等级的信任集合的隶属度构成的向量来表述实体的

信任程度更符合实际情况，假设有力个不同的信任的等级，则某个实体的信任程

度可以用信任向量y={’，。，’，2，．．．，'，。)来表示，其中K(i=1，2，．．．，疗)表示信任向量对

第f个信任等级的隶属度。

本节研究内容还包括对信任向量的接受程度，定义对信任向量的接受程度

可以类似于上述信任向量的定义，即用对各个不同的接受等级的隶属度构成的

向量来表述对信任向量的接受程度，即表示为P={P。，P：，．．．，P。>，其中

n(卢1，2，．．．，刀)表示接受向量对第f个接受等级的隶属度。

(2)信任传递的推理过程

信任传递就需要利用推荐信任把信任连接起来，如初始实体要与目标实体

之间要建立信任，但它们之间并没有直接的信任关系，这时候就需要通过需要中

间实体进行一系列的推荐，最后一个推荐实体与目标实体之间存在直接的信任

关系，这样初始实体要与目标实体就建立了信任，推理的过程为：

①确定信任等级论域和信任向量

设信任等级论域U={U1，U：，．．．，U。}，可以根据评判的精度来确定11的值，

在这里取n=4。对实体信任的评价等级为U={U，U2，职，乩)={“不信任”，“有点

信任”，“一般信任”，“完全信任”)。信任向量y={v1，V2,坞，1，。>，其中1，。，’，：，屹，K

分别为对信任等级论域中U，％，以，U的隶属度。

②确定接受等级论域和接受向量

在本章研究的信任传递中，把从初始实体到最后一个推荐实体的依次信任

程度转化为对最后一个推荐实体提供的直接信任向量的接受程度，然后再作为

系数与最后一个推荐实体对目标实体的直接信任进行计算，这更符合人类的思

维，也使得推理更加的严密。定义X={X。，x：，．．．，X。)为接受等级论域，同样可
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以根据精度需要来确定111的值，在这里取m=6，对信任向量接受等级为

X=<墨，五，墨，五，墨，以}-{“不接受”，“有点接受”，“部分接受”，“基本接受”，

“大体接受”，“完全接受”)。接受向量P={P。，P2，P3，P。，P，，P。)，其中

P。，P：，P，，P。，P，，P。分别为对接受等级论域中五，五，墨，托，五，也的隶属度。

⑨确定信任传递的模糊推理规则

—— ％ ％ ％ ％[：j!!：：：：]‘·__’·。[：!!!：：捆⋯·⋯·⋯·⋯一·。·1：：15；j：：：}。__—：’f：j!朔
、‘．．、 ．．，．．，‘。

。。、～～～．上一一／‘‘。
图4．3信任传递模糊规则

如图4．3所示，设实体A与实体B之间的推荐信任实体为墨，是，．．．，兄，推

荐信任向量为K，，杉：，．．．，％，R与B之间的直接信任向量为圪，对最后一个推

荐实体兄提供的直接信任向量屹的接受向量为形。

定义信任传递的模糊推理知识规则为：

Rule l。：IF“A对墨的信任程度为％”AND“局对R的信任程度为K：’'AND⋯

AND“兄一。对兄的信任程度为％”THEN‘‘A对最后一个推荐实体心

提供的直接信任向量圪的接受程度为K”。

其中前提条件的权值分别为Ⅵ，w2，⋯，％，阀值分别为丑，五，⋯，以。

利用模糊推理规则确定前提条件的权值W：

Rule 2：如果某个中间节点与实体A越远，那么这个节点的直接信任向量在路径

中所占的权重越小。

Rule 3：如果某个中间节点与用户A越近，那么这个节点的直接信任向量在路径

中所占的权重越大。

模糊规则可以通过matlab自带的模糊工具箱实现，从而推理出权重与距离

是一个呈指数型下降的曲线。其具体过程可以参照第5章中的matlab模糊工具

箱的建立方法。

在Rule 1中，向量K。，K：，．．．，圪这些向量代表的含义为“信任”，K代表的含

义为“接受”。则规则表达的意思为：如果从初始实体A到最后～个推荐实体R的

依次“信任”，则对最后一个推荐实体兄提供的直接信任向量％“接受”，这符合

人类在现实中的推理思维。
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通过Rule l模糊推理规则得出对最后一个推荐实体R。提供的直接信任向量

巧的接受向量K后，作为直接向量％的系数与％进行运算最终得N-f实体A对

实体B的信任向量，即为A对B的信任程度，至此完成了信任的传递。

④具体实例计算

在上面已经提出利用接受向量K作为直接向量圪的系数与屹的运算来求初

始节点A对目标节点B的信任程度，因此就要用反模糊化也就是模糊判决方法

把接受向量K转化成一个单值，设为d，它是接受向量K对应的标量，取值范围

为【0，1】，则初始实体A对初始实体B的信任向量为标量d与直接向量屹相乘，

用公式表示为：

V=d幸％ (4-1)

在第2章中已经介绍了关于模糊判决的概念以及方法，本章选择的模糊判

决方法是最大隶属度平均法：

d=专姜置 件2，

其中置∈X，只(接受向量中的取值，在文本中取值范围为P。～P。)在五

处取最大值，N为X。(最大值)的个数。

由于式(4．2)计算的需要，首先要把接受等级论域X赋予0到1之间的值，

其中把⋯0’代表“不接受”，把“1”代表“完全接受”。

在这里定义接受等级论域X={五，五，墨，五，五，瓦)={‘‘不接受”，“有点接

受”，“部分接受”，“基本接受”，“大体接受”，“完全接受”)进行等间隔赋值为

X={五，五，墨，五，墨，也)={0，0．2，0．4，0．6，0．8，1)，其中数字越大代表接受等级就

越高。

根据信任传递推理规则，对照第2章中基于相似度的模糊推理的表述应为：

给定信任传递规则中的前提条件形。，形：9 o*9％和结论K，同时给定观测事实

K。7，巧：’，⋯，％’，求K’。

不失一般性在这里取规则前提条件为4个，即杉，，K：，形，，吃，％，K：，K，，K。

这些向量表示的含义应为“信任”，在这里取值为K。=K：=K，=K。={0，0．1，0．2，0．2)，

规则结论K={O，0．2，0．5，O．3，0．4，0．3}，规则前提条件命题的权值为

W={Wi，W2，w3，W4)={0．5，0．3，O．2，0．1)，权值的取值满足模糊推理规则Rule 2和

Rule 3，表示在一条推荐路径上越后来的推荐者在整条推荐路径上所起的作用就

越小。规则的阀值为^=O．4，五=0．4，也---o．4，五=0．4。

观测事实分别为：
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Kl’={O．1，0．2，0．3，0．2)，¨2’={0,0．3，0．4，0．1)，K3’={0．3，0．2，0．2，0．1)，

K。’={0．1，0．5，0．4，0．2)

下面利用第2章的IDS方法求形’：

第一步：计算每个观测事实与每个规则前件命题的相似度

s脚(彳；，A，)，(f．1～2．．，FI)‰(咖沪而赢涨揣‰=丽0．5《
‰(形：’，杉：)=

‰(K，’，K，)=

M(O，0．1，0．2，0．1)0．4 1

---—----------—-—-—---·----·-·-—----一：==一=一
M(O，0．3，0．4，0．1)0．8 2

丝!旦：旦：!：竺：兰：Q：!!：一0．4：一1
M(O．3，0．2，0．2，0．1)0．8 2s鹏V,4t,¨=而商鬻糟‰=西0．5=西5

因为墨粥(K。’，K。)>五，．写隧(K：’，K：)>五，S掰(形，’，K，)>乃，S嬲(K。’，形。)>五，则

规则被执行

第二步：计算观测事实与规则前提条件的整体相似度昂

0．5三+0．3—1+．2 1+0．1—505 X 0 3 X．It 0 2X 0 1 X二+． 一+． 二+． 一

总体相似度品=——羔1j_景弄五i品了——丝=0．54
第三步：求对直接信任向量圪的接受向量K’

计算岛=o且q>幺

∥=min{1，K I Sw>={o，0．37，0．93，0．56，0．74，0．56)

到此，基于规则的模糊推理已经结束，得到了对直接信任向量圪的接受向

i v,’，最后把K’反模糊化的值与圪进行运算就得到了初始实体A对初始实体B

的信任向量，设屹=(O．2，0．6，0．4，0．1>。

由式(4．2)，将K’反模糊化后得d：_0．6+1：0．8
再由式(4．1)最终求得初始实体A对初始实体B的信任向量为：

巧3=d掌屹5{O．1 6，0．24，0．48，0．08)

由第2章的模糊判决中的最大隶属度法得到在一条路径E初始实体A对初
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始实体B的信任值为巧，’=o．48。

3．3．2多条路径上信任值的综合

在4．3．1节中已经讨论了如何在一条路径上，通过中间实体的推荐在初始实

体与目标实体之间进行信任关系传递，得到初始实体对目标实体的信任值，而

在一般情况下，实体之间的信任关系是一个网状的结构，两个实体间的信任路

径不仅仅只有一条的，所以就必须对多条路径上的信任值进行综合而得到一个

相对比较全面的综合信任值。

(1)推荐信任路径的构建

在一个网络中研究各个实体之间的信任关系，我们想要知道的是各个实体

之间是否有一根“信任线”连接，而对这根线是怎样连接的则不太关心，因此信任

网络节可以看做是一种图状的结构，由第2章图论的知识，图有无向图和有向图

两种形式，而在信任网络中，我们一般都说“实体A信任(不信任)实体B”，这表明

信任是有方向的，故信任网络可以简化为一个有向图的形式，记为图G-代E)，

其中节点集合V表示网络中的实体，边集E代表实体间的直接信任关系。在有向

图G中，从初始节点A到目标节点B的一条路径，称作A至IJB的信任路径。

不失一般性，假设在一个特定的网络中，有10个用户，初始信任关系如图

44所示：

图4-4信任网络

图 4-4 信任网络就是一个有向图 G， 节点集合

VV={’，l，V2，V3，V4，1，‘，’，‘，V7，’，R，V9，rio}表示 10 个用户， 边集合={’，l， ， ， ，1’5，’’6， ，’’8， ， ， 衣 不 lU ／l、 用 尸 ， 忽 采 苗

E=k．2，e2,3,e3,7 e3,4 e4,5,e5,6,e2,7,eT,s,e8,6 e7,9 e9,10 elo,6)表是直接信任关系，其中

ei(f，∈)表示用户f对用户_，的直接信任关系。

,j在J第V2章关于图论的基础知识已经知道图的存储方式有邻接矩阵和邻接链

表两种方式，在这里选择邻接链表的存储方式，则图4．3这个信任网络的有向图
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一臣E卜E口 2臣E卜EEH卫]3囹日叫Ⅱ了佃 4臣E卜圃
5臣E卜E口 7臣E卜叵E}田
8臣E卜E口 9臣E}圃·(正|．皿

图4．5 图4．4的邻接链表

现用户l想要和用户6交互，但是它们之间没有直接信任关系，如何在这

两个用户之间找寻所有的信任路径则是下面要解决的问题。

搜索用户l到用户6的所有信任路径，可以利用图论的搜索思想，在第2

章中已经说明了两种图论搜索方法深度优先搜索和广度优先搜索，在本章信任

研究中选择的深度优先搜索进行反复递归回溯，这种思想是：要找到一个点到

另一个点的所有路径，等同于找到第一个点所有相邻点到终点的所有路径，由

此循环递归实现，并且每条路径上的点不重复出现。

路

图4．6路径搜索流程图
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步骤为：

1)创建图，图的存储用邻接表的形式；

2)输入起点和终点；

3)从起点开始找它的所有邻节点也就是所对应的下一个顶点；

4)如果下一个顶点是终点，则找到一条路径，输出；

5)如果下一个顶点不是终点，则把这个顶点作为新的出发点继续递归找该顶

点的下一个顶点并且将其与终点比对；

6)如果已经到底而没有找到终点，则回溯一步，没有找到再接着回溯⋯

具体到图4-4，输入10个用户节点和它们直接的直接信任关系，节点1是

出发点，节点6是终点，具体过程为：

首先访问1，因1有一个邻接点2未被访问过，选择2作为新的出发点，访

问2后，再找2的未访问过的邻接点，同2邻接的有l，3，7，其中1已被访问

过，而3，7尚未被访问过，可以选择3作为新的出发点，重复上述搜索过程，

直到访问到目标节点6为止，在这个过程中得到信任路径为：

l—◆2·◆3—锄卜+5叫Pl
1—◆2—+H8—◆6 P2

1—◆2-—◆3—◆7—◆8—+．6 P3

卜◆2-◆p10叫 P4

(2)多条路径上信任值的综合

对于多条信任路径上的信任综合方法是有很多的，比如在有的文献中是分

别求出每一条路径上的信任值后进行比较选择信任值最大的作为最终的综合信

任值，这种方法虽然很直观，但计算过于简单相当于去掉了很多信任信息，因

此有些文献提出了用一种平均的方法来计算综合信任值：
1 p

‰=二∑巧 (4—3)
p l-1

其中‰为P条路径上的综合信任值，％为第f(1≤f≤P)条路径上的信任值。
上面这种方法包含了所有的信任信息，用一种平均的方法来求综合信任值，

它对每条路径上的信任值采纳的程度都是一样的，但是实际情况中对多条信任

路径上的信任的综合是很主观的，不同的人对信任值的综合所采取的态度是不

一样的，赋予每条路径上的信任值的权重也应该是不一样的，因此综合信任值

为：
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≯／rcom=‰=Yg,V, (4-4)
i=l

其中％(其中兰q=1)表示第f(1≤f≤P)条路径上的信任值在综合信任值中
所占的权重，睨的值的选取用户可以根据自己的信任策略设置，考虑到信任的

模糊性，可以通过一种模糊推理规则来确定口，的值，在通常情况下，用户都会

自己设定一个推荐深度即在每条推荐路径上中间推荐实体的个数，这是因为如

果在一条路径上中间推荐实体太多了这样计算出来的信任值就不太准确，因此

可以根据这样一种实际情况建立模糊推理规则为：

Rule：如果一条路径上的中间推荐实体越多，那么这条路径所计算出的信任

值在综合信任值中所占的权重就越小；如果一条路径上的中间推荐实体越少，

那么这条路径所计算出的信任值在综合信任值中所占的权重就越大。

权重的确定的具体过程可以参照第5章中的matlab模糊工具箱的建立方法。

计算出初始实体对目标实体的综合信任值‰后，初始实体就可以根据这个
信任值决定是否与目标实体发生交易关系，这里就需要一个信任阀值死础删，

如果‰大于瓦枷。埘，则初始实体信任目标实体，并与之发生交易关系，反之则
不信任即不发生交易关系。

3．4本章小结

本章提出两种基于模糊理论的信任关系传递方法，它们分别使用于两种情

况，一种基于模糊Petri网的直接信任关系评估，它是适用能比较容易的在想要

建立信任关系的交易实体之间找到与它们有直接信任关系的中间实体，利用模

糊Petri网并行处理所有关于目标实体的多个直接推荐，把模糊Petri网运用到信

任关系评估中来，这样一种图形化的工具，使得信任推理分析可以象传统的流程

图一样简单、直观，比较容易理解；另外一种是基于相似度模糊推理的多路径

信任关系评估，它适用于当不太容易找到与目标实体有直接信任关系的中间实

体时，就可以通过在交易实体之间构建由一个个中间实体组成的多条信任路径

从而在想要建立信任关系的交易实体之间建立信任关系，这种方法首先利用图

论的知识找寻所有的信任路径，在每条路径上运用相似度的模糊推理进行信任

关系的传递计算并通过一个具体实例来演算计算过程，然后在多路径的信任综

合上是通过加权平均的方法对所有路径上的信任值进行综合。
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第4章 基于模糊理论的网络交易信任模型研究

在上一章中主要是从信任传递的这个角度来研究网络实体之间的信任关系，

但是网络实体信任模型的研究包含的内容是很广泛的，在本章中我将讨论一个

比较完整的网络交易信任模型，包括信任值的评估以及信任的传递和信任的决

策。同时在网络交易中，交易体双方(本章称为买家和卖家)的信任关系是随着时

间动态变化的，包括信任关系的建立阶段即为信任关系的初始化过程，信任关

系的动态积累阶段以及贯穿始终的信任决策的制定。本章将模糊理论应用到网

络信任模型研究的各个环节中，提出了一种基于模糊理论的网络交易信任模型，

该模型解决了信任的模糊性的描述问题，对交易的评估更全面、更灵活，使节

点拥有具有个性特点的信任。
0

4．1信任模型的基本结构

在信任模型研究中，对信任关系的描述不是一成不变的，信任关系的建立

以及传播本身就是一个动态的过程，交易双方的信任属性的变化、信任关系建

立环境的变化以及其他信任关系的建立或撤销，都会对信任关系本身产生影响。

因此动态的调整信任关系可以更加合理的描述信任问题帮助更好的做信任决

策，在动态信任关系的研究中要考虑一下几个问题【4l】：

(1)信任值的取值与表述

首先要对信任进行表述并定义它的取值范围，一般情况下信任值的取值有

离散的O、1和连续的[O，l】上的值两种，由于本文围绕着信任的模糊性讨论的，

因此在本文中信任是模糊的，不确定的，是连续的【O，1】上的值。

(2)信任值的获取

信任值的获取方式一般有两种：直接方式和间接方式，在直接方式中，信

任关系是通过交易体之间过去的直接交互经验而建立的。而当交易体之间没有

了解时，信任值的获取就需要通过间接方式了，即通过第三方的推荐建立信初

始信任关系。

(3)信任值的评估和进化

根据时间的动态变化进行信任值的动态更新，在每次交易完成后，就会更
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新交易体之间的信任值，如果交易是满意的，直接信任值就会增加，反之就会

减少，这是一个动态累积的过程。

具体到本章研究的网络交易环境下的动态信任模型，在此信任模型的信任

建立阶段，买家收集多个对卖家的推荐信任通过模糊数学的计算方法对卖家进

行信任评估，在这个过程中是没有直接交易经验的，随着直接交易的增多，买

家不断的反馈直接信任信息，这些直接信任信息在信任决策时所占的比重就越

来越大，整个信任的评估过程就是一个不断反馈重新评估的动态过程，过程如

图5．1所示：

图5．1 信任模型的基本结构

4．2信任的模糊性表述

本章针对的信任的模糊性研究，则首先我们要对信任进行模糊性的描述，

在第2章中我们已经了解了模糊集合的基本概念，模糊集合理论具有能够

描述和处理模糊概念和对象的特点，而在网络环境中对交易节点的信任程度是

一个模糊的概念，因而可以用多个不同信任程度的模糊集合来描述信任的高低。

通常情况下用6个不同等级的模糊集合4(1≤f≤6)来描述对交易节点信任的高

低：

4：表示“不信任”的模糊子集合；

以：表示“有点信任”的模糊子集合；

4：表示“一般信任”的模糊子集合；

4：表示“很信任”的模糊子集合；
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丘：表示“非常信任”的模糊子集合；

4：表示“完全信任”的模糊子集合；

在实际的网络环境中，对交易节点信任程度的模糊集合4的隶属度不是简

单的O或1，也无法判断对节点的信任属于哪一个信任度模糊子集中，可以使用

对各个模糊子集合的隶属度组成的向量来描述对节点的信任，比如交易节点A

对交易节点B的信任程度可以表示为：T={vl，v2，b．v4，鸭，v6)，其中vj表示对模

糊信任集合4(1≤f≤6)的隶属程度。

4．3信任关系的建立阶段

在网络交易环境中，当交易双方发生交易之前，要有一个信任关系的建立

过程，在这个过程中也就是信任的初始化过程即在这之前买卖双方之间没有交

易经验，交易双方缺乏对对方全面评估的能力，在这个时候，来自其它节点的

推荐成为了信任建立的最主要的来源，通过第三方的推荐综合得出卖家的信誉

使得买卖双方建立的初始信任关系。

对网络中陌生买卖双方之间信任关系进行评估时，买家自身的认识能力有

限，它首先向网络中的可信节点收集对卖家的推荐，再通过推荐合并计算形成

对卖家的推荐信任，那么买家和卖家就建立了初始的信任关系，在这个过程中

涉及到以下两个问题：

(1)可信节点的判定问题：不同的信任策略可能选择不同的标准来判断节点

的可信性，这是因为不可信节点的推荐是没有价值的，因此收集对卖家的信任

推荐仅限于可信节点，在信任关系的初始化阶段，为了收集到更多信任证据，

可以对可信节点的阀值设定的稍微低点；

(2)推荐信任的综合计算：考虑到信任关系评估的模糊性问题，本章在推荐

信任观点的综合中采取的是第4章的基于模糊Petri网的信任关系评估方法，推

荐信任观点综合的一般模糊Petri网为图5．2所示：
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Di

图5．2推荐信任综合的模糊Petri网

图5-2中各命题代表的含义为：U1表示对卖家的第一个推荐信任，U2表示

对卖家的第二个推荐信任，⋯⋯，U。表示对卖家的第n个推荐信任；Dl表示接

受对卖家的第一个推荐信任，D2表示接受对卖家的第二个推荐信任，⋯⋯，Dn

表示接受对卖家的第n个推荐信任；S表示买家信任卖家。

具体的计算过程可以参照第4章中基于多个推荐的信任关系评估，就可以

得到买家对卖家的信任初值Tl，形成了初始信任值后，信任关系就进入了动态

演化阶段。

4．4信任关系的动态积累阶段

当买卖双方通过第三方的推荐建立了信任关系后，接下来就会随着时间以

及交易经验的积累使得双方进入了信任关系的演化阶段，在这个阶段里，双方

更多的是依靠直接交互经验对信任关系进行评估。每次直接交易后本章选取的

信任值评估方法是第2章的模糊综合评判，步骤如下：

①评判因素集，评判等级

涉及到网上交易中买家对卖家的评判因素有很多，本章选取了三个比较重

要的因素，分别为“交易过程”，“货物质量”和“服务态度”。而对这些因素的评判

等级分为“好评”，“中评”，“差评”，当然可以根据实际情况增加评判的因素和评

判的等级。则用数学式子表示为：

评判因素集U={Xl,X2，X3}，其中xl为“交易过程”，z2为“货物质量”，黾为

“服务质量”；
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评判等级V={Vl，V2，V3)，其中y。为“好评”，，，：为“中评”，v3为“差评”．

对U种的每个因素根据评判等级中的等级指标进行模糊评判，得到评判矩阵

尺=(惭)，，×册

②确定各个因素的权重A={al，a2，．．．，％)

例如可以根据买家的主观偏向确定各个因素的权重为

A={al，a2，．．．，a疗)={0．3，0．5，0．2)，说明买家对货物质量的要求最高，其次为交易

过程和服务质量。当评判因素很多时，对因素权重的选择可以利用层次分析法

(mHp)t401。

③评判结果

B=A。R=(6l，b2，．．．，6聊) (5．1)

因为得到的是评价结果是一个向量不能直接用来表示卖家的信任值，因此

先应对它进行模糊判决得到信任向量B的单值∥，即为当前交易完后买家对卖

家的信任值。

由于信任关系是一个动态演变的过程，这就需要把当前交易后评估的信任

值与历史信任值进行叠加，得到更新后卖家的信任值，表示如下：
1 1

乃=寺嵋一1+(1一÷口)D乃 (5．2)
二 二

式中乃一1表示卖家的历史信任值，D乃表示第f次交易后，买家对卖家的信

任评估值，去口，1一去口分别为乃一1，D巧在更新后的信任值中所占的权重，权重的
二 ‘

确定带有很大的主观性，建立模糊规则如下：

(1)IF上次交易距离当前交易的时间t长THEN 口小；

(2)IF上次交易距离当前交易的时间f短THEN 口大；

选取语言变量t，口的隶属度函数：

模糊语言变量的隶属度函数有很多种，比如三角隶属函数，梯形隶属度函

数，高斯隶属度函数等等。在本文中选取的是高斯隶属度函数，matlab为我们提

供了隶属度函数建立的工具143】，如图5．3所示：
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图5-3(a)语言变量t的隶属度函数

图5-3(b)语言变量t2"的隶属度函数

经过matlab模糊推理工具得到的t与口的关系图如图5．4：

图54时间t与权重口的关系图
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从图5-4可以看出上次交易距离当前交易的时间越长则口就越小，在式(5．2)

中历史信任值在更新后的信任值中所占的比重之所以在口前乘以一个系数1／2，

这说明不管上次交易距离当前交易的时间t是长还是短，它在更新后的信任值中

所占的比重都不会超过当前交易后的信任评估值所占的比重，这符合实际中的

要求，与人们的主观思想是一致的。

4．5信任决策

信任决策贯穿信任关系演变的各个阶段，是指买方根据已知的信任信息实

现合理决策的过程。在本文中同样在模糊决策时也选用模糊的方法，利用两个

模糊语言变量信任值T和交易金额M对当前交易风险R进行评估，建立如下的

模糊推理规则：

(1)IF信任值T高 AND交易金额M低THEN 风险R低

(2)IF信任值T高 AND交易金额M中等THEN 风险R低

(3)IF信任值T高 AND交易金额M高THEN 风险R中等

(4)IF信任值T中等AND交易金额M低THEN 风险R中等

(5)IF信任值T中等AND交易金额M中等THEN 风险R中等

(6)IF信任值T中等AND交易金额M高THEN 风险R高

(7)IF信任值T低THEN 风险R高

同5．2节选取信任值T、交易金额M和风险R的隶属度函数如图5．5所示：

tⅢslvaIue

图5-5(a)信任值T的隶属度函数
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0 100 213fl 如 伽 500 咖 700 咖 900 1咖
money

图5-5(b)交易金额M隶属度函数

Ⅳ a'H)rage hi
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图5-5(e)仄l险R的隶属度函数

经过matlab模糊推理工具得到T,M，R关系图如5-6所示：
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图5-6模糊决策曲面图

通过图5-6买家就可以根据卖家信任值和当前交易金额得到本次交易的风

险，并结合自己所设定的风险阀值来决定是否进行交易。

4．6本章小结

本章从信任模糊性的角度出发，提出一种基于模糊理论的网络交易信任模

型，该模型对信任的模糊性研究比较完善，它把模糊理论运用到信任值的评估、

信任关系的传递以及信任的决策中去，并且把卖家的信任值评估过程看作是一

个动态的更新过程，把模糊推理规则应用到信任值更新时权值的确定，在得知

卖家的信任值后与当前交易金额再进行一次模糊决策得到本次交易的风险程度

从而决定是否交易，在本章的最后对模糊决策进行了仿真。
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第5章总结与展望

5．1本文的主要工作

网络交易作为一种区别与传统的交易方式，引起了广泛的关注，但是安全

问题成为遏制其发展的一个重要因素。网络实体间信任关系的处理则是信任管

理技术的范畴，当前信任管理基础主要分为两类：基于策略的信任管理和基于

信誉的信任管理，前者主要通过凭证，以及凭证验证机制来建立信任关系，而

后者则通过观察、搜集实体在网络中的交互表现来建立对其的信任，此类信任

关系更接近于人及网络的特征，是可度量的、动态的，它是当前信任研究领域

的热点。本文首先阐述了现有的网络信任模型，然后分析了其不足之处，尤其

是在信任的模糊性方面的研究不够深入，因此提出了基于模糊理论的信任模型，

本文的主要研究成果包括以下几个方面：

(1)本文首先提出了适用于不同情况下的两种网络信任关系传递与评估的

方法。

一种是基于模糊Petri网的直接推荐信任关系评估，它适用于评估者与被评

估者之间存在直接推荐信任关系的情形，该方法是利用模糊Petri网的推理方法

综合多个对被评估者的直接推荐来得出最终的信任评估值，模糊Petri网就把

Petri网和模糊理论结合起来用来将模糊推理规则映射成结构化的知识表示。把

模糊Petri网运用到信任评估中来，这样一种图形化的工具，使得信任推理分析可

以象传统的流程图一样简单、直观，利用模糊Petri网并行处理所有关于目标实

体的直接推荐，使得对实体的信任评估快速有效。

另一种是基于相似度模糊推理的多路径间接推荐信任关系评估，它适用于

评估者与被评估者之间并不存在直接推荐信任关系的情形，该方法在评估者和

被评估者之间建立多条信任路径，对于信任路径的找寻运用了图论里的遍历搜

索算法，而在单条信任路径上的信任计算则采取的是相似度模糊推理方法，这

种方法简单直观，只需要运用一个模糊推理规则就可以计算出单条路径上的信

任值，最后综合多条路径上的信任值得到交易体之间的最终信任值。

(2)本文还提出了一种新的基于模糊理论的网络交易信任模型，该模型的特
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点是把信任值的评估看做是一种动态评估的过程。在信任的建立阶段，采用模

糊Petd网在实体之间进行信任关系的初始化，通过模糊Petri网综合实体的初始

信任值；对于信任值动态累积中权重的确定，采用基于模糊推理的权重确定方

法，此方法通过建立与交易时间相关的模糊规则进行权重的确定；在信任决策

阶段，采用模糊决策方法，此方法是通过建立与交易金额、信任值相关的模糊

规则进行信任决策。在模型中还通过matlab模糊工具箱对信任累积权重的确定

和模糊决策结果进行了仿真。

5．2下一步研究工作展望

对于网络信任关系评估的研究，还有一种情况是值得我们考虑的，即一种

分布式间接推荐信任评估，它类似于网络中路由计算问题，这种信任评估可以

通过模糊Petri网在一定的网络结构中综合出任意实体的信任值，即通过一层层

递进的关系最终计算出想要与之建立信任关系的实体的信任值。如在下面的网

络关系信任图中，不同于本文的多路径间接推荐信任评估方法，即首先找出所

有的信任路径然后综合每条信任路径上的信任值，分布式间接推荐信任评估并

没有直接找出所有路径，而是通过一层层的递进进行综合信任值评估，如实体l

要得到实体7的信任值，首先实体2通过实体4、5得到实体7的信任值，实体

3通过实体5、6得到实体7的信任值，然后实体l再通过实体2，3最终得到实

体7的信任值。当然，这只是一个很简单的示例，在实际网络中还可以会出现

回路等复杂的情况，这也是值得我们去考虑研究的。
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