
MPEG。2视频解码器的FPGA设计

摘 要

MPEG．2是MPEG组织在1994年为了高级工业标准的图象质量以及更高的

传输率所提出的视频编码标准，其优秀性使之成为过去十年应用最为广泛的标

准，也是未来十年影响力最为广泛的标准之一。

本文以MPEG．2视频标准为研究内容，建立系统级设计方案，设计FPGA

原型芯片，并在FPGA系统中验证视频解码芯片的功能。最后在0．18微米工艺

下实现ASIC的前端设计。完成的主要工作包括以下几个方面：

1．完成解码系统的体系结构的设计，采用了自顶而下的设计方法，实现系

统的功能单元的划分；根据其视频解码的特点，确定解码器的控制方式；

把视频数据分文帧内数据和帧间数据，实现两种数据的并行解码。

2．实现了具体模块的设计：根据本文研究的要求，在比特流格式器模块设

计中提出了特有的解码方式；在可变长模块中的变长数据解码采用组合

逻辑外加查找表的方式实现，大大减少了变长数据解码的时间；IQ、IDCT

模块采用流水的设计方法，减少数据计算的时间：运动补偿模块，针对

模块数据运算量大和访问帧存储器频繁的特点，采用四个插值单元同时

处理，增加像素缓冲器，充分利用并行性结构等方法来加快运动补偿速

度。

3．根据视频解码的参考软件，通过解码系统的仿真结果和软件结果的比较

来验证模块的功能正确性。最后用FPGA开发板实现了解码系统的原型

芯片验证，取得了良好的解码效果。

整个设计采用Verilog HDL语言描述，通过了现场可编程门阵列(FPGA)的

原型验证，并采用SIMC 0．1 8 Il m工艺单元库完成了该电路的逻辑综合。经过

实际视频码流测试，本文设计可以达到MPEG．2视频主类主级的实时解码的技

术要求。
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FPGA Design ofMPEG-2 Video Decoder

ABSTRACT

MPEG-2 standard was established for higher industry standard of picture and higher

transport rates by Moving Picture Expert Group．The standard is SO excellent that it becomes

the most influential standard since ten years ago，and is still one of the most important

compress standard nowadays．

The research content of thesis iS the standard of MPEG．2 video．Firstly，the total

system architecture of MPEG一2 video decoder was introduced；then design of the FPGA

prototype and its verification were achieved；at last，in the SMIC 0．1 8p．m standard cell CMOS

technology,the decoder is implemented targeting ASIC．The contributions of the essay are

summarized as following：

1．The architecture design of MPEG一2 video decoder is implemented．With Top—Down

method，the decoder system was divided into some sub—modules；based on the characteristic of

video decoding，define the control method of system；divide the video datas into intra-data and

inter—data，then the two kinds of data was decoded by parallel algorithm．

2．the design of sub-modules：according to the system design，the parser module was

designed by a unique method；In the VLD module，taking the advantages of both

combinational logic and LUT,accomplished the decoder of variable data，reduce the decoding

time obviously；tQ，IDCT module was designed by pipeline method，also reduce the time of

calculating heavily；For the motion compensation is the most intensive part of accessing

memory and has high throughput，several methods were adopted to improve memory access

efficiency，including four pixel interpolator，pixel buffer augmentation，and parallel

architecture，which lead to good speedup of motion compensation．

3．Based on the software reference program，functional verification is carried out by

comparing the simulation results with the output results of software．At last，the FPGA

prototype is implementated based on the developing board EP2S I 80 from Altera．FPGA

prototype based verification showed that the design gets satisfactory decoding effects．

The design was described with Verilog HDL．It has been implemented by Field

Programmable Gate Array(FPGA)．Synthesis was also fulfilled with Synopsys Design

compiler,based on SMIC 0．1 8“m standard cell CMOS technology．Demo experiment with real

video stream shows that the design can meet the real—time decoding requirements of the

MPEG-2 MP@ML video sequence．

Key words：MPEG-2，Video decoding，Hardware Design，FPGA prototype verification
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第一章绪论

1．1 MPEG标准概述

随着信息时代的到来，特别是在信号处理技术发展起来的时候，图像处理的

技术逐渐数字化，由于许多新的理论和方法的引入，出现了一系列的图像压缩

算法【11，因此在二十世纪九十年代左右，这些经典的视频压缩算法逐渐形成一

系列的国际标准体系【21，比如H．26X系列以及MPEG系列等。

其中，MPEG作为重要的一种编码方式【2】，得到了最为广泛的应用。MPEG

就是动态图像专家组(Motion Pictures Experts Group)的英文缩写，始建于1988

年，是专门制定多媒体领域内国际标准的一个组织。由全世界大约300名多媒

体技术专家组成。制定的标准包括MPEG视频、MPEG音频和MPEG系统(视音频

同步)三个部分。他们成功地将声音和影像的记录脱离了传统的模拟方式，建

立了堕0／IECl 172压缩编码标准，并制定出MPEG—X格式，令视听传播方面进入

了数码化时代。因此，大家现时泛指的MPEG-X版本，就是由ISO(International

Organization for Standardization)所制定而发布的视频、音频、数据的压缩标准。

MPEG标准的视频压缩编码技术主要利用具有运动补偿的帧间压缩编码技

术以减小时间冗余度，利用DCT技术以减小图像的空间冗余度，利用熵编码则

在信息表示方面以减小统计冗余度。这几种技术的综合运用，大大增强了压缩

性能。总体来说，MPEG在三方面优于其他压缩／解压缩方案，首先，由于在一

开始它就是做为一个国际化的标准来研究制定，所以具有很好的兼容性。其次，

MPEG能够比其他算法提供更好的压缩比，最高可达200：l。更重要的是，MPEG

在提供高压缩比的同时，对数据的损失很小。所以在多媒体数据压缩标准中，

较多采用MPEG系列标准，包括MPEG-1、2、4等口M。如表卜1所示：
表卜1 M_PEG系列标准

标准简称 标准全称 批准时间

最高约1．5Mpbs数字存储媒体的运动图 1988年开始制定，1992年11

～口EG．1 像及伴音编码(coding of Moving Picture 月通过，作为ISO／IEClll72

and associated Audio for Digital Media at 号文件

up to 1．5Mbps)标准

运动图像及伴音编码(coding ofMoving 1990年开始制定，1994年11

ⅣpEG．2 Picture and associated Audio)标准 月通过，作为ISO／IECl3818

视频码率(3Mbps4--100Mbps) 号文件或ITU．TH．262建议

视音频对象的编码(coding of 1993年7月制定，1995年5

N位EG-4 月通过，作为ISO／】[ECl4496
Audio-visual objects)标准

号文件

视频码率(5Kbps～5Mbps)

多媒体内容描述接口(Multimedia 1997年7月制定，2001年12



M【PEG．7 Content Description Interface)标准 月通过，作为ISO／IECl5938

号文件

Ⅳ咿EG．21 多媒体框架(Multimedia Framework) 1991年10月形成多媒体框架

标准 原理，2002年5月制定

1．1．1 MPEG-1标准

MPEG．1(ISO／IEC 11 172)是MPEG组织于1992年提出的第一个具有广泛影

响的多媒体国际标准∞。。其正式名称为“基于数字存储媒体运动图像和声音的

压缩标准”，可见，MPEG．1着眼于解决多媒体的存储问题。MPEG．1用于传输

1．5Mbps数据传输率的数字存储媒体运动图像及其伴音的编码，经过MPEG-1

标准压缩后，视频数据压缩率为i／100-1／200，音频压缩率为1／6．5。它可提

供每秒30帧352*240分辨率的图像，当使用合适的压缩技术时，具有接近家用

视频制式(VHS)录像带的质量。MPEG．1允许超过70分钟的高质量的视频和

音频存储在一张CD．ROM盘上。VCD采用的就是MPEG．1的标准，该标准是

一个面向家庭电视质量级的视频、音频压缩标准。由于MPEG-I的成功制定，以

VCD和MP3为代表的MPEG-1产品在世界范围内迅速普及。继成功制定MPEG-1

之后，MPEG组织于1996年推出解决多媒体传输问题的MPEG-2标准。

1．1．2 MPEG．2标准

该标准于1996年推出，拟解决多媒体传输问题。其正式名称为“通用的图

像和声音压缩标准"。包括编号为13818-1系统部分、编号为13818-2的视频部

分、编号为13818-3的音频部分及编号为13818-4的符合性测试部分。设计初

衷就是实现高级工业标准的图象质量以及更高的传输率。由于MPEG．2在设计

时的巧妙处理，使得大多数MPEG．2解码器也能解码播放MPEG．1格式的数据。

同时，由于MPEG．2的出色性能表现，已能适用于HDTV，使得原打算为

HDTV设计的MPEG．3，还没出世就被抛弃了。(MPEG．3要求传输速率在

20Mbits／sev-40Mbits／see间，但这将使画面有轻度扭曲)。除了做为DVD的指定

标准外，MPEG一2还可用于为广播，有线电视网，电缆网络以及卫星直播(Direct

Broadcast Satellite)提供的广播级数字视频。MPEG-2的另一特点是，其可提供一

个较广的范围改变压缩比，以适应不同画面质量，存储容量，以及带宽的要求。

MPEG．2标准的成功之处是开发了通用的压缩编码系统，是一种以类

(profile)和级(1evel)为基础的规范化体系，这样可满足不同的图像分辨率

和处理速度的需要。因此，MPEG．2标准能广泛应用于卫星广播业务(BSS)、

电缆电视(CATV)、数字电视地面广播、数字声音广播、多媒体终端等众多领

域。其技术规范包括6类(profile)和4级(1evel)，并采用分级编码。

所谓类是指MPEG．2的不同处理方法，每一个类都包括压缩和处理方法的

一个集合。不同的类意味着使用不同集合的码率压缩工具，越高的类编码越精

细，而每升高一类将提供前一类没有使用的附加工具，当然实现的代价会更高。
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而解码器却是向下兼容的，任何一种高级类解码器均能解码低级类方法编码的

图像。

表1-2 MPEG．2的编码类定义

编码类型 支持算法

简单类(Simple Profile) I帧、P帧，支持4：2：0格式，无可测量性

主类(Main Profile) 简单类类型增加支持B帧格式，无可测量性

信噪比可分级(SNR Scalable) 主类类型增加支持信噪比可测量性

空间可分级(Spatial Scalable) 信噪比可分级类型增加支持空间可测量性

高级类 空间可分级增加支持4：2：2

主类扩展类 主类类型的高码率扩展

所谓级是指MPEG．2的输入格式，标识从有限度的VHS质量图像到HDTV

图像，每一种输入格式编码后都有一个相应的范围：

(1)低级LL(Low Level)：图像输入格式的象素是ITU．RRec．BT601格式的

1／4，即352×240X30或352×288×25，相应编码的最大输出码率为41dbps。

(2)主级ML(Main Level)：图像输入符合ITU．RRec．BT601格式，即720×

480 X 30或720 X 576 X 25。相应编码的最大输出码率为15Mbps，高级类20Mbps。

(3)1440高级H14L(Hi ghl440 Level)：是1440×11 52×25的高清晰度格式。

相应编码的最大输出码率为60Mbps，高级类80Mbps。

(4)高级HL(Hi gh Level)：是1920×ll 52×25的高清晰度格式。相应编码

的最大输出码率为80Mbps，高级类100Mbps。

级与类之间的组合构成MPEG．2视频标准在某种特定应用下的一种技术规

范，可以满足不同层次的应用需求，且具有良好的向下兼容性。本文研究的视

频硬件解码器满足MP@ML的技术规范的的VLSI设计。

1．1．3 MPEG．4标准

MPEG一4在1995年7月开始研究，1998年11月被IS0／TEC批准为正式标准，

编号是ISO／IECl4496，它是超低码率运动图像和语言的压缩标准¨1，用于传输

速率低于64kbps的实时图像传输，它不仅可覆盖低频带，也可以向高频带发展。

所以MPEG-4更适于交互AV服务以及远程监控，MPEG-4传输速率在

4800—6400bps之间，分辨率为176 X 144，可以利用很窄的带宽通过帧重建技术

压缩和传输数据，从而能以最少的数据获得最佳的图像质量。因此，它将在数

字电视、动态图像、互联网、实时多媒体监控、移动多媒体通信、Internet／

intranet上的视频流与可视游戏、DVD上的交互多媒体应用等方面大显身手。

最重要的是，较之前两个标准而言，MPEG-4为多媒体数据压缩提供了一个

更为广阔的平台。它更多定义的是一种格式、一种架构，而不是具体的算法。

它可以将各种各样的多媒体技术充分用进来，包括压缩本身的一些工具、算法，

也包括图像合成、语音合成等技术。MPEG-4从其提出之日起就引起了人们的广

泛关注，虽然不是每个人都清楚它的具体目标，但却都对它寄予了很大的希望。

3



MPEG一4的最大创新在于赋予用户针对应用建立系统的能力，而不是仅仅使用面

向应用的固定标准。此外，MPEG-4将集成尽可能多的数据类型，例如自然和合

成的数据，以实现各种传输媒体都支持的内容交互的表达方法。借助于MPEG一4，

我们第一次有可能建立个性化的视听系统。

1．1．4 MPEG．7／21标准 ．

MPEG一7于1996年lO月开始研究，制定这个标准的主要目的，是为了解决

多媒体内容的检索问题。确切来讲，MPEG一7并不是一种压缩编码方法， 它并

不针对某个具体的应用，而是通过这个标准，MPEG希望对以各种形式存储的多

媒体结构有一个合理的描述，通过这个描述，用户可以方便地根据内容访问多

媒体信息。在MPEG-7体系下，用户可以更加自由地访问媒体。比如，用户可以

在众多的新闻节目中寻找自己关心的新闻，可以跳过不想看的内容而直接按自

己的意愿收看精彩的射门集锦；在互联网上，用户键入若干关键词就可以在网

上找到自己需要的克林顿的演讲、贝多芬的交响乐等；甚至用户只需出示一张

克林顿的照片或哼一首音乐的旋律，都可以找到自己所需要的多媒体材料。所

有这些，都取决于MPEG一7中对各种多媒体内容的描述。

MPEG在1999年10月的MPEG会议上提出了“多媒体框架”的概念，同年的

12月的MPEG会议确定了MPEG-21的正式名称是“多媒体框架"或“数字视听

框架"，它以将标准集成起来支持协调的技术以管理多媒体商务为目标，目的

为多媒体传输和使用定义一个标准化的、可互操作的和高度自动化的开放框架。

1．2 MPEG．2与VLSI设计

视频编解码器实现的结构可分为可编程结构和专用结构。可编程结构是指

设计使用一个执行指令的硬件核(一般为DSP或ARM)来实现解码的实现哺儿钊，

通过在硬件核上运行程序完成解码功能，适用范围广，能随不同的算法提供支

持，易于升级，缺点是电路规模的庞大和功耗的增加。专用结构一般是通过ASIC

的方法设计专用的处理芯片，其适用范围较窄，但因为其卓越的性能(如数据

处理效率较高，面积小和功耗低等)被越来越多的视频处理器所采用。所以随

着国际压缩标准的不断提出，许多VLSI厂商看到了视频编解码芯片在视听工

业、多媒体通信、广播等领域应用的广泛前景，纷纷开始了专用视频压缩和解

压缩芯片的开发工作，自1 990年7月C．CUBE公司开发出第一块JPEG专用芯

片、于1991年又推出将MPEG．1视频解码器CL450以来，这一领域的VLSI

设计在短短的十年问取得了长足的进步。

随着1994年MPEG．2标准的制定，VLSI设计又集中到了MPEG．2标准上

面，成为这十几年设计的主流，但其设计思想和方法却有着日新月异的变化。

其大致的发展过程【10】为，第一阶段：解码系统分别由视频解码、音频解码和系

统控制3个单独的芯片组合完成，以松下电气的MN67740芯片为例，它仅是

一块视频解码芯片，其内含音频／视频数据包、视频解码、视频接口、存储器接
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口等电路，主要功能是将输入的压缩数据解压为音频和视频数据信号，并只对

视频数据进行解码输出。这类芯片在早期的DVD机上应用极为广泛；第二阶

段：视频和音频解码在一块芯片上完成，系统控制由另一块芯片完成，整个

MPEG一2的系统解码由这两块芯片构成，这类芯片以LSI Logic公司的L64020

为代表，它于1998年推出，集成了两个独立的音视频解码器：音频解码器支持

ISO 13818．3两声道解码、杜比数字5．1声道和线性PCM音频数据流，视频解

码支持ISO 13818．2标准，解码分辨率可达到720*480／30fps，这类芯片主要也

是用在DVD上。第三阶段就是由一块芯片完成MPEG．2解码的全部功能，除

此之外，现在，其设计思路还向着功能多样化、更高集成度、软硬件合成设计

的方向发展。比如富士通08年12月推出的多路解码器芯片MB86H01就代表

了这种设计思想：
表卜3 MB86H01解码器的主要规格表

内部CPU ARC ARM7TDMI-S刑(202．5MHz)；

用于H．264视频解码

解码等级 MPEG一2视频：主要类@主要级(MP@ML)解码器

视频 H．264视频：主要类／level3．0解码器

ITU．R BT．656输入，数字RGB888输出，YCrCb模拟SD输出

解码支持 支持PAL／NTSC／SECAM格式

格式 MPEG-1／2 Layer I／II

音频 通道 2路通道

接口 L／R串行、12S、S／P．DIF

TS处理 MPEG．2 TS，3个输入流，内置DVB解扰器，3DES加密／解

密

DDR存储器接口 16bit DDR—SDRAM 135～【}王z，128Mbit--一512 Mbit SDRAM

FLASH存储器接口 支持串行闪存、NOR Flash、NAND Flash

USB USB2．0高速OTG控制器

外部输入／输出接口 UART、12C、Smart Card*2、Rx／Zx、PWM、GPIO

由表可知，芯片的主要特性有：

1．此芯片由两个MPEG．2解码器和一个H．264解码器构成，能够解码标清

MPEG．2和H．264格式，不仅能够处理西欧的MPEG．2的标清广播，还能支持

即将在东欧和俄罗斯实行的H．264格式标清广播，又能用于中国有限电视服务

中的交互式视频点播(VOD)。此外，两个MPEG．2解码器可同时处理2个视

频流，观众可同时观看两个节目。

2．芯片内嵌了202．5MHz的高性能ARC CPU，并支持必要的音频解码、接

受信号功能和屏幕显示功能，方便客户开发各式各样的应用。

3．小封装，实现了低功耗，是便携式设备和小尺寸的理想之选。该解码器

还集成了高速USB2．0 OTG控制器，极大的提高了与数码相机等外部设备的连

接性。

由于集成度不高，所以第一阶段所属的芯片几乎消失在主流的应用市场，由
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于市场的细分，第二类的产品还占有较大的应用市场，在更高集成度的产品上，

取而代之的是第三阶段的各类的芯片产品。随着技术的进步和新理论的出现，

芯片设计的实现方法越来越多样化，相信以后会有更多高效的MPEG·2解码芯

片出现。

1．3 MPEG．2的未来

MPEG．2标准颁布以来已有l 5年了，所以很多人称之为陈旧的MPEG一2，

相比较而言，人们更沉醉于MPEG．4或H．264带来的优点。尽管它们给我们带

来了一系列的变化，但在DVD和DTV领域，MPEG．2技术仍然有很强的生命

力。

虽然，新兴的AVC将在一些非传统的领域，例如移动手持设备和个人媒体

播放器开始兴起，显然AVC(H．264)正在创造一个更大的基于标准的数字视

频市场，但1 5年的大众市场积累使得基于MPEG．2的内容和基础设施巩固了

MPEG．2的地位。此外，DVD设备和数字电视接收器已经进入了家庭，所以尽

管大量的视频光盘和电视接收器支持AVC，但这些设备依然需要支持MPEG一2

以保证能够和已有的MPEG．2内容兼容。所以说，MPEG．2编解码器在未来10

年内会依然占据统治地位。

1．4主要工作及论文结构

本论文完成的主要工作有以下方面：

1．建立了MPEG．2视频解码的软件模型，并给予解析改写，和硬件设计的

结果作比较，以验证硬件解码结果的正确性。

2．实现了MPEG．2视频器的系统架构，并完成了大部模块的RTL级设计，

并予以仿真。

3．搭建了解码器RTL级的验证平台，实现系统的FPGA原型验证，最后完

成系统的逻辑综合，给出综合结果。

论文的结构安排如下：

第一章：绪论，介绍MPEG标准发展的历程和MPEG．2的VLSI设计史，并

概括整体论文结构。

第二章：MPEG．2的算法标准。本章对MPEG．2视频的编解码原理、解码的

关键算法做了详细的阐述。

第三章：MPEG．2视频解码的软件模型和硬件设计概述。本章利用C程序软

件为要设计的硬件解码器建立了完整的参考，以便更早的发现设计中的问题。

第四章：MPEG．2视频解码器的硬件实现。章实现MPEG．2视频解码器的

RTL级代码设计，并通过仿真。

第五章：解码器的验证和综合。对完成设计的解码器进行FPGA验证，然后

基于smic0．18工艺库完成逻辑综合。
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最后总结全文，并展望了进一步的工作方向。

1．5本章小结

本文首先介绍了国际上比较通用的MPEG压缩标准的发展过程，并对

MPEG．2标准做了相对详细的介绍，确定实现MPEG．2(MP@ML)视频解码器的

VLSI设计。接着介绍了用VLSI实现MPEG．2解码的发展过程和MPEG．2的

未来，最后概括了论文的结构，是整篇论文的起点。
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第二章MPEG．2的算法标准

2．1 MPEG．2解码原理

视频解码是从编码压缩码流中恢复视频对象的过程u剔。图2-1所示的是

MPEG．2的编解码算法模型。输入视频序列首先做预处理，判断是否需要运动

估计，它是指当前图像中象素块从参考帧中寻找最佳匹配块的过程，搜寻结果

采用运动向量表示。根据运动向量从参考帧中形成对应的预测块，得到一个两

维的矩阵预测采样值，将当前的图像减去预测值，剩余残值做离散余弦变换，

并对系数进行量化操作，量化后的数据做可变长编码，得到最终的压缩数据。

如果不需要运动估计，图像将做帧内编码类型的处理，依次做离散余弦变换、

量化和可变长编码，最后形成码流。

图2一l MPEG-2编解码算法框图

MPEG．2视频解码器是根据MPEG．2的视频解码算法对编码码流进行解码的

系统。实现算法的解码有多种实现形式，比如有软件实现的解码(在下一章做

详细介绍)，有使用ARM、DSP等处理器编程实现解码的方法，也有采用专用

视频解码器的方法，即设计出专用的硬件电路对码流进行解码。

在本文研究的设计中，就是实现对专用视频解码器的设计，其优点是可以完

全按照特定的算法进行解码，最大程度的和算法相匹配，从而获得最高的处理

速度，且功耗较低。本文的设计目标实现基于MP@ML层次的MPEG-2视频解

码器。

2．1．1 MPEG．2视频源数据的结构

编码的视频数据是由称作“层’’的比特流序列组成，通常这些视频比特流

可看作语法的等级体系，其中一个语法结构包含一个或更多的从属结构。例如，

结构“picture data()"包含一个或更多的语法结构“slice()"，而“slice()”又包
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含一个或更多有序的结构“macroblockO"。

编码的比特流中的最高语法结构就是视频序列。一个视频序列以一个序列

头开始，后面可选地跟着一组图像的头和一个或更多的编码帧。帧在编码比特

流中的顺序就是解码器处理它们的顺序，但并不一定就是显示顺序。视频序列

以一个sequence end code终止。在一个视频序列的不同地方，某一特定的编

码帧的前面可能会有一个重复的序列头或一组图像的头，或两者都有，具体的

语法结构如下表所示。
表2-1视频序列结构

video．·e勺讪e靠ee《)l 位敦

，，exl。Iltil．1'l。code()

a睡quenee，。]x,ader0

il(辨xtb‘协()_--emcmion。St|rt—code){

seqttenee—tnen蠡iI蛳f)

do{

tntten．1an，●硝。l协e，．幽l馕(O'

do l

西(r嘲ttbits()==llroup”start—code)(

group。硝一pjct格—埔一badI睇O

t姒cb“o啦。and。trice—dktltl)

}

p／ctu抻一h．derO

pktwr≈．．codir,墨，．extensimlO

张嘲"胁躺。●嘲。utcr．如ta(2)

pl“牡撑一data()

1while((nextINts()-．z,,,pktur#．start．∞妇)¨

(nextbits()一==Moup—stsrt．∞d謦))

毫f C瓣越酗体C)l一∞社翻滗。酬．code)|
}e神e略辨一h龃dm-O

-cq眦雠．excIens／o．O

》

}whih(nextbi惦C)j=seqtwnce．明畦一code)

，th蠢{

／。1SO／II配lli?'--2。／

I

搬quence。≈蹦。code 毒Z

}

MPEG．2的编码码流分为六个层次，如图2。2所示，从上至下依次为：视频

序列层(sequenee)，图组层(GOP-group ofpicture)，图像层(picture)，组块层

(slice)，宏块层(Macroblock)和块层(block)。除宏块层和块层，上面四层

中都有相应的起始码，它们可用于因误码或其他原因收发两端失步时，解码器

可以重新捕捉同步。

视频序列指构成某路视频节目的图像序列，一个视频码流可以由一个或多个
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序列组成。序列起始码后的序列头中包含了图像尺寸、象素宽高比、帧频、码

率、帧组数等信息，序列扩展中包含了一些附加数据。为保证能随时定位图像

序列，序列头是重复发送的。

序列层下是图组层，这一层的头信息用在一个编码I帧(后面介绍)的前面，

来向解码器指明在随机访问时，紧跟在编码I帧后面的第一个B帧是否能被正

确重构。实际上，如果不能得到前面的参考帧，那些B图就不能被正确重构，

除非它们仅使用后向预测。一个图组由相互间有预测和生成关系的一组I、P、

B图像构成，但头一帧图像总是I帧。图组头中包含了时间信息。

l图像序列头 图像组 图像组 阁像组 豳像组

I

图像组头 图像(I，P，B) 图像仉P。B)

图像头 宏块片 宏块片

宏块片头 宏块 宏块

j

o 1 4 5

8x8 8x8 8x8 0x8

2 3
Cb Cr

8x矗 8×3

Y

8×8

图2—2 MPEG-2视频流分层结构

图组层下是图像层，此层是图像编码的基本单元。分为I、P、B三类，包

含了帧类型、帧编号等信息。

图像层下是组块层，此层用作再同步单元。一个组块是一系列任意数目的宏

块，至少要包含一个宏块。组块的第一个和最后一个宏块必须在同一宏块水平

行。组块间不能重叠。组块按它们将要被遇到的顺序出现在比特流中，从图像

的左上角开始，按从左到右，从上到下光栅扫描顺序排列。

组块层下是宏块层。宏块包含一部分亮度分量和空间相关的色差分量。

MPEG．2中定义了三种宏块结构：4：2：O宏块、4：2：2宏块和4：4：4宏块，

分别代表构成一个宏块的亮度像块和色差像块的数量关系：4：2：O宏块中包

含四个亮度像块，一个Cb色差像块和一个Cr色差像块；4：2：2宏块中包含

四个亮度像块，二个Cb色差像块和二个Cr色差像块；4-4：4宏块中包含四

个亮度像块，四个Cb色差像块和四个Cr色差像块。这三种宏块结构实际上对

应了三种亮度和色度的抽样方式。

宏块层下是块层，它是MPEG．2视频码流的最低层，是DCT变换的基本单

元。MP@ML中一个块是基于8×8个抽样值构成，同一个块内的抽样值必须全

部都是Y／Cb／Cr信号样值。另外，块也应用于表示8×8个抽样值经DCT变换

后所生成的示8x 8个DCT系数。
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因困园田圈囝圈圈圈
Y Cb Cr Y Cb Cr Y Cb Cr

4-2：0 4-2：2 4：4：4

图2—3三种不同宏块结构图

2．1．2帧类型

MPEG．2视频压缩的原理是利用了图像中的两种特性：空间相关性和时间相

关性，这两种相关性使得图像中存在大量的冗余信息。为了能够去掉图像中的

冗余信息，MPEG．2定义了三种编码帧类型，分别是I帧、P帧和B帧。

三种帧采用不同的编码原则：I帧采用帧内编码方式，其帧中所有宏块的编

码方式都是帧内编码(intra模式，表示数据的编码跟其他帧图像的数据无关)。P

帧和B帧采用帧间预测方式，P帧图像采用前向时间预测，一部分宏块是帧间

编码(帧间模式，表示宏块内的编码数据和参考帧的数据有关)，另一部分是帧

内编码，具体的编码方式由运动搜索的结果决定。B帧图像采用双向时间预测，

宏块的编码方式只有帧间模式。

图2—4 MPEG一2帧类型和预测方式

下面来介绍三种帧图像的主要特点。

I帧：

·一个完整的帧内压缩编码帧，解码时仅用I帧的数据就可重构完整图像。

·I帧描述了图像背景和运动主题的详情。

·I帧不需要参考其他画面生成，不需要考虑运动矢量。

·是P帧和B帧的参考帧，其质量直接影响到同组中以后各帧的解码质量。

·是图组GOP的基础帧，每个图组的第一帧必须是I帧。

·所占据的数据信息量在三种帧类型中是最大的。

P帧：

·P帧属于前向预测的帧间编码，只参考前面靠近它的I帧或P帧。

·采用运动补偿的方法传送它与前面的I／P帧的差值及运动向量，解码时必须

将参考帧的预测值与预测误差求和后才能重构完整的P帧图像。

·P帧可以是后面P帧的参考帧，也可以是其前后B帧的参考帧。

·由于P帧可能用作参考帧，所以它可能造成解码错误的扩散。



B帧：

·双向预测编码帧，可有前面的I／P帧和后面的P帧来进行预测。

毋帧传送的是它与前面的I或P帧和后面的P帧之间的预测误差及运动矢量。

·B帧压缩比最高，因为它只反映两参考帧间运动主体的变化情况，所以预测

比较准确。

·由于不是参考帧，不会造成解码错误的扩散。

2．1．3帧排序规则

．上面已经提到，B帧是双向预测。在这种前提下，当编码帧队列中有B帧

时，就要对视频序列进行重新排序，排序过程遵循以下规则：

·如果编码序列中的当前帧是第一个I帧，则立即编码。

·如果编码序列中的当前帧是B帧，则暂存该帧，先对该B帧的前后参考帧编

码，这里的参考帧是指I帧或P帧。

·编码序列中的P帧遵循第二条规则排序。

下面是一个带B帧的编码序列重新排序的例子，在这个例子中两个P帧或

者一个I帧与一个P帧中存在两个B帧。按照排序规则，排序过程如下：
在编码器输入：

1 2 3 4 5 6 7 8 9 10 11 12 13

I B B P B B P B B I B B P

在解码器输入：
1 4 2 3 7 5 6 10 8 9 13 11 12

I P B B P B B I B B P B B

在解码器输出：
l 2 3 4 5 6 7 8 9 10 11 12 13

连续的编码B帧的数目是可变的，在顺序的编码P帧(或编码I帧和P帧之

间)可能不出现B帧。每组的B帧在比特流中的顺序就是它们在解码输出端显

示的顺序。如果序列中不包含编码I帧，则在序列的开始处、在序列中需要随

即访问和错误复原的地方，都应特别注意。

2．2 MPEG．2的关键技术

概括的说，MPEG．2图像压缩的原理是利用了图像中的两种特性：空间相关

性和时间相关性。一帧图像内的任何一个场景都是由若干象素点构成的，因此

一个象素通常与它周围的某些象素在亮度和色度上存在一定的关系，这种关系

叫做空间相关性；一个节目中的一个情节常常由若干帧连续图像组成的图像序

列构成，一个图像序列中前后帧图像间也存在一定的关系，这种关系叫做时间

相关性。这两种相关性使得图像中存在大量的冗余信息，如果我们能够将这些

冗余信息去除，只保留少量非相关性信息进行传输，就可以大大节省传输频带。

而解码器利用这些非相关信息，按照一定的解码算法，就可以在保证一定的图

像质量的前提下恢复原始图像。一个好的压缩编码方案就是能够最大限度地去
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除图像中地冗余信息，而一个好的解码算法就是尽可能的还原编码前的原始图

象，MPEG．2的一些关键技术如下：

2．2．1离散余弦变换(DCT)

因为静态图像和预测误差信号两者具有非常高的空间冗余度，压缩系统的

第一步工作就是识别存在于视频信号的每帧每场中的空间冗余，为降低空间冗

余，最广泛是采用频域分解技术即DCT。它将图像信息块转换成代表不同频率

分量的系数集，这是一个无损、可逆的数学过程。

由于视频图像的自然属性，DCT变换经常使得代表高空间频率的DCT系数

数值很小。类似的，由于人类视觉分辨特点，。许多较高空间频率的数值可以很

粗糙地定义(就是用较少地bit来表示)或完全不用，也不会明显地影响解码

图像的质量。所以经DCT变化后，大部分信号能量集中在少数几个系数上，这

就使得只编码少数系数而不严重影响图像质量成为可能，也为下面的量化运算

打下了基础。

由于大多数图像的高频分量较小，相应于图像高频分量的系数经常为零，加

上人眼对高频成分的失真不太敏感，所以可用更粗的量化。因此，在视频信号

数字处理时，可根据频谱因素分配比特数：对包含信息量大的低频谱区域分配

较多的比特数，对包含信息量低的高频谱区域分配较少的比特数，而图像质量

并没有造成可察觉的损伤，达到码率压缩的目的。虽然到达解码器后通过反离

散余弦变换回到样值，虽然会有一定的失真，但人眼是可以接受的。

DCT的进行是以像素块为基本单位的，可以是基于宏块的，也可以是基于

亮度块或色度块的。在MPEG．2中DCT以8x8的象素块为单位进行，生成的

是8x8的DCT系数数据块。公式2-1是IDCT的计算公式：

f(x,y)=专车c(妒(咿(Ⅲ)c。s百(2x+1)urr COS百(2y+1)wr(2-1)
其中，

c(w)：；，当w--O c(奶=l，当w=1，2，··7
。

√2

对所有的x，Y值，f(x，Y)的值限于--256≤九纠【x】≤255。DCT虽然不能直

接对图像产生压缩作用，但对图像的能量具有很好的集中效果，为压缩打下了

很好的基础。

2．2．2量化器

原图像经过DCT变换所得到的频率系数呈现出这样的特点：大部分系数为

零或接近与于零，低频系数较大，高频系数较小。为了提高编码效率，需要对

变换后的系数进行量化，一方面可以增加零系数的个数，另一方面可以减小非

零系数的表示范围。量化过程就是以某个量化步长去除DCT系数。量化步长的
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大小称为量化精度，量化步长越小，量化精度就越细，包含的信息越多，但所

需的传输频带越高。不同的DCT变换系数对人类视觉感应的重要性是不同的，

因此编码器根据视觉感应准则，对一个8x8的DCT变换块中的64个DCT变换

系数采用不同的量化精度，以保证既尽可能多地包含特定的DCT空间频率信

息，又使量化精度不超过需要。DCT变换系数中，低频系数对视觉感应的重要

性较高，因此分配的量化精度较细；高频系数对视觉感应的重要性较低，分配

的量化精度较粗。

量化是压缩算法中产生失真的根源，量化器设计的好坏直接影响到重建图像

的性能，解码过程中反量化的运算如图2-5所示。

图2—5反量化过程

图2-5中QF[v][u】为量化的DCT系数，F【v】[u】为重构的DCT系数，

quant_scale—code为量化标尺，W[w】【v】【u】为量化权矩阵。系数的两维数组

QF【v】[u】被反量化而重构DCT系数。这一过程的实质是以量化器步长为倍数的

乘法运算，在适当的反量化算法之后，结果系数F”【v】[u】被饱和化而生成

F’[v】【u】，之后执行一个解谐控制操作来给出最终的重构DCT系数F[V儿u】。

对于反量化所有系数来说，分为两种情况：

1．内部DC(直流)系数，内部编码块的DC系数以一种不同于其他系数

的方法进行反量化。方法之一是与一个常数(由intra dc precision直流精度系

数决定)相乘，如公式2．2所示：

F"[0】【0】=intra—dc—mult幸QF[0】[0】 (2-2)

2．其他系数：与量化器比例因子和加权矩阵相乘，量化器比例因子由

quant—scale type(决定是线性量化还是非线性量化)和quant_scale—code共同

决定。用到了两种加权矩阵：用户自定义矩阵和缺省矩阵。如公式2—3所示：

F”[V】【u】=((2 QF[v】【u】+k)母W奉quant_scale)／32 (2—3)

f 0 内部块
K= {
L Sign(QF[v][u]非内部块

从反量化算法中得到的结果系数被饱和化在[-2048：2047]的范围内，这就是饱和化

算法，如公式2—4所示：
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r⋯=昏
F”【v】【u】>／2047

．2048≤F”[v】【u】≤2047 (2-4)

F”【v】[u】<一2048

解谐控制由以下等价的过程实现。首先，块中所有的这些重构的、饱和化的

F’[v儿u】被求和，然后检测这个值为奇还是偶。如果和为偶，则要对系数F【7】【7】

进行调整修改。如公式2．5所示：

墨甜肘=∑∑F’川【引

f F【V】【u】=F’[V】[u】

．J，-F’【7】【7】$unl为奇 、

F【7】【7】=l J F’【7】【7】一l 如果F’【7】【7】为奇 L sum为偶 (2-5)
L LF’【7】[7】+l 如果F’【7】[7】为偶J

2．2．3之型扫描与游程编码

DCT变换产生的是一个8x8的二维数组，为进行传输，还须将其转换为一维

排列方式。有两种二维到一维的转换方式，或称扫描方式：之型扫描(Zig-Zag)

和交替扫描，其中之型扫描是最常用的一种。由于经量化后，大多数非零DCT

系数集中于8x8二维矩阵的左上角，即低频分量区，之型扫描后，这些非零

DCT系数就集中于一维排列数组的前部，后面跟着长串的量化为零的DCT系

数，这些就为游程编码创造了条件。Zig-zag扫描的定义和交替扫描的定义分

别如图2—6所示：

图2—6反扫描的方式

在MPEG一2标准的变长码部分除了使用huffman编码之外，还使用了游程长

度编码(Run Length Encoding)。游程编码中，只有非零系数被编码。一个非零

系数的编码由两部分组成：前一部分表示非零系数前的连续零系数的数量(称为

游程)，后一部分是非零系数。这样就把之型扫描的优点体现出来了，因为之型

扫描在大多数情况下出现连续零的机会比较多，游程编码的效率就比较高。当

一维序列中的后部剩余的DCT系数都为零时，只要用一个“块结束”标志

(EOB)来指示，就可结束这一8x8变换块的编码，产生的压缩效果是非常明显

的。
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2．2．4熵编码

量化仅生成了DCT系数的一种有效的离散表示，实际传输前，还须对其进

行比特流编码，产生用于传输的数字比特流。简单的编码方法是采用定长码，

即每个量化值以同样数目的比特表示，但这种方法的效率较低。而采用熵编码

可以提高编码效率。熵编码是基于编码信号的统计特性，使得平均比特率下降。

游程和非零系数既可独立的，也可联合的作熵编码。

熵编码中使用较多的一种是霍夫曼编码，MPEG．2视频压缩系统中采用的就

是霍夫曼编码。霍夫曼编码中，在确定了所有编码信号的概率后生产一个码表，

对经常发生的大概率信号分配较少的比特表示，对不常发生的小概率信号分配

较多的比特表示，使得整个码流的平均长度趋于最短。具体实现霍夫曼编码的

基本步骤如下：

(1)将信源符号出项的概率由大到小排列。

(2)将两处最小的概率进行组合相加，形成一个新概率：并按第一步的方法

重排，将如此重复进行直到只有两个概率为止。

(3)分配码字，码字分配从最后一步开始反向进行，对最后两个概念一个赋

予‘O’码字，一个赋予‘1’码字。如此反向进行到开始的概率排列，在此过

程中，如果概率不变采用原码字。

X7 0．02

X8 O．01

图2—7 Huffman编码

按照上述步骤，可以得出各字符的编码码字，Xl：l；X2：00；X3：01l：

X4：01 01；X5：0100l；X6：01000；X7：01 0001 0；X8：01 0001 1。由此可以

计算出平均码长为：

(1母O．38)+(2水0．36)+(3牛0．1 O)+(4毒0．06)+(5母0．04)+(6宰0．03)+(7·0．02)+(8枣0．01)22．23

。码长缩小3．2．23--．,-0．77，节省了26％的存储空间。

2．2．5运动估计

运动估计使用于帧间编码方式时，通过参考帧图像产生对被压缩图像的估

计，即求出从上一帧到当前帧的方向和象素的运动向量。运动估计的准确程度

对帧间编码的压缩效果非常重要，如果估计作的好，那么被压缩图像与估计图
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像相减后只留下很小的值用于传输。运动估计以宏块为单位进行，计算被压缩

图像与参考图像的对应位置上的宏块间的位置偏移。这种位置偏移是以运动矢

量来描述的，一个运动矢量代表水平和垂直两个方向上的位移。运动估计时，

P帧和B帧图像所使用的参考帧图像是不同的。P帧图像使用前面最近解码的I

帧或P帧作参考图像，称为前向预测；而B帧图像使用两帧图像作为预测参考，

称为双向预测，其中一个参考帧在显示顺序上先于编码帧(前向预测)，另一帧

在显示顺序上晚于编码帧(后向预测)，B帧的参考帧在任何情况下都是I帧或P

帧。

运动估计算法可以归为两类：第一类称为块匹配算法，这个算法假定一个图

像块中的所有象素做同一运动，所以运动估计可以基于一定的误差从前一帧中

寻找到最相似的子块，从而得到最佳位移向量。另一类算法是递归算法，如果

连续帧中，象素数据的变化是因为物体的位移引起的，算法就会在梯度方向做

叠代运算，使连续的运算最后收敛于某个运动估计向量。虽然块匹配算法存在

缺点，即图像被分解成互相独立编码的数据块，做DCT变换时产生方块效应。

但因块匹配算法简单，位移跟踪能力强，且易于大规模集成实现，所以得到了

广泛应用。

在块匹配算法中，每帧图像被分成二维的N*N象素的子块，在MPEG-2标准

中，一般以宏块作为基本的的子块(为16 X 16象素)，假设每个子块内的象素

都作相同的平移运动，当前帧的N*N子块在参考帧对应的子块相邻区域内搜索

与之最匹配的块，当前子块与匹配块在二维平面上的位移即为运动故估计得到

的运动向量，如图2．8所示。

图2_8运动估计与运动向量的几何关系

运动估计算法的研究从两方面着手：快速搜索算法和块匹配准则。

块匹配的准则决定何时找到最佳匹配块，从而终止搜索进程。传统的准则主

要有均方误差准,贝lJ(MSE)、绝对平均误差准贝U(MAE)、互相关函数(CCF)、最大

误差最小函数(MME)等。其中，MME匹配函数过于简单，没有充分利用匹配

块所包含的特征信息，使得运动估计的精度大大降低；CCF匹配函数的计算过

于复杂；与MSE相比较，MAE匹配函数的计算量相对较小，而效果却与MSE

相近，因而得到广泛应用。绝对平均误差准,贝lJ(MAE)的表达公式为：
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MAE(i，／)=丽1∑∑l C(x+i，y+j)-R(x+i+l，y+j+1)l (2-6)
』'0 0

有了匹配准则，剩下的问题就是寻找最优匹配块的搜索方法。最简单的搜索

法是全搜索法，它穷尽参考帧搜索窗内所有可能的点进行比较，因此，一般来

说，它的精度最高，但其计算量较其他方法过于庞大，限制了其应用的范围。

而三步搜索由于简单、健壮和性能良好的特点，为设计人员所重视。此算法的

基本思想是采用一种由粗到细的搜索方式，从原点开始，按一定的步长取周围

8个点构成每次搜索的点群，然后进行匹配计算，跟踪最小误差的点。然后缩

短步长，重复上述操作，连续三次即可完成。

此外，还有其他的快速算法，如共轭方向搜索法、交叉搜索法、新三步搜

索法等，这里就不详细介绍了。

2．2．6运动补偿

运动估计和运动补偿是紧密联系的，可以说，运动补偿实际上就是运动估

计的逆过程，运动补偿假定：当前帧中的图像块是参考帧的图像块的某种平移，

这就为使用预测和内插提供了机会。其基本原理可简述如下：当编码器对图像

序列中的第N帧进行运动估计，得到第N帧的预测帧Ⅳ’。在实际编码传输时，

并不总是传输第N帧，而是第N帧和其预测帧Ⅳ‘的差值△N，如果运动估计十

分有效，AN值的分布概率基本上在零的附近，这样需传输的比特数就大为减

少，这就是运动补偿技术能够去除信源中的时间冗余的本质所在。概括来说，

它就是利用运动估计算出的运动矢量，将参考帧图像中的宏块移至水平和垂直

方向上的对应位置，即可生成对被压缩图像的预测。在绝大多数的自然场景中

运动都是有序的，因此这种运动补偿生成的预测图像与被压缩图像的差分值是

很小的。

I 4

+D)／2

图2—9半象素插值

MPEG．2标准采用半象素运动补偿策略，显著提高了图像质量。半象素值通

过双线性内插法(取周围最近的整象素值)得到，如图2．9所示，在运动矢量搜

索之前需要对宏块数据进行插值操作。由于色度分辨率要求不高，在运动搜索

时，只对亮度进行操作。按照取周围最近的半象素位置的原则，不同色度块的

运动矢量由运动矢量的值除以二得到。
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对于MPEG．2中的B帧，还有双向插值模式，即B帧的前向参考帧和后向参

考帧之间进行插值。具体插值方法就是将前向参考帧和后向参考帧的插值结果

A、half-pell、half-pel2、half-pel3再进行求平均运算。

2．3本章小节

本章先对视频编解码器所经常用到的技术做了一些原理方面的介绍，接下

来介绍视频编解码器系统的一般组成和现有的视频标准，最后对MPEG一2视频

解码器中的一些关键技术进行了讨论。在本章的基础上，在下一章对解码器的

软件模型进行分析并提取其中的算法。
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第三章MPEG．2视频软件算法和硬件设计概述

3．1概述

在MPEG．2视频解码的硬件设计中，对模块进行RTL级语言描述时，若要

保证MPEG．2视频解码每一步骤如：huffman、IQ、IDCT等的正确性，需要用

到参考软件验证来实现。它实际上就是用纯软件实现用硬件实现的目标，而又

由于软件使用的普遍性和广泛性，它的获得比较容易。所以对硬件设计来说，

它是一个很好的参考。

图3一l参考软件作用

如图中所示，当我们硬件设计完成时，要检测其模块功能是否正确，所以要

和参考软件的结果进行比对，若结果一致，则代表硬件设计正确。比如，IDCT

模块设计完成后，拿模块的64个输出数据和参考软件的IDCT运算结果进行比

较，若两者结果一致，则表示硬件模块设计的功能正确，若不一致，则需返回

硬件模块，找出错误的原因，修改硬件的设计，直至结果完全相同。

MPEG．2标准的发布已经有相当长的时间，对MPEG．2标准的研究也取得了

很好的进展。在众多研究的组织及团体中，各有自己的解码算法。在本次设计

中，采用的是www．MPEG．org的开放MPEG．2解码算法作为参考模型的算法，

相对于其他组织的视频解码代码而言，此模型有较为完整的视频解码算法，且

算法在结构上较为清晰，对于各个函数的功能实现也有较为全面的注解，所以

说，此参考软件的原始代码具有很强的可读性，这对我们的理解和应用都有很

大的方便。此外，此代码在功能上也较为完善，对于各种不同采样结构的编码

方案均有简洁有效的解码过程。

整个参考软件的代码中包含各个层次分级的解码方法，由于各个分级的解码

方式相同，且基于目前最通用的4：2：0的样本结构，本次设计采用本结构的

数据流进行解码分析。

3．2参考软件的控制实现

软件中的算法依功能划分，解码系统由9大功能性模块组成，依数据流的流

向排列为：取数据及数据调整(getbits)；解序列数据(gethdr)解图象组(getpie)；

解变长码参数(getvlc)；解块变长码(getblk)；反离散余弦变换(IDCT)；解

运动向量(motion)；图像预测补偿(recoil)，显示(display)。
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另外，还需要其他模块来协调功能性模块的工作，即功能控制(mpe92dee)、

空域分级控制(spatscal)、存储(store)、帧数据缓冲控制(subspic)和系统控

制(systems)，

因为编码码流数据的结构是按层组成，所以其解码过程就可以分成是各个

不同层数据的解码，这就形成了解码系统的解码方式，MPEG．2视频解码码系

统的控制流程具体实现过程图3．2所示。

图3—2软件解码流程

要实现图中描述的解码过程，软件程序必须包含实现这些功能的函数，本章

内容只介绍实现图像解码的主体函数之间的关系，其余的就不详细介绍了【l引。

顶层解码函数之间的关系如图3．3所示，其中Option initialize()，

Initialize Buffer 0，Initialize Decoder()是对整个软件的初始化工作。

Decode Bitetream0函数为整个解码系统的主体解码函数。Headers()为解序

列头函数；video sequence()为主体解图像函数，这两个函数的循环执行就可解
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码一个图像。video—sequenceO中除了初始化之外，函数Decode—PictureO为图像

解码的主体部分。

厂
main_<

L

Option_initializeO

InitializeBuffer0

Inifialize_DecoderO

Decode_Bite

图3-3主程序软件结构图

在上图中的headers()i函数主要实现到slice层之前的序列数据解码，主要在

gethdr．c程序中完成。图中的Decode—Picture()函数在程序getpic．C中实现，其

解码的具体结构如图3．4所示。

UpdatePictureBuffersO

Decode—Picture弋Picture__dataO

Frame_reorderO

图3-49etpie的解码结构．

其中，Update Picture Buffers()函数和frame reorder()函数的功能主要是

基于I、P、B图像的重排工作，在第二章，我们已知道数据流中的图像数据和

解码后的显示数据不同，需要进行重排，此外，frame reorder还进行解码数据

存储和显示工作。而Picture data()是getpic程序中的主体解码函数，一个picture

由若干个slice组成，picture是否解码结束，由解完的slice的结果决定。一个

slice中又含有若干个宏块(MB)，所以slice函数中又包含如下函数：

start of slice()函数进行slice的头参数解码，Get macroblock address increment()

函数决定是否存在跳跃的宏块，decode macroblockO函数执行对宏块的解码，

motion compensation()进行运动预测补偿。这三个函数每次执行一个宏块的解

码，反复执行，直到解完一个slice层中所有的宏块。decode macroblockO函数

为宏块解码的主体函数，其结构图如图3．5所示。
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f Get_．macroblock_typeO
f macroblock modes 1 motion_type

。eco．de_．maer。b．。。k。{^嗄。。；。也Je。。。，。
L dcL锣pe

l Get_．co血d-bIock_pa恤m0 厂Get_L啪a—DC—dct diffO

乜ecode_悯G2(Non)Intra-Block乞邸h⋯帅刚州；仃。
图3-5宏块解码结构图

图中，函数macroblock modes()用于解出宏块解码所需要的参数，包括：

macroblock_type(宏块类型，其值包含：maeroblock—intra表示内部宏块，

macrobloek—motion—backward表示补偿的后向预测，macroblock—motion—forward

表示补偿的前向预测)。motion_type表示预测补偿方式，MC—FIELD表示场预

测，mc frame表示帧预测，MC 16X8表示I6×8预测类型，仅用于场图，

MC DMV表示双基预测类型，仅适用于在参考图与被参考图之间没有B图的P

图。这些参数中，macroblock_type在变长解码时用到，motion_type在运动补

偿时用到，dct type在IDCT时用到。

函数motion vectors()是运动向量解码的主体函数，在这个函数中，解出PMV

向量，用于运动预测和补偿。

Get_coded_block_pattern0得到参数coded_block_pattern，用于变长解码。

Decode MPEG2(non)Intra 表 示 了 两 个 函 数 ：．Block()

．Decode MPEG2 Intra Block()函数和Decode MPEG2 Non Intra Block()函数，

针对不同的宏块类型，选用不同的函数。之前得到的参数coded_block_pattern

在这个过程中被用到。针对4：2：0的采样结构，对于内部编码的宏块，有4

个亮度块和两个色度块需要解码，也就是说Decode—MPEG2一Intra—Block函数
要被调用6次，每次针对不同的块进行解码，得到反余弦变换所需的系数。与

此同时，反扫描操作也在其中完成。函数Decode—MPEG2一Non—Intra—Block针
对非内部宏块进行变长码的解码。

解码算法的最后一步是motion compensation()执行的，它执行了运动补偿和

图像重构的操作，具体的结构如图3-6所示。

l Form_prediction啦一orm_component_prediction
f帅red．ct-删0帅删hm哦。
J l

motion．compensation气SaturateO ▲I

bReferen。c。e的IDCTo瓢一吣LAdd．-BIocI‘0 ㈠



函数form 完成了整个宏块的运动预测和补偿两部分的工作，其_predictions()

中包含子函数form_prediction0和Dual—Prime—Arithmetic()。每次执行

form_predictions0 数，子函数forlIl-componenUrediction()被调用三次，分别
对亮度块和两个色度块进行补偿预测。

函数Saturate()对反量化的重构结果进行保和化。Reference—IDCT()和

Fast IDCT0是两种进行反离散余弦变换的函数，作用相同而方法不同，求得的

结果相差无几，对实际解码得到的图像几乎没有影响。实际解码时，根据参数

Refernce IDCT Flag在这两种方法中选择其一。最后的Add_Block0函数对预

测值和IDCT的结果进行饱和加。这三个函数都是对一个8×8的块进行操作的，

针对4：2：O的采样格式，每个宏块需要执行这组函数6次。

3．3算法的具体实现

在上一节中，根据已有的软件，总结了整个解码系统的函数结构，并剖析出

其中实现解码功能的主要函数之间的调用关系，在这一节里，提取函数实现的

算法并给与分析。

3．3．1头信息解码

这部分固定长数据的头信息主要调用get_hdrOfit数来实现。它的主要功能

就是从输入流中解码头部信息，直到发现序列结束码或者图像开始码。其解码

过程如表3．1所示。
表3—1头信息解码伪码表

#deFine SEQUENCE_HEADER—．CODE gxlB3

#deFine SEQUEHCE—．ERROR——CODE OxlB4

#deFine EXTEHSIOH_START—．CODE OXlB5

#deFine SEQUEHCE_EBD—．CODE OxlB7

#deFine GROUP—．START—．CODE OXlB8

读入数据
if(箍△数据：：I争E坚uEHCE—HEADER—CODE)then

‘雾裂霸蠢蒸耨解码
eXse if(输入数据--GROUP START_CODE)then

‘铲晨曩蕹蒸耨解码
’

else ifc输入数据=-eICTURE—START—CODE)then

‘铲虞曩蕹蒸藕解码
>

else．iff箍入数据一USER_DATA_START_CODE)then
用户数据解码

exs．if(输入数据 一

例_e频解码结束==SEQUEHCE_EHD
CODE)then

从表3．1中，我们清晰得出数据逐层解码的解码方式，但除了各层数据解码



之外，数据码流中还包括各种各样地扩展数据，这些数据一些用来表明图像编

码地特征，而一些数据则用在视频解码运算中。扩展数据地解码伪码如表3-2

所示。

一般来说，函数是循环调用的，所以会解析sequence—header，GOP—header，

直到picture 。 同时在头信息的解码过程中， 包括了对

一 一_head—erextension
and user data的解析。

表3—2扩展信息解码伪码表

#deFine

#deFine

gdeFine

#deFlne

gdeFlne

#deFine

#deFine

#deFine

SEQUENCE EXTENSl0H IU 1

SEQUEHCE D1：SPLAY EXTEHSIOH-ID 2

QUAHT HATRIX EXTEHSION I．D
H_ 3SEQUENCESCALNBLE EXTENS 10 ID 5

PICTURE DISPLAY EXTEHSl0H-ID 7

PICTURE CODIHG EXTEHSl0H-ID 墨

PICTURE SPATIAL SCALABLE 9

PICTURE TEMPORAL SCALABLE EXTEHSl0H_ID 10

next start—code(’ ／／狄¨寻效瑁 ．

t Ffnext start code==SEQUENCE EXTEHS!ON XP)then]

el序se列i扩F(展ne解xt码 一
。。 ，_start—code--SEQUENCE DISPLAY_EXTEHSIOH_ID)then

el序se列i显F(示ne扩xt展解码一 一 一_startcode==QUNNT HATRIX EXTEHSIOH_ID)then--———。

el量se化i矩F(阵ne扩xt展解码一 一 一 )_startcode SEQUEHCE SCRLABLE_EXTENSIoN_ID
then

一 一 一
)

el序se列i瓮f级ne扩xt展解码一 一 一 一．
H_ 一一_startcode PICTURE DISPLAY EXTENSIO IP)thelli( 一

==
一 一

H_

图像显示ne扩xt呈s解ta码rt一 }=-PIClelseiF(next Start code PICTURE—CODING—EXTEHSIOH．_ID)then， 一 一 一
tnen

图像袈码扩展解码de ：Lelseif next start T sI。H-I。，then_code--pICTURE_SPATIRL_SCRLRBLE EX EN( 一
l sIuH-l口J u唧

图像i时f 4elseif(域ne扩xt展解码一 H-ID)_startcode==PICTURE_CODING_EXTEHSIO then
一

H-ID)

图像至域孑厂展群埘
else

3．3．2可变长解码

MPEG．2视频数据编码采用的是哈夫曼编码，达到可变字长的最佳编码。在

第二章中，我们已经证明，在非均匀符号概率分布的情况下，变长编码总的编

码效率要高于等字长编码。此外它的另一优点是，它是一种信息保持型编码，

即编解码过程并不引起信息量的损失，因为它的符号和码字之间是唯一对应的。

目前国内外文献中，对哈夫曼解码采用的常用技术有：二元树搜索法
【14】【15】【l 61、直接表对应法【1 71、分类群组搜寻法【18]D9】等。最为传统的哈夫曼解码

算法就是二元树搜索法，它是逐位读入数据，然后判断是否存在此码长的码字，

如果没有则继续读入一位数据来判断，直到找到正确的码字进行解码。此方法

最节省存储空间，但解码效率低下，如果一个码长的字长12bits的话，则需要

的搜索的次数最少也需要12次，这对软件解码来说消耗过多的指令周期，对硬

件解码来说耗用过多的时钟周期，所以这种方法的应用场合越来越少。直接表

对应法从存储器中查询匹配的字，这种方法的优点是是解码速度快，但需要的



存储空间是最大的(如果最长码字长为k，则存储空间为2。)，现在在这种方法

的基础上也衍生出其他改进的方法【20l。分类群组搜寻法是二元树搜寻法和直接

表对应法的结合，它将查找表划分为几组子表，这样存储空间效率有了较大的

改善同时也能获得较快的解码速度。

软件里采用的是CHT(Canonical Huffman Table)法【21】【2”，这种方法利用

了解码码表的数据规律：一是具有相同码长的码字是连续增长的；二是对于码

长相连的两个码字集合中的码字存在一定的过渡规律，码长小的码字集合中最

大的码字加1后，再在末尾补充若干个0以达到下一个码字集合的位数，这样

形成的码字构成了下一个码字集合中的最小码字。利用以上的特点，本算法对

查找表进行了重新构造，将码字按字长从小到大排列，根据码长的不同，分化

不同的码字集合。为了解码的需要，在集合中还要额外存储一些信息，比如码

字的长度等数据。这种算法具有很好的解码性能(存储器利用率高，实现简单

等)，所以在很多哈夫曼模块的硬件设计中也采取这种方法。

在MPEG．2视频标准里，哈夫曼解码包括宏块寻址、宏块类型、宏块模式、

运动向量、DC系数和AC系数，其中，AC系数的编码还用到了游程编码。因

为它们解码的原理和算法大都一样，所以我们在这里，以内部块的DC系数解

码为例，解释软件设计的可变长解码的具体实现方法。在码流中，内部亮度块

的编码方式如表3．3所示。
表3—3亮度块DC系数的变长编码

变长码 dct—．de．—size——luminance

100 O

00 l

0l 2

101 3

110 4

1110 5

111l O 6

1111 10 7

1111 110 8

1lll 11lO 9

11 11 11 1 l 0 10

111l 111l 10 11

在软件程序中，它把表3．3细分成2个码字集合：Clumtab0和DClumtabl。

这两个集合的数据如表3．4所示。表中大括号里的第一个数据就是Huffman解

码的值，第二个数据是表明解码的数据占用的比特数。因为按CHT法把数据划

分成两个集合，为了解码的方便，又在集合里加了冗余数据。

当程序进行DC系数解码时，先从码流中取出5位数进行判断，若这个值小

于31，则用表DClumtab0来进行运算操作。若对应表中的3位有效数据的话，



则低两位无用，而且这两位数据还有“OO”，“01’’，“lO"，“11"四种情况，所

以在集合中<O，3}数据存了四次。其他冗余数据出现的原因都一样。

若取出的5位数据大于31，则编码的数据长度大于5，则程序直接取9位

判断，因为此时待解码的数据高5位均为“1111 l"，所以取低4位数据进行查

表判断。因为4位数据共存在16中情况，所以表DClumtabl的深度为16。
表3_4亮度块DC系数表

，-dot dc size luminance，codes

static OLCtab DClumtab n【32】I

{{1。2>，．(1．2>。<1．2}，{1。

<2，2}，．(2。2)-，{2，2>，{2。

{日，3>，{口．3>，{n，3>，{口，

．(|．，3}，．【J．。3>．{上l，3>。{4，

}；

OOxxx⋯1111日-，

2}

2>

3>

3>

．(1．2}

{2，2>
{3，3>

{5．1l’

．【1

．(2

{3

{5

2’

2}

8}

J．}

{1

．(2

{3

．(6

2}

2’

3'

5>

，-dct-dc—size—luminance，codes 111119xxx⋯111111111·／
static ULCtab DCZumtabl E 16】=
{<7，6}，{7，6’，{7，6>。{7，6>。{7，6>．．(7，6}，{7，6}。{7，6)，

{8，7>。{8，7}．{8．7’，{8．7>，<9。8>。．(9，8}，．(1日。9)-，{11，9>

>；

上面介绍了内部块的DC系数解码的软件实现，其余的如色度块DC系数、

AC系数等的解码同上述的方法一样，只存在计算复杂度的不同，这里就不再

详细介绍了。

3．3．3反扫描＆反量化

在软件程序中，先判断块的类型(一般来说，I帧图像里所有的块都为内
表3-5块数据解码和反量化伪码

if(

{
decode DC C0effiCientS

Dc系数地反量化
decode冉C coPfficiPnts

，*AC系数反量化地重构鼍，
‘j
t
scan[1dl一>alte．-nate—scan】【i】；

ual I‘ual·ldl一>quantizer—scale E-qmat[j】)>>卑；
bp[i】=sign?一ual：ual；
}

Saturate() ／／饱和化和解谐控制
’

else

{
if‘非内部块解码)

decode DC COefficientS

DC系数地反量化
decode nC coefficients

，量AC系数反量化地重构-，l
{j=scan[Zdl一>alternate—scan】【i】：
ual I‘ual-ldl一>quantizer_scale-qmat[力)>>5；
bp[j】，sign?一ual：ual；
’

Saturate‘)

}
endiF

，，饱和化和解谐控制

}0

■

，

●

，
，>>R

2

2

3

0R，，，R

1

2

3

E，、，，，、，一．



部块，P图中的块可以是内部块，也可以是非内部块，而B图中所有的块都为

非内部块)。之后，对DC和AC系数进行哈夫曼解码和游程解码，对获得数据

进行反扫描和反量化的重构(依据公式2．3)。这些任务都在程序中的块解码函

数内部完成。表3．5的伪码表明块数据的解码过程。

表中，qmat[j]代表量化系数矩阵，quantizer_scale代表量化步长因子，而val

则是块解码得出的ac系数。另外从程序中可得到软件并没有对huffman解码出

的数据作反扫描，而是对反量化的计算结果作反扫描，这样操作和标准规定的

效果是一样的。

它的重构计算是按照公式2．3的绝对化进行，并在计算完成后再作判断。当

内部块计算时， 公式2—3的k为0， 所以公式等效于表中的

(QF[V】【u】·W·quant—scale)／16，非内部块时，k值就需要作判断。反量化的饱和

化过程由函数Saturate()来实现，计算结果的取值范围为【-2048，2047】，此外系

数的解谐控制也在此函数实现。

3．3．4 IDCT设计

MPEG．2标准采用了离散余弦变化压缩算法，用以降低视频信号的空间冗余

度，其二维公式如公式2．1所示。 此时公式中的N=8，IDCT的输入以12个

bit表示，取值范围是卜2048：+2047】，IDCT的输出用9个bit表示，取值范围

是[．256：+2551。DCT系数以12个bit表示，取值范围是[-2048：+2047]。其软

件IDCT运算的伪码如表3-6所示。
表3-6 IDCT实现的伪码表

，蕾HPEG-2 I DCT decoder蕾／

if(ReFerence—IDCT—Flag==1)

{ReFerence—IOCT() ／／采
{idctrow transform() ，

中间结果的行列变换
idctcol transform() ，

结呆饱和化
}

else

‘Fast_IDCT()
{For(i一日；t<8；i++)

idctrow(block+8*i)；

For(i一日：i<8：i++)

idctcol(block+i)；

}

Initialize—Fast—IPCT()

>
endif

现

，一维列变换，矩阵乘法实现

，，一维行变换。快速算法实现

，，一维列变换，快速算法实现

，，结果饱和化

而码表中的Reference IDCT函数是直接根据公式计算得到的，虽然比直接

二维IDCT的计算量大为减少，但每个块还是需要1024次乘累加运算，对于软



件解码而言，运算量还是偏大。

所以，自离散余弦变换提出以来，许多研究人员针对IDCT运算的理论和算

法作出了很多研究，提出了许多不同的快速算法。这些算法主要从算法的计算

复杂性的减少和算法结构的简化这两方面着手，以达到提高算法的实现效率的

目的。由于在二维IDCT运算中存在许多关联的部分，从算法上具有可分解性，

所以一个二维IDCT可以简化乘两个一维IDCT的运算来实现。可以说IDCT运

算的简化都要统一到一维IDCT上来。

／木first stage术／

x8=W7木(x4+z5)：

x4--．x8+(Wl-wT),x4：

x5=x8一(Wl+w7)*x5：

x8--,W3】Ic(x6+x7)：

x6=x8一(W3-WS)*x6：

x7=x8一(W3+w5)*x7：

／宰second stage木／
x8=x0+xl：

x0一=xl：

x1=W6木(x3+x2)：

x2=xI一(1|I|2+W6)*x2：

x3=x1+(W2一W6)*x3：

xl=x4+x6：

x4一=x6：

x6．--x5+z7：

x5—=x7：

{挥．third stage卑i

xT--．x8+x3：

x8一=x3：

x3=x0+x2：

x0一=x2：

x2=(18I木(x4+xS)+128)>>8：

x4=(18l木(x4-x5)+128)>>8：

／木fourth stage霉／

blk[0]=(xT+x1)>>8：

blk[1】=(x3+x2)>>8：

blk[2]=(x0+x4)>>8：

blk[3】=(x8+x6)>>8：

blk[4】=(x8-x6)>>8：

blk[5】=(x0-x4)>>8：

blk[6】--．(x3-x2)>>8：

blk[7】=(xT-x1)>>8：

图3—7 Chen—Wang算法的计算程序

1977年，W．H．Chen、C．R．Smith和S．C．Fralick利用变换矩阵的分解提出了



一种快速算法【231，采用了非常规则的结构，大大减少计算所需的乘法和加法次

数，可以说这是第一个正真的DCT快速算法。

Wang在前者的基础上，于1984年提出一种新的算法【2钔，其核心思路是先

将离散余弦变换转化为离散傅立叶变换(DFT)，然后再采用基于离散傅立叶变

换的快速计算方法。这种算法不仅适用于DCT，而且它经过变换，同样可以适

用于离散正弦变换等其他的算法，人们一般简称称其为“Chen-Wang算法"。

除了上述算法之外，研究人员还提出Lee算法【2引、Suehiro算法【26J和Hou[27J

等算法，这些算法的性能大体相同，已达到了运算的极致。

软件程序中调用的Fast IDCT函数就是采用“Chen．Wang算法”来实现IDCT

运算的。 如图3．7所示，使用该算法，每次一维IDCT仅使用11次乘法，29

次加法，其总的运算量是176(11 X 8×2)次乘法和464次加法。比上一节介

绍的算法的运算量又有了显著的下降(乘法运算量降低82．8％，加法降低54．7

％)。由于其算法的出色表现，所以在各种标准视频解码程序中，该算法的使用

非常普遍，在本次设计的软件模型中也采用了本算法。

在硬件设计中，用公式计算的方法由于过大的运算量而没用采用。而

Chen．Wang算法和Lee算法的计算性能非常好，但要是硬件实现，其控制电路

必将十分的复杂，所以也不采用。由于Reference IDCT函数使用的方法的算法

性能和控制实现能很好的折中，所以在具体的硬件电路设计中，采用此算法，

具体的硬件实现将在下一章作详细介绍。

在程序中，两种IDCT的实现方法都是基于上述原理实现的，分别调用

Refel：．ence IDCT函数和Fast IDCT函数来实现，两者计算的不同点在于

Reference IDCT函数的一维变换采用矩阵相乘的方法实现，而Fast—IDCT函数

的一维变换采用“Chen．Wang”快速算法实现。

3．3．6图像重建

当宏块级解码和计算完成后，需要进行图像的重建。Add—B1 ock()函数实现

此功能，完成IDCT运算结果和预测结果的相加以形成最终的预测块，得到最终

的解码样本。

3．4软硬件设计的不同点

3．4．1数据的存取

由于软件模型的参考算法是C语言代码，故而不需要过于考虑数据存储速

度的要求，更无需考虑数据存储的位置，因为对于软件算法而言，它是以整体

模块来完成的，只要程序在运行，则定义为全局的数据始终对每一个文件中的

模块有效。而在硬件级中，这种全体数据的共享很花费存储空间和存取时间，

所以对数据的划分是硬件设计不同于软件设计的首要不同点。这些数据可以分

为以下几类：



1．功能参数：这些参数由前一个模块解出而提供给后继模块使用，这些数

据量通常较小，并且会被用到的模块也较多，使用频率较高。所以这些数据的

解出后，直接存入寄存器组，这样可以大大提高运行速度。

2．变长码解码数据和IDCT结果数据：这类数据在每次单独解码时为

64bytes，对于变长码解码数据需要被反量化和IDCT模块使用，而IDCT结果

数据则在图像重建时用到。这些数据用到的模块并不多且数据量也不是很大，

我们在硬件设计时可以将这些数据单独存储在一个RAM中，通过读写RAM进

行数据的存取。

3．运动补偿的结果数据：这类数据的量相对较大，每一次为16×16的块

运算，共256bytes，用法与前一种数据类似，处理方法也类似。

4．图像解码所得原始数据：这部分的数据量很大，在硬件设计中，采用SRAM

模块单独来存储。

3．4．2设计方法

除了数据的实现需要重新设计外，功能模块的划分也是硬件设计的主要任

务。在参考软件的C语言算法中，各个功能集中在不同函数中，甚至同一个函

数可以实现几个功能。这是因为对于纯软件，各个函数可以共用数据，不需要

考虑数据流向的因素，程序运行的速度是软件考虑的最重要因素，所以算法的

可读性和实现的简洁化才是软件设计非常关心的指标。

而在硬件级别上实现相同的功能则要复杂的多，由于数据不能同时取用，必

须将各个功能进行细分，对于可以取用相同部分数据的功能，尽量组合在一个

模块或变成相邻模块来实现，对于软件中一个函数可以实现多重功能的情况，

可以根据它的数据流向考虑将其细分。由于在硬件设计中，数据是通过总线，

由时钟控制进行存取的，因而对数据的存取成为影响硬件运行速度的一个至关

重要的因素，尽量节约对数据进行存取的周期数才是实现硬件加速的一个重要

途径。

所以对于一个复杂系统，可以通过系统地、反复地将系统划分成较为简单且

容易管理和执行的功能单元来完成任务。划分出来地各个功能单元与整体的大

单元相比，设计起来更容易，而且测试更简单。对于本文要研究MPEG-2视频

解码器来说，我们可以把这个大系统根据自顶向下的设计方法，细分成子模块，

通过小模块地功能协作来实现设计的目标。

3．4．3串并行操作

硬件优于软件的最明显的地方就是并行执行的功能结构。对于单CPU的计

算机，软件执行过程是串行的，尽管可以采用中断等处理方式使空闲的CPU执

行其他线程，但是严格意义上并不属于几个软件同时运行的状态，因为某一时

刻CPU处理的只是一个执行行为。而硬件优于软件的一个重要方面就在于此：

在时钟的控制下，硬件的每个模块可以同时运行，对于几个没有数据相互依赖
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性的模块，可以在控制模块的协调下完全相互独立的执行自己的工作。而对于

有数据依赖的模块，虽然前一个模块的数据处理完之后才将数据交给下一级处

理，但是，在下一个模块执行时，上级模块又可以进行下一次操作。即使两个

模块的执行速度不一致，只要将执行时间调整到两者中的较大值即可。

流水线技术正是体现了这一设计思想，它是一种非常经济且对于提高硬件处

理能力非常有效的技术，采用流水线技术可以在不增加硬件或者仅仅需要增加

少量硬件就可以将数据处理速度提高好几倍，所以在高速数字电路设计中广泛

采用此方法。

图3-8流水线时序图

流水线操作的最大特点和要求是，数据流在各个步骤的处理从时间上看是连

续的，如果将每个操作步骤简化假设为通过一个D触发器，那么流水线就类似

一个移位寄存器组，其技术要点为：

1．系统分成几个有相互关系的子模块，每个子模块就是一个专门的功能单

元。流水线实质上就是将一个大的功能分解成多个独立的小功能来实现，依靠

多个功能单元的并行工作来缩短执行程序。

2．流水线上的个功能单元的后面都需要有数据缓冲区，用于保存本功能单

元的处理结果，这是因为各功能单元的处理时间不可能等长，所以需要这个缓

冲单元来存储和传送数据。

3． 增加流水线的段数可以提高流水线的吞吐率，但如果段数过多，总的处

理时间也会增加，也会增加缓冲区的数据量，所以需要根据处理的需，选择性

价比最高的方法来选择流水线的最佳段数。

3．5硬件设计

上面的章节既介绍了软件的解码过程，也介绍了软硬件设计的区别，这就

为我们的硬件设计做好了准备。

图3．2所描述的解码流程不仅适用于软件解码，同样也适用于硬件解码。结

合参考模型和解码流程，我们可以把硬件解码器划分为以下几个模块：

定长码解码模块(parser)：负责对压缩码流中slice层以上的码流解码。

可变长解码模块(VLD)：负责对slice层以下，块级以上的码流解码，并解出运
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动向量。

哈夫曼解码模块：负责块级数据的可变长解码和完成反扫描任务。

反量化模块(IQ)：通过量化参数重构DCT系数。

反离散余弦变换模块(IDCT)：负责对bloek大小的DCT系数做逆变换，得到残

差数据。

运动补偿模块：根据运动向量找出预测数据，并将预测数据和残差数据相加，

得到最终的解码采样值。

。本章阐述的这些软件和硬件设计不同点，都将体现在本文的MPEG．2视频解

码的研究中，具体的硬件解码器的系统架构和模块设计将在下一章作具体介绍。

3．6本章小结

本章系统地介绍了MPEG-2视频解码器地软件实现方法，提取了视频解码的

关键函数，给出它们的函数调用关系并作出详细解释。接着，就第二章的关键

算法，给出它们软件实现的具体过程。阐述了软硬件设计的不同点，描述了硬

件解码器的大体结构，为下一章硬件设计指明设计目标。



第四章MPEG．2视频解码器的硬件实现

4．1 MPEG．2视频解码器的总体架构

在前面章节中，已经对MPEG．2解码算法和关键技术进行了详细的介绍，本

章主要阐述解码器的硬件设计方法以及在结构上的实现，整个MPEG解码器的

架构和模块划分如图4．1所示。

图4～10解码器的总体架构图

如上图所示，本文设计的MPEG．2视频解码器主要分为8个模块，读入模

块(regdata)、parser模块、功能控制模块、可变长解码、huffman模块、反扫

描反量化模块、IDCT模块、运动补偿模块和后处理模块。在下面的章节里将

介绍各个功能单元的实现方法以及各个模块间的工作关系。

4．2读入模块设计

本模块从传输的码流中读取一定位数的编码数据，经过桶式移位器的处理后，

输出特定位数的数据供解码使用。

4．2．1设计实现

图4—2读入模块的功能实现图

在系统设计中，一次解码所需要的数据位数最大为32位，所以使用两个32



位变量的寄存器的组合来提供解码所需要的数据(桶式移位器的输入数据64

位)，就是图4．2所示的upper reg和lower reg，寄存器upper reg的数据是通过

lower reg寄存得到的。

一开始，先通过lower reg从FIFO读入数据送给upper reg，接着lower reg

再次读入数据覆盖原来的数据，至此所有的输入数据已送至桶式移位器的输入

端。

解码一次需要的位数通过code length送入加法器累加得到sum信号，桶式

移位器通过对SUlTI数据的判断来决定桶内数据的最高位，并从这最高位开始截

取32位数据输出。当加法器累加的数据超过32时，load信号有效表明upper reg

中的数据已经被完全解码过，此时循环上面所述的操作，这样就可以数据读入

的正确性和连续性。下面已具体实例来解释上面描述的计算过程。

4．2．2 RTL级仿真结果

模块级别的仿真波形如图4．3所示，其中的输入数据是从FIFO读入，送入

upper reg和lower reg。length表示桶式移位器最高为移出的位数。distance表

示已移出位数的累加和，若值达到32，则变为0，输出一个时钟周期高脉冲的

load信号，此时doe信号变为低电平，移位器的输出数据不能正确使用。

时钟信号

输入数据
upper_reg

10werreg

length
doe

输出数据
distanee

10ad

state

图4—3读入模块仿真波形

从图中，我们还可以得出，实现上述操作是由一个小状态机实现的：

状态1：读FIFO，把lower reg里的数据写入upper reg。

状态2：把FIFO里的数据写入lower reg。

状态3：状态保持，输出有效数据，寄存给后继模块使用，当load信号为高时，

跳回状态1开始循环操作。

4．3功能控制模块设计

视频解码是包含了多个任务的集合，各个单元在运算复杂度、密集度等方面

有很大差异，根据不同的算法特性可以设计合理的功能单元，如VLD、IDCT

模块以符合硬件设计的要求。这些子模块各自独立地负责实现相应的算法。但

要完成视频解码则需要一个整体控制结构，负责将各子模块连接起来，使之相

互协调地配合工作。本模块(top state)就是完成此功能，协调视频解码的每一步

骤，以此来完成整个视频的解码和显示工作。这个模块的设计思想就是整个解

35



码器的设计思想，它决定了各个模块的工作方式和解码效率。

4．3．1解码控制方法

本模块采用集中控制策略【28】【291，模块在数据驱动下工作，当输入数据有效，

模块工作，当输入数据无效，模块暂停工作。

图4—4控制策略图

图中所示的A、B、C为功能的单元的抽象表示，功能单元间相互传送的仅

仅是处理的数据，功能单元与控制单元间传送的是状态信息。控制单元和功能

单元传送的是控制信息。在这种控制方式下，由中央控制单元来控制各功能单

元的运行和停止。在具体的设计时，此模块是根据各个模块的信号产生的交互

信号(功能单元状态信号)作出仲裁，发出控制信号，将各个子模块有机的结

合起来，构成一个完成的系统。其模块部分输入输出信号如表4．1所示。
表4-1控制模块的部分接口信号

信号名称 输入／出 作用

go 输入 整个系统的启动信号

parserdone 输入 帧头分析器模块结束信号

vld done 输入 可变长解码模块的结束信号

mc——done 输入 运动补偿的结束信号

huffman——done 输出 Huffman解码模块结束信号

parse∞ 输出 帧头分析器模块启动信号

vld_go 输出 可变长解码模块启动信号

Huffrnan_go 输出 Huffrnan解码模块启动信号

mc_go_skipped_mb 输出 运动补偿启动信号之一

解码器启动时，控制模块最先发出parser go信号，启动分析器模块，占用

数据读入模块的输出，进行固定长数据的头解码和冗余数据的舍弃，当工作完

成后，给top state发回一个返回信号parser done，top state模块此时作出判

断：当图像为I帧图时，给出VLD模块的启动信号(vld go置高电平)，占用

数据读入模块的输出，VLD模块工作完成后同样发回一个返回信号vld—done

给top state。此时，huffman模块启动，数据读入模块的输出供其使用，开始

块级的数据可变长解码，因为解码的视频格式为4：2：O，所以一个宏块内最

多含有6个块，在每个编码块解码结束时，启动反量化和反DCT模块(这两个

模块的启动不需要经过top state模块)。当整个宏块解码完成，控制模块重新
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按照上述顺序进行循环操作；当解码图像为P帧或B帧时，判断宏块是否产生

跳跃，若没有宏块跳跃，则模块的启动方式同I图一样，只不过在帧内模块工

作的同时，运动补偿模块同时进行工作，当IDCT模块停止工作时，就进行图

像的重建。

4．3．2设计实现

模块具体的功能实现主要用状态机来完成。其状态转移图如图4．4所示。

图4—5控制模块状态转移图

s—idle状态：空闲状态。当启动信号有效时，进入s—start—code状态开始工作。

S start code状态：标志此时parser模块处于工作状态。如果paser模块的结束

信号有效时(高电平)，跳入S MBAinc状态。

S MBAinc状态：在此状态获得信号rnacrobloek address increment的值，以此

信号判断是否产生宏块跳跃。若宏块之间存在跳跃，则跳入s_skip—mb状态，

否则进入S vld状态。

s_skip_mb状态：根据宏块的跳跃数目，获得当前宏块的地址，进入s—start—me

状态。

S vld状态：标志VLD模块处于工作状态，正在进行到块层的可变长数据解码，

并计算出宏块的运动向量。

S huffman状态：标志块层数据的可变长数据解码和计算正在工作。

S start—mc状态：标志运动补偿模块开始工作。在本状态等到IDCT工作完成后，

进行宏块级别的图象重建，完成跳入S mb done状态。

S mb done状态：在本状态MBAinc信号进行减一操作，之后根据信号MBAinc

数值的大小，决定不同的状态跳转，只用于P图、B图。若没有宏块跳转，则

MBAine减一后为0，则跳入s start code状态，相当于完成一个宏块的处理。

若MBAine减一后其值大于l，则继续有宏块需要跳过。若MBAinc减一后其

值等于1，则此地址的宏块就是被跳过的宏块的最后一个，需要进行处理，所

以进入s vld状态，开始解码。
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4．4 Parser模块设计

4．4．1实现原理

在实际的传输过程中，被传送的是经过压缩的视频数据码流。这个码流也是

按照一定的语法经过编码而成，这个语法称之为视频序列。所以此模块的主要

任务就是根据它的编码语法还原出需要的数据，舍弃无用数据。

因为视频序列的存在，我们从FIFO读入的数据是有规律可循的。这就使得

我们硬件解码就有实现的可能【30】【311。

序列头}_z卅序列扩展}_上洲扩展&用户}_—酬图组头}_千刊扩展&用户

序列头一 叫图像头

图像扩展编码卜1：!叫扩展&用户k上——叫图像数据卜—L刊序列尾

图4—6 MPEG一2码流组织结构

本模块工作过程如下：由FIFO读出数据送入桶式移位器，桶式移位器的输

出作为解码使用的数据，首先判断数据是否为块数据，若是则此模块停止工作，

否则本模块继续工作，即起始码的识别，然后看起始码后是否跟有扩展码，按

照序列头，序列扩展，图组头，图像头，图像编码扩展，片头，宏快数据的顺

序依次识别。解码过程中产生的有用数据送至参数寄存器，以供系统解码中的

各个功能模块的调用，参数寄存器中的数据随解码过程而不断刷新。使用桶式

移位器进行移位，累加器的输出控制桶式移位器的移位位数，当累加器的进位

输出为1时，表示桶式移位器的输入reg B中的数据全部移完，此时REG A中

的数据移植REGB，FIFO读出数据送入REG A，这样解码过程就不会中断。

4．4．2实现的功能

通过分析器模块与其它模块之间的数据关系，结合MPEG．2标准，设定分

析器模块实现的主要功能如下：

1．帧头的固定长数据解码：对数据读入模块输出的数据进行解码，包括提

取、舍弃、运算等操作。

2．色彩转换模块控制实现：分析器的状态机工作到特定状态(当检测到图

像头时)，分析器暂停工作，启动一个YUVtoRGB模块，图形开始以帧为单位进

行上采样和颜色的空间转换，通过显示策略，把图像显示出来。当YUVtoRGB

模块工作完成后，分析器模块继续解码工作，直到宏块片层，停止工作。此外，

因为硬件解码的速度过快，远超过图像的显示速率，所以这个功能的实现也保

证了解码帧速率的控制。
‘
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4．4．3控制实现

设计采用有限状态机来实现分析器的解码工作。使用的状态转移图如图

4．7描述。由图可以看出，此状态机根据MPEG．2视频码流的层次性特点出发，

同时结合解码的系统结构，增加部分状态来实现既定的功能。其主要状态有：

图4—7解码控制状态转移图

idle状态：空闲状态。当启动信号有效时，进入block状态开始工作。

enter状态：检查桶式移位器的高24位输出是否为24、h000001，确定起始码前

缀：

init状态：判断状态，在这一状态检查起始码，根据不同的起始码进入不同的

状态，如桶式移位器输出的值为32、h000001b2，则跳入user状态，进行用户数

据的处理，如起始码值为扩展码32、h000001b5，则需对数据再做判断，以决定

进行哪一种扩展解码；

头信息解码状态：包括seq、user、gop、pic、slice、和一些扩展状态，用于解

码相对应的码流序列数据。

除了上述主要解码状态，此状态机还根据系统要求设置了其他一些状态，用

于执行一些特定功能：

block状态：检查码流中数据的是否为块数据，如桶式移位器输出为块数据，则

本模块停止工作；

iudge状态：表示输出的最高位数据多余，移出1位不用；

wait状态：因为用硬件解码速度率高于视频标准速率要求，所以在解码过程中

间插入等待状态，当解到图像头时，停止解码；

proces状态：表示桶式移位器输出数据是宏块或块数据，给出一个信号，表示

本分析器停止工作，桶式移位器的输出数据交由其他模块处理；

gorgb状态：启动YUVtoRGB模块的工作，此模块实现上采样、颜色空间的转换

和显示功能。当此模块工作完成后，状态机跳入pie状态，开始图像头的解码，

实际上此后继模块的工作对象是上一帧解码出来的数据。

CO error状态：纠错状态【321，分析器只解码到组块层，而组块又是MPEG2中

的基本容错单元，所以我们在这里设定此状态用于纠错，如果不作纠错处理，
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可能因为码流中的语法元素的误码而造成解码错误(由于起始码异常造成显示

位置的错乱、组块中因为误码而无法解出的宏块)，通过纠错可以最大限度地利

用了接收到的码流，’也尽可能地保护了后续码流解码地正确性。

4．4．4仿真结果

图4—8分析器仿真部分结果图

输入数据表示的是从桶式移位器截取的高32位数据作为本模块的输入，数

据有效信号高电平时表示输入数据是可解码的，若电平为低则不能用于解码，

解码状态信号表示此时主状态机的状态。图中‘06’表示解码的是标志状态极

正在对起始码进行判断。移位长度信号表示解码多少数据，桶式移位器需移出

的数据量。帧速率信号表示解码图像1秒显示25帧。

4．5 VLD模块设计

4．5．1设计功能及原理

在本模块中，主要完成到块级的可变长解码，块级的可变长解码由
表4-2宏块编码方式表
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huffman模块来完成。此外它还完成宏块的运动向量的计算过程。

按照标准中定义的宏块的内容进行解码操作，如表4．2所示。其中表中的数

据macroblock escape和macroblock—address_inerement已经在top_state模块里

已经进行过解码了，所以本模块的可变长解码就是从macroblock_modes开始。

macroblock modes的具体编码内容随着编码图像的不同而改变。

4．5．2设计实现

在模块设计中【33】【341，顶层控制采用状态机来实现解码。状态机的状态转移图

如下图所示。

图4—9司变长解码状态转移图

S idle状态：空闲状态，模块启动时，跳入s mb 状态。．type

s_mb_type状态：根据可变长数据macrobloek_type进行解码，译码得出一定量

的控制信号，用于后继模块的运算。

S mb 状态：判断状态，．typel

s_dct__type状态：如进入本状态，根据decode—dot_type判断出宏块是帧DCT编

码还是场DCT编码的，由dct_type信号表示。decode—dct_type的获得方法如

下：

if((picture—structure--=“frame”)&&(frame__pred_frame—dot==O)&＆

(macroblock_intra[[macroblock_pattern)){

decode—dct_type=1；>
else

decode—dct_type=O；

本状态占用1个时钟周期，表示宏块模式的解码完成，判断进入其他状态。

s qscale状态：获取quantizer scale code信号，判断进入其余状态。

s mv状态：启动mv vld模块，完成可变长解码和运动向量的计算，完成跳入
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S cbp状态或s done状态。

S ebp状态：cbp变量的计算，因为图像格式为4：2：0，所以最大值为63。
S done状态：结束状态，表示整个模块工作的完成，VLD模块停止工作，之后

数几个周期运动补偿模块开始工作。

4．5．3运动向量解码

因为运动向量是进行差分编码的，所以当前的运动向量主要由两部分组成

的，即运动向量差值(delta)和运动向量PMV。运动向量解码结构图如下所示。

图4-10运动向量解码结构图

在图中，f code为运动向量解码时的一个参数，该参数只出现在预测图像

中，它决定着被解码向量的最大值，其值范围为1至9。motion—code和

motion residual分别为标志向量值和向量误差，PMV为前一个运动向量值。

vector为重构后的运动向量。

其解码过程是：通过可变长解码获得的f—code、motion—code和

motion residual进行计算得到delta，这就是上一个运动向量与当前运动向量的

差值。同时PMV送出上一个运动向量值，经过scaler处理后与运动向量差值相

加，再经过饱和化后即可得到当前要解码的运动向量。为了便于下一次的运动

向量解码，解码后的向量需再经过scaler处理后，送回PMV寄存。

1．delta计算

实现的算法如下：

|lmotion_codeI(f__code=1 or motion_code=O)
Ideltal=．{ (4—1)

[．(Imotion．_codel·1)×2洲¨+Imotion_residuall+1 ．

式4．1中2的N次方可用移位寄存器来实现。motion—code是可变长编码的，

且可正可负。在本模块设计中，负数用补码表示。所以motion—code的绝对值

可以通过对最高位的符号位进行判断来实现。

2．PMV单元是一个寄存器组

运动向量解码得到的最终要再寄存到PMV中，为下一次向量解码做准备，

在下面情况下，PMV要复位：

(1)在每个组块的起始处。

(2)在没有隐藏运动向量的内部宏块被解码时。

(3)在P图中，当macroblock_motion—forward为零的非内部宏块被解码时。
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(4)在P图中，当一个宏块被跳过时，即macroblock—address—increment>1。

3．Scaler处理

MPEG．2中为了尽量提高压缩效果，允许运动补偿有许多种：针对帧图像的

帧预测、场预测及双基预测；针对场图像的场预测和双基预测等不同组合。当

运动补偿方式是针对帧图像的场预测时，scaler对输入的运动向量进行乘以2

(饱和化后的运动向量作为输入时)或除以2(PMV单元中的运动向量作为输

入时)，当其他运动补偿方式时，scaler对输入点运动向量不进行操作。

4．Range处理

主要是对得到的运动向量进行饱和化，他的算法如下：

r delta+pmv+32宰2￡_cod“(delta+pmv<．1 6"2Ccode。1)
vector=．{delta+pmv．32,2￡coac-1(delta+pmv≥．1 6"2Ce硼。。1) (4．2)

Ldelta+pmv
式4．2的功能是把vector的值限定在(delta+pmv．16,2Leod。。1"---delta+pmv+

16·20心1)之间。

4．6反量化

本模块为纯计算单元，其计算原理在第二章已经具体介绍过，本节主要研究

它的硬件设计方法。很显然，在反量化的过程中，要用到两个矩阵，对4：2：0

格式的数据，一个用于内部宏块，另一个用于非内部宏块。在解码中，矩阵有

可能是默认的，也有可能是自定义的，即从码流中解出新的矩阵。为了解码方

便和便于控制，在设计中，量化比例因子以组合逻辑的形式存在，而自定义的

矩阵则存在RAM中。

图4—11 IQ电路结构图

为了体现硬件的设计思想，本模块内部数据处理采用流水运算，大大减少了
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数据处理时间【351。设计时需要研究的问题如下：

1．系数首先要取绝对值，其次对解码所得的系数进行相应左移位，再对块

的类型(内部块，非内部块)、系数的正负作判断，决定左移位的系数绝对值是

否加1运算。

2．时序的给定，考虑数据的计算过程，在特定的时序节拍下给出特定的数

据。

3．数据输出的字长，它与最后所需的精度有关。在设计中，量化的最后输

出是12位的DCT系数，而qseale／32·Qmatrix计算的结果为15位数据，而

2*quantised input+k计算结果为12位数据，所以反量化重构后的结果有27位

数据，经过饱和化后，其有效数据位只有12位，也是我们最终输出DCT系数

的位数。

在程序中，步长因子表中的数据以quantiser．． ×8代替标准定义的数据。_scale

图4—12 IQ模块仿真波形图

由仿真图形可得，rdy—in信号表示模块启动，qdet—out对输入数据进行两级

寄存，间隔3个时钟周期，获得输入数据的2QF[v][u】+k值quant_shift和qseale／32

×Qmatrix值prodl。而在间隔的第4个时钟周期，通过乘法器获得(2QF[v][u】+

k)×qscale／32×Qmatrix的计算结果prod2。在间隔11个时钟周期之后，prod2

通过饱和化过程，得到数据prod sat regl。寄存一级，判断是否要解谐控制，若

没有，则输出反量化的结果。可见需经过12个elk，输出第一个值，以后每一时

钟输出一个值。所以完成一个块的反量化过程最多需75个时钟周期。iq__out是

模块的数据输出信号，送入IDCT模块，elk counter是时钟计数器。

4．7 IDCT模块

在我们设计的MPEG．2视频解码器中，用到的是大小为8×8的图像块，如

果直接进行二维IDCT，就要进行8192次乘法和3548次加法操作，这就导致

控制电路的复杂，且运算效率的低下，具体表现就是占用过长的时钟周期。所

以在实际的硬件电路设计中，往往对算法进行优化【361【371，来提高整个IDCT的

运算速度。在第三章介绍了两种快速算法，并比较了它们的优劣，选取一种算

法作为硬件设计的算法，其具体设计过程如下所述。



4．7．1设计原理

二维8×8IDCT变换定义为：

x(‘_，)=丢喜圭c(甜)c(V)．r(“，V)c。s羔兰三专昙2竺至c。s警(4-3)／．r f=O =0 1V ▲V

其中，x(i’．j)是象素值，X(u，v)是编码变换后的系数。

之所以二维IDCT运算采用行列分解的结构来实现。首先是因为大多数的

直接二维IDCT算法结构往往很不规整，大量使用全局互联，不适合采用FPGA

或ASIC电路来实现；另外一个重要的原因在于基于现有的一维IDCT结构来

实现二维IDCT比重新设计一个新的二维IDCT结构更加有吸引力，这样可以

节约大量的设计时间。所以，在本文中IDCT设计采用行列分解的方法来实现

二维IDCT运算，并用矩阵相乘的方法实现行或列的一维IDCT运算，这和软

件模型中Reference IDCT函数所用的算法相一致。

则公式4．3也可用矩阵形式表示【38】：厂：G r·F·G，其中

G：k·COSOS!圣：!型：竺型竺±12 1 1竺!：竺型竺!至 (41-4)=二————2L————_二————。=o———一 L qJ

2M

七=后，：当row-oo七=}，当row机
式4—4就是一维IDCT的行计算公式。得到具体矩阵如下所示。
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在设计中用一个空间为64的RAM来实现，开始第二行的一维IDCT运算。在

全部8个行DCT变换计算完成后，开始列变换。

衄叫lD IIK3'H Transpose咖H 11)IDCT P掣
【．．．．．．．．．．一【．．．．．．．．．．．．．．．一【．．．．．．．．．．．．一

图4-13二维实现结构

计算过程如下，已知厂：Gr·F·G，也可以写成f=Gr·Z，而Z=F·G。

按照矩阵相乘的运算法则， F矩阵的第一行的每一个元素要和矩阵G的第一

列元素相乘加才能获得过渡矩阵一个值瓦，同样F矩阵的第一行的每一个元素
要和矩阵G的第二列元素相乘加才能获得过渡矩阵一个值Z⋯当F矩阵的行

数从0计算到7时，当G矩阵的列数从0计算到7时，按照上面的计算过程，

则8×8的Z矩阵就可计算出来。图4．14所示的一维IDCT计算的结构图。
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图4—14一维II)CT结构图

由图4．14可知，计算一个值Z∞需8次乘法操作和7次累加操作，所以一次

一维IDCT的计算需512(64×8)次乘法和448次加法，则完成二维IDCT的

需要1024次乘法操作和896次加法操作。比直接进行二维IDCT的8192次乘

法和3548次加法操作的运算量大为下降。

在实际的电路设计中，矩阵G中的64个固定系数被分为8个寄存器组存储，

共8组，每一组8个寄存器共存储G矩阵的一列数据，视具体情况选择哪一列

数据进行运算，比如计算一开始时，选择G矩阵的第一列数据，接下来选择第

二组，这样选择下去就能实现图4．14所示的移位寄存器的功能。具体设计的电

路图如图4．1 5所示。

在电路图中，输入数据被寄存8次，第一个原因是通过寄存数据的改变来实



现图4．14所示的移位寄存器的功能。第二个原因是为了实现计算的流水操作。

当8位数据输入计算单元时，选择第一组寄存器的数据和输入数据进行程累加，

直到8组寄存器选择完成。当计算完毕时，8个输入数据寄存器已被新的数据

覆盖，循环上述运算可以实现流水运算，大大提高了计算效率。

图4—15一维II)CT电路实现图

4．7．3转置RAM

转置RAM可以形象地看成是8×8序列，存储的前8个字节对应着阵列的第

一行，第9到16个字节数据对应着阵列的第二行，依次类推，需要的RAM空

间大小位64bytes。

表4-3转置RAM写顺序 表4-4转置RAM读顺序

1 2 3 4 5 6 7 8

9 10 11 12 13 14 15 16

17 18 19 20 21 22 23 24

25 26 27 28 29 30 31 32

33 34 35 36 37 38 39 40

41 42 43 44 45 46 47 48

49 50 51 52 53 54 55 56

57 58 59 60 61 62 63 64

1 9 17 25 33 41 49 57

2 10 18 26 34 42 50 58

3 ll 19 27 35 43 51 59

4 12 20 28 36 44 52 60

5 13 21 29 37 45 53 61

6 14 22 30 38 46 54 62

7 15 23 31 39 47 55 63

8 16 24 32 40 48 56 64

如果一维IDCT计算出地中间结果按表4．3的顺序存储，则列变换时按

表4．4的顺序读取数据。如果一维IDCT计算出地中间结果按表4．3的顺
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序存储，则列变换时按表4．4的顺序读取数据。

4．7．4 RTL级仿真波形

程序通过仿真，得到部分波形如下图所示。当启动信号有效(高电平时)时，

模块处于工作状态，开始输入反量化模块的计算结果，当输入数据移位器的8

个输出被寄存，此时可以和系数矩阵的列数据进行乘法操作。把得到的8个乘

法运算的结果经过3个时钟周期作累加计算，所以输出第一次一维IDCT的结

果需13个时钟周期。因为内部采用流水的计算方法，所以以后每个elk都输出

一个结果存入转置RAM里去。当所有的中间值都存完以后，开始从转置RAM

里读出数据，进行第二次的一维IDCT变换。这个过程与上一次转换几乎一样。

波形如图4．16所示。

时钟信号

启动信号

输入数据

行变换结果

RAM写地址
RAM读地址

列变换结果
输出数据

图4—16 IDCT模块仿真波形图

可见，完成一个块的IDCT运算需要1 56个时钟周期，其中行列变换各占一

半的时间，因为转置RAM数据的读取时间隐藏在数据运算的过程中，所以这

一操作并不消耗整个模块的运行时间，所以在这里没有必要把RAM用寄存器

替换。

4．8运动补偿模块

运动补偿是动态图像编解码的特有技术，是视频解码的最为关键一环。因为

运动补偿模块的VLSI实现牵涉到大量的运算和频繁的数据存取操作。所以在

设计中【391，把这个模块划分为几个子模块，这样较容易实现和理解。

本文中的运动补偿电路如图4．17所示。

图4-17运动补偿电路结构图



4．8．1地址产生单元

该单元主要产生当前帧的宏块地址和预测帧的宏块地址。对于内部宏块，不

用预测，只需计算当前帧的宏块地址。而对于非内部宏块，不光要计算当前帧

的宏块地址，还要计算预测帧的宏块地址。如果是双向预测要计算两个预测帧

的宏块地址。

在MPEG图像压缩系统中，输入图像数据是按照宏块、宏块条、图像的分

层结构组织的，当前帧图像被重构并按一定的顺序以宏块条的形式写入帧存。

在一个16"16宏块中，有6个8×8块。令一个宏块的左上角是这个块的起始地

址，那么在一个宏块中6个块的起始地址序列是一个固定的地址。在一个帧内

的宏块条的起始地址序列也是一个固定的地址。

以352×288分辨率下的图像为例，讨论如何计算MPEG一2视频码流的参考

宏块的起始地址【401。首先，从一帧图像的第一行开始，每连续的16行象素作

为一个象素块，称为行块，图像18个行块。其次，每一个行块的水平方向上连

续16列象素组成列块，所以图像可划分为22个列块。在码流中有

sliee vertical position这个参数，这个参数给出了以宏块数为单位的第一个宏块

在宏块层的垂直位置， 即宏块的行块号。 另外码流中还有

macroblock address increment 这个参数， 它指出了当前宏块

(macrobloek address)与前一宏块(previous macroblock address)的地址差值。在

一个组块的起始处，previous macroblock addr复位成(行块号×22—1)。所以

预测宏块的起始行列地址为(行块数×16，列块数×1 6)，在加上运动向量

(vector h，vector v)，就得到参考宏块的行列坐标(行块数×16+vector—h，

列块数×16+vector—v)。

4．8．2象素缓冲器

它是帧存储器和象素预测单元之间的接口电路，因为运动补偿电路需要

频繁访问帧存储器，但存储器的读写效率有限，所以其操作成为限制运动补偿

的瓶颈，所以充分利用硬件电路的优势，设计象素缓冲器这个单元，可以加快

从帧存储器中读取象素和预测象素产生单元产生数据的效率。

4．8．3预测单元

一个给定的象素通过读取参考帧中有运动向量的对应象素来进行预测的。

在预测过程中，参考宏块可能经过半象素操作。前向预测、后向预测或双向预

测产生预测宏块，再与IDCT后的残差数据相结合，最终得到重建象素。在第

二章已经提到，MPEG．2标准中，所有运动矢量都是半象素的，所以前向预测

和后向预测都要进行半象素操作，如果同时进行前后向预测还要平均滤波。为

了减轻运算的负担，此单元采用了4个象素缓冲器并行处理数据，这样大大节

省了象素缓冲器的大小和预测时间。
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图4一18预测单兀结构图

当以上的操作完成，可以说运动补偿的计算已经完成。剩下的工作就是图

像的重建，这是MPEG．2解码的最后一步，就是把运动补偿的预测结果与IDCT

的输出的数据相加，并对结果进行取模运算，最终形成解码样本。

MUX单元：判断重建图像类别，如果解码图像为B帧，则把数据直接送入显

存显示，因为B图不能作参考帧。如果为I、P图，则写入帧存。

帧存：存储I帧和P帧YUV数据。大小为32bit×256k的SRAM。

4．9后处理模块

在MPEG一2视频标准中，图像信息采用亮度信息和两个色差信息。因为人眼

对色度的分辨率较之亮度的分辨率低，通常降低色度信号的采样频率H¨，来实

现数据的压缩，YcbCr有多种采样格式，其中4：2：0格式的视频信号应用最

为广泛。在这种采样方式下，色度信号在水平方向和垂直方向的采样率都只有

亮度信号采样率的一半。这样就可以大大节省解码系统的存储空间和带宽，并

且简化了计算过程。当整个系统完成解码运算后，必须把数据转换为RGB色彩

空间的数据，之后才能通过VGA口显示出去。

从YcbCr到RGB的色度空间转换用到的计算公式如下：

R=I．164(Y-16)+1．596(Cr-128)

G=I．164(Y-16)-0．813(Cr-128)-0．392(Cb一128)

R=I．164(Y-16)+2．017(Cb-128)

在硬件设计时，所有的计算都采用定点整数的方法，所以在程序中都需要

把上述这些公式的小数全部扩256倍，相当于左移8位。



Y

Cr

Cb

图4—19颜色空间转换电路结构图．

从图上可以看出，完成一个象素的这样操作需3个时钟周期，输出为8bit

的R、G、B值。

4．10本章小结

本章详细介绍了MEPG．2视频解码器的硬件设计方法，描述了主要模块的硬

件设计实现原理和过程，并给出部分模块的仿真波形并作出解释。下一章节就

可以直接进行系统的原型验证和逻辑综合了。



第五章解码器的验证和综合

5．1基于FPGA的验证

5．1．1验证的意义和定义

目前数字专用芯片的集成度和主频速度呈摩尔定律以每两年翻一倍的高速

发展，设计的复杂性导致了设计周期的拉长。尽管EDA行业试图通过引入工具

来帮助提高设计效率，缩短设计时间，但功能复杂度的增长速度更快，流片后

芯片的功能性错误率也在不断上升。设计错误将会带来研发周期的延长，且芯

片的研发成本也不断提高，给市场预测带来了更多的风险和不确定性。

在这样的前提下，怎样减少设计中的错误，这成为芯片设计中一个越来越突

出的问题。在设计流程中引入验证，用于检测设计的正确与否，也就成了必然。

如何对设计中的复杂功能进行验证已经成为缩短产品时间所需要面对的挑战。

根据统计，数字系统设计的测试验证所至少占据了70％的设计工作量H引，而且

验证能力远远落后于设计能力，因此减少验证所花费的成本，提高仿真验证效

率成为当前数字电路设计的关键。

就仿真验证而言，主要可以分为两大类方法：软件仿真、基于硬件加速器或

FPGA原型的硬件仿真。对于超大规模的硬件设计，其设计功能的提升导致其需

要测试的向量数目成指数增长，这使得验证工作量随设计复杂度增长而迅速增

加、验证周期大幅延长，显然不是设计者所希望看到的。硬件加速／仿真器则有

比较好的性能，它可以帮助设计人员在设计早期建立芯片的硬件模型、可以帮

助设计人员在设计早期调试芯片软件、设计和可以很方便的使用的内置逻辑分

析仪对电路进行调试，．但是它只适合于特定的仿真，不仅昂贵，而且很难满足

ASIC的所有性能要求。对比以上两种方法，越来越多的公司和设计人员采用

FPGA进行功能验证。原因如下：

1．FPGA原型验证可以使我们找出其他验证方法不易发现的错误；

2．FPGA原型验证的速度接近于芯片实际速度，可以使我们尽早地来测试应

用软件；

3．随着大容量高性能FPGA的出现，建立一个高性价比的FPGA原型验证系

统要比其他的方法更加便宜和快速。

5．1．2 FPGA的选择

根据设计的需要和现有的条件，在本次设计中采用了Altera公司的stratixII

系列中的EP2S1 80开发板【42】作为载体。StratixII系列发布于2004年，采用TSMC

90nm制造工艺，9层金属，1．2V内核电压。

它的内部主要特性有：内嵌RAM块、DSP块、锁相环(PLL)和外部的存
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储器接口、专门用于音视频的转换接口等
衰5-1 stratixll系列功能表

等效谩辑单元(LE，
％12 RⅢ№012 bit；，

Ⅵ4K RM*H nlts)

4-R“块612 K)
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＆}B#(Pu)
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15 50。33,咖eq 440 90，960 l羁540 179，4∞
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419,3281，369，T2日≈5蝇$92～$26．4486，T"。8409，38}040
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B 6 12 12 12 12
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开发板采用的些具体技术有：

1 TrlMatrix存储器及外部存储器接口

它是Stratix II嚣件具有革命性的创新设计。TriMatrix存储器由二种不同大

小的RAM块组成；512bit的M5】2块、4Kbit的M4K块以及5 J2KbJt的M—RAM

块。基于这三种块的RAM单元总容量达到9Mbits，所以TriMatrix存储器提供

了多种结构来实现各种各样的存储器函数。而通过Stratix II的专1"1外部存储器

接口可访问外部多种高速存储器，包括：DDR、DDR2、SDRAM、SRAM等。

⋯“m^口mjm＼㈣⋯，t日⋯⋯t’j{a

f。h4wtpJ J“。o^)dl∥|∞，¨ ⋯H}0．‘ml
图j—l EP2S180开发板元件和接口图

2数字信号处理器(DSP)模块

因为DSP具有很强的运算能力，而Stratix II器件最多带有96个DSP块

每个DSP块可配置成8个9×9或4个18×18或者2个36×36bit的乘法器



此外，每个DSP块有4种操作模式：简单乘法、乘加、有两个乘法器的加法器

和有四个乘法器的加法器。这些模式的组合使得DSP块能够很方便的实现FFT

等复杂运算。

上述技术的使用，使得Stratixl[系列器件既满足现今高级系统的高性能要

求，又避免了使用昂贵的ASIC进行开发”“，在无线通信、图像处理、高速数

字信号处理和军事雷达等领域都有广泛的应用前景。

5．1．3 VGA标准和控制电路的设计

为了更直观的对MPEG一2视频解码器进行验证，可以利用开芨板上的VGA

接口，进行数据的D／A转换，将视频数据输出到显示器上进行观察。

VGA(VideoGraphicArray)接口是与显示器进行通信的唯一接口。它采用

非对称分布的I 5针连接方式。其工作原理是：将符合一定格式下扫描时序要求

的视频数据流经过模拟调制转换成模拟高频信号，然后再输出到显示设备成像。

VGA显示器采用逐行扫描的方式，电子束按照固定路径扫描整个屏幕。扫描从

屏幕的左上方开始。从左到右，从上到下，逐行扫描。其过程为：电子束从屏

幕左上角开始向右扫，当到达屏幕的右边缘时，电子束关闭(水平消隐)，并快

速返回屏幕左边缘(水平回扫)，然后在下一条扫描线上开始新的一次水平扫描。

一旦所有的水平扫描全部完成，电子束在屏幕的右下角结束并关闭(垂直消隐)。

通过FPGA器件控制RGB信号、行同步信号、场同步等信号，并参照有关标

准，最后可以实现对VGA显示器的控制““，显示频率为38．25MHz。实现的电路

图如5—2所示。

图5-2 VGA显示控制电路图

在显示单元的设计里，存在行、场同步信号的计数器，在图像有效区间内按

照图片的大小规定行和列的起始坐标和终止坐标。当扫描信号到达显示图片的

区间时，图像的地址计数器开始计数，并从帧存或显存里相应的位置读出数据

送入显示器进行显示。

5 1 4验证策略和结果

在进行FPGA验证之前，必须对设计进行前仿真，这样可以找出设计中的错

误并进行修改。具体过程如下：我们对整个解码系统措建～个测试平台，把一

段输入视频码流预存入RAM中，启动整个解码模块，当解完一帧后，从RAM

中导出数据，还原成图片后可以检查图片中是否存在问题，如有错误，则返回



仿真波形图找出问题出现的原因以修改设计，如此往返操作可以比较容易的调

试设计的程序。可以这样调试的原因是因为图像中的问题都是以宏块为单位出

现的，而人眼对宏块等级的图像已经很敏感了t所以满足调试的需求。图5-3

所示为仿真所得到的解码图像。

卜警餮誊譬：鬻剽!．瓣i强1
图5—3仿真图像

解码的图像规格为352*288，每个宏块有16个象素，所以图像长由22个宏

块、宽由16个宏块组成。由仿真图像可知，解码得到的图像数据存在明显错误，

错误的宏块包括第3行第8列的宏块、第5行的大部分宏块，在确定图像的错

误地点后，查看波形图，找出老块相应位置的波形数据，具体检查6个块数据

的解码、计算的结果，找出和参考软件的结果数据不一致的地方，并确定错误

的产生出自哪个步骤，这样就可以返回程序找出产生错误的源代码，井作正确

的修改．如此循环测试之后，就可保证图像解码的jF确了。

我们用EDA工具model sim在对图像解码时，获得一帧图像大概需4—6分钟，

若要对大流量的数掘进行测试，只修改一个错误就将消耗大量的时间，这是得

不偿失的，所以对大流量的|璺|像验证就采用FPGA验证。

此时整个解码器的FPGA验证方案为，首先把编码的视频码流通过网口下载

到开发板上的SDRAM中，然后解码器读入数据进行解码操作，并将解码后的

数据按顺序存入帧存SRAM中(存I帧和P帧)或显存中(存B帧图像)，虽

后通过VGA接口输出到显示器，对运动图像进行显示。我们以电影《变形金

刚》为解码原型，解码后的运动图像如图5—4所示。



凹5-4验证结果图(a)

图5-5验证结果圉(b

袭5-2 FPGA消耗资源参数报告

消耗资源参数 数据

Logic utilization 7％

Combinational ALUTs 8,313／143，520(6％)

Dedicated logic registers 5，280／143，520(4％)

Total registers

Total pins 96／743f13％、

Total block memory bits 5，284，833

DSP block 9．bit elements

Total PLLs

整个解码器所消耗的FPGA资源占总资源的7％，其中组合逻辑占8362个逻

辑单元，寄存器占4790个，另外还消耗了5284833bit(占总存储的56％)的

存储资源和97个OSP模块。整个解码模块所能达到的频率约为78MHz。



5．2解码器的逻辑综合

综合，是从逻辑设计到电路实现的第一步H们。在RTL设计中，就要充分考

虑描述的可综合性问题。可综合性指的是一个电路描述的综合收敛性，换句话

说，一个电路描述在很大程度上可以由EDA软件自动生成合情合理的电路实现。

系统级描述基本上不具备综合性，因为它们过于抽象，导致了太多的综合随意

性，因此纯行为描述的可综合性很差。RTL级描述的综合性就很好了，而且越

往底层综合性就越好。

从上述可得，可综合性与电路描述的抽象程度密切相关。在电路设计实践

中，设计人员总是从抽象的系统级描述或行为描述开始，用仿真工具验证项层

设计的正确性，这个阶段定义顶层各个功能块的外在特性，但还没有功能块的

内容，因此不能综合。设计工程师从系统工程师手中接收到顶层功能块的外特

性，并开始着手设计它的RTL内容，这时就要考虑描述的可综合性问题，因为

综合的对象是RTL级描述的程序。

就现有的EDA工具而言，逻辑综合就是将RTL级的描述转换到门级网表的过

程。通过逻辑综合，设计者可以在布局布线之前优先考虑约束问题，尽早发现

设计的违规情况，而不将其带入物理设计。设计者可以通过对设计施加不同的

约束条件，得到时序和面积充分优化的综合结果，对于数字电路来说就是在电

路的面积和功耗、面积和时序性能上的折衷。

综合过程主要包含三个阶段：转换(translation)、优化(optimizati013)

和映射(mapping>。转换阶段综合工具将高层语言描述的电路用门级的逻辑来

实现，对于业界普遍使用的综合工具DC来说，就是用工艺库中的门级单元来组

成HDL语言描述的电路，从而构成初始的未优化的电路。优化和映射是综合工

具对已有的初始电路进行分析，去掉电路中的冗余单元，并对不满足限制条件

的路径进行优化，然后将优化的电路映射到单元库上。综合过程如图5—6所示。

／，’
‘

、

设计 一 优化后的设讥

操作环埯描述一 报告 一Design Compiler

时序、面积目标。 电路图 ～

＼。 ／

图5-6综合流程

5．2．1定义设计环境

在对设计进行优化前，必须模拟出设计与其工作的环境。通过制定操作条件、

线性负载模型和系统接口特征来定义环境。

本文设计的MPEG．2解码器的环境约束如下图5．7所示。
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set——operating——conditions WORST

set——wire——load——modeZ-name reference．．．area．．．25 000000

set——wire．．10ad——mode top

set—．max——area 25000000

set—driue 0[1ist clk rst—n】
set—input—transition 2．0[all—inputs]
set—Fanout—load 3(axl—outputs]
I

图5—7环境设计脚本

1．操作条件包括电压、温度和方法的变更，对于绝大多数工艺，上述操作

条件的变化会对电路有相当重要的影响。综合库一般包括最差(WORST)、典

型(Typical)、最好(BEST)三种环境，在综合阶段使用最差环境来优化设计，

因为此环境下电路要求最大的建立时间，如果此时的设计满足要求，则其他环

境下建立时间要求必然满足。使用最好环境来清除保持时间的违规，因为此环

境下两触发器之间的逻辑延迟最小，如果此时的设计满足要求，则其他环境下

的保持时间要求必然满足。

2．Set wire load model(线形负载模型)的定义估计了线长和扇出对于电

阻、电容和线的面积的影响程度。DC利用这些物理值来计算线延迟和电路速

度。在综合阶段，线形负载模型应相当悲观，这样可以给布局布线留下一定的

冗余时序，为物理设计提供较多的时序空间。对于穿越层次界限的线，DC工

具还支持其线形负载模型三种工作模式：Top(顶部)模式表示层次设计中的

线延迟按照最顶层模块的线形负载模型来计算，忽略所有子模块的线形负载模

型；Enclosed(依附)模式表示子设计的线延迟按照直接调用它们的子系统(设

计)来计算；segmented(分割)模式表示穿越层次界限的线的线形负载模型计

算根据每一层次的具体定义来进行计算。

3．系统接口建模，DC可以通过对输入端口定义驱动特性、对输入和输出

端口定义负载、对输出端口定义扇出负载来来模拟设计和外部系统的接口，比

如Set fanout load用来指定输出端口预期的扇出负载值，DC试图确保输出端

口的扇出负载的总和加上与输出端口驱动器连接的单元的扇出负载要小于库、

库单元和设计的最大扇出限制。

逻辑综合除了对设计进行工艺的映射外，更重要的是对设计的时序、面积以

及性能进行合理的优化，使得设计在时序、面积和性能达到最优化的折中。在

对设计进行优化时，DC支持两种类型的约束：设计规则约束(Design rule

constaints)和最优化约束(Optimization constraints)。

5．2．2设计规则约束

设计规则约束是固有的，在工艺库里定义，DC给设计对象赋予属性来表示

这些设计规则约束，就是为了保证设计的功能正确性。最常用的设计规则约束

为：
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转换时间(Transition time)约束：线的转换时间约束是对它的驱动管脚改

变逻辑值的时序要求。命令set max transition用来改变工艺库里指定的最大转

换时间约束，这条命令给设计中所有线或与确定端口相连的线设置了最大转换

时间。在最优化的过程中，dc试图使每一条线的转换时间都小于max—transition

属性值，如图5．8所示。

set HnX TRANSITION 3

set—．Rax——transition Sxnx—．TRRHSITIOH[all—．inputs]
set HAg．．CAPAC ITAHCE 3

set一帕x—capacitance Sxnx—CAPAC I TANCE[all—inputs]

5-8设计规则约束脚本

扇出负载(Fanout load)：线的最大扇出负载是指这条线所能驱动的最大数

目的负载。在最优化时，DC试图满足每一个驱动管脚的扇出负载限制，如果

一个管脚违反了此限制，DC会尽力改正这个问题。Set max fanout命令对设计

或输入管脚设置比工艺库里指定的更为保守的扇出约束，这样DC会尽力满足

更小的扇出限制。

电容(capacitance)：它的属性有最大电容和最小电容。通过

Set max capacitance命令给一个单元的输入端口或管脚来设置最大电容约束。

在编译的过程中，DC要确保最大的电容没有违规，即驱动单元输出端口上的

电容值大于等于被驱动单元端口上的电容值之和。同样也可以用

set min capacitance命令对输入端口或管脚来设置最小电容约束。

DC工具还支持最优化约束，这由设计人员定义，用来描述设计指标，在整

个脚本工作期间应用于当前设计。最优化约束最常用的约束包括时序约束和面

积约束。

5．2．3设置时序约束

时序约束指定了设计所要求的性能。其约束主要包括以下几个方面：定义

时钟的周期和波形：利用create clock来定义时钟的周期和波形，这是非常重

要的约束，是其他时序路径上定时约束的基础，其约束条件如图5-9所示。

set PERl0D 15．0

set HALF—P[expr SPERIOD，2．D】
set UHCERTAIHTV 口．S

set DELAY 1

create—clock -period SPERIOD一¨aoeForm[1ist o．o SHRLF—P】{clk}

set PORT—In—To—cK[expr SPERIOD-口．1 O】
set—input—delap SPORT—In—To—CK—clock clk[all—inputs]
set PORT—CX～TO—OUT 【expr SPERIOD-o．1 o】
set—output—Oelag SPORT—CK—TO—OUT—clock clk

set—clock—transition 1．2 clk

■●●■■■■■■■■■■●■●■■■●■●■■

图5-9时序约束脚本
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因为它对设计中所有寄存器到寄存器的路径加以延时。此外，考虑到由于布

局导致的时钟网络的变化，利用set clock uncertainty命令的·setup或一hold选

项增加少许的时序余量。指定I／O时序要求：在绝大多数情况下，信号的输入／

输出的时间是交错的。可以用以下命令来达到以上目的。set input—delay定义

输入端口的到达时间，相对于系统时钟和其他输入端口的输入延迟约束；

set output 定义要求的输出到达时间，这是相对于系统时钟的输出延迟约．delay

束；对于不被时钟周期限制的组合延迟，用set—max—delay和set_min—delay命

令定义指定路径的最小和最大延迟。此外还有指定错误路径、设置多周期路径

等约束设置。

5．2．4设置面积约束

用set max area命令对当前设计设置一个max area属性，它是由每一个元

件和线的面积组成，用工艺库里面积的单位来指定这个面积。

时序约束和面积约束通常称为最优化约束，当两者同时定义时，Design

Compiler将首先满足时序约束。但最优化约束和设计规则约束相比时，Design

Compiler虽然试图同时满足两约束，但设计规则约束必须首先被满足。

5．2．5综合报告

报告中最基本的是面积报告和时序报告，对这些报告的分析能够使设计者了解设计

中的不足而对设计进行相应的修改。
*鼍鼍-**鲁---●●●●●●-■---■●■■蕾*鼍鼍■鼍鼍鼍量鼍●■●■■

Report：area

Design：top
Uersion：2002．05

Date ：Tue Sep 16 23：88：48 2008

Library(s)Used：

USERLIB

USERLIB

DSERLIB

USERLIB

USERLIB

(File：

(File：

(File：

(File：

(File：

，export，homel，2a06，nal，naliang，dc，s9n—all／dblram_tn—x1．db)

，export，homel，2 n06，mal，maliang，dc，s三，n—allldblFiFo—out—x1．db)

，export／homel，2006／nal／malian9／dc，s9n—allldblram_FiFo_x1．db)

，export，honel，2 006，nal，naliang，dc，s9n—all，db，quantiser—ram．db)

／export／homell2006／mal／maliangldclsyn—all／db／dis—ram．db)
smicl8—．ss

(File：／project／librarylsmlcl8／FEUtew STDIO／Uerston2．O／$TD／Synopsys／smlcl8_Ss．db)
USERLIB(File：，export，homel，2006，mal／maliang，dc，59n—all／db／idct—ram．db)

USERLIB(File：，export，honel，20口6，nal，maliang，dc，s9n—all／dbldct—ran．db)

Humber

Number

Humber

Humber

oF ports：
oF nets：

oF cells：

oF references：

Conbinational area：

Honcombinational area：

Het InterC0nnect area：

91

1815

133

27

666949．812S00

12083860．000000

undefined(Wire load has zero net area)

Total cell area： 12700907．000000

图5-10综合的面积报告

由上面报告可知，用smic 0．18工艺库综合出来的总面积为12700907um2。



综合的时序报告如图5．11所示：
HmMmUmMMMMMMM,M-X．M．M■MMMMmMMMMMMMmMMMMMMIM
Design：top
Version：2002．05

Date ：Wed Sep 17 09：58：46 2008

■■■■■■■■*■■■鼍鼍*鼍鼍■鲁■■■■●●■■■■■■■■■■■■■鼍■

Point Incr Path

⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯一⋯⋯⋯⋯⋯⋯⋯一⋯⋯⋯⋯一一
clock clk‘rise edge)0．0口0．00
clock network delay(1deal) 1．00 1．00

uld／motion—type—reg【a】／CK(FFSJKRHDlX'0．00嚣 1．口0 r

uld／motion—type—reg[0】／Q(FFSJKRHDIX) 1．25 2-25 r

rid／motion—type【0】(uld)0．00 2-25 r

mc／motion type【a】(mc)0．0a 2．25 r

mc／U862／Z(HAHD281HD4X，0．35 2．60 F

mc／U910／Z(IHUCLKHD80X)0．66 8．27 r

mc／addr—computer2一bud／motion—Field(addr_computer一口)

mc／addr_compuLer2_bwd／U332／Z(NUX2HPlX)

0．0口

口．62

3．27 r

3．89 f

-●i●●●-●--●m-●●---●-----●--●-●●-----●●●--●--●----●-●-I-●-i--●●●----i--●-●i

mcladdr—computer2一bwd／add一14s／suN[13](addr—computer—O．．．DH01一inc一1 J。。2)
0．00 7．22 r

mc／addr computer2 bwdlU529／Z(onl31HD2X)0．20 7．42 f

-----●------●-i i i●---●--●●---n-i●●●●●--●●-i-i--------●-●●i i------●●●●----

mcladdr—computer2一bwd／mult一308，PRODuCT【19】(addr_computer—O_DW02一mull一1 a_11L口)
a．0口 15．日0 r

mcladdr computer2 bwd／U192／Z(RHD2HDlX)0．32 15．32 r

mc／addr—computer2一bud／impl一reg[19]IT!‘FFSJKRHDlX’0．日a
15·32 r

data arrtual time 15．82

cZock Clk(rise edge)
clock network delay‘ideal)
clock uncertainty

mc／addr—computer2一bwdltmpl—reg[19]／CK‘FFSJKRHDlX)
librar9 setup time

data required time

1S．0口

1．aB

一8．S0

口．00

—0．1B

data required time 15·32

data arrival time 一15．82

slack(NET) 口-00

图5—11综合的时序报告

报告中包含了路径的起点、中间点和终点，路径上的每个点使得延迟慢慢积

累，到达终点的时间即为数据到达时间。图5．11所示的是电路中时序最差的一

条路径，也是电路的关键路径，此信号由VLD模块产生，送入运动补偿(MC)

模块，经过一定的组合逻辑，送入子模块addr_computerl—fwd，因为加法器和

乘法器的性能的限制，使得整个电路的时钟频率为66Mhz。

5．3本章小结

本章在RTL级硬件设计的基础上，完成了解码器的FPGA原型验证与综合，

并给出它们的结果。

口n

0

0

2

2

0

n

5

5

3

3

■

■

■

■

■

■

S

6

5

5

5

S

1

1

1

1

1

1



第六章 总结与展望

6．1总结

本文主要研究的是MPEG．2视频解码的FPGA设计，并以此为基础，详细

描述了MPEG．2视频解压缩的算法原理、软件实现、系统架构、电路设计及优

化等方面的内容，最后并对整个设计进行了仿真测试和FPGA验证。完成的主

要工作包括以下几个方面： ．

1．完成解码系统的体系结构的设计，采用了自顶而下的设计方法，实现系

统的功能单元的划分；根据其视频解码的特点，确定解码器集中控制的

方式；实现帧内数据和帧间数据的并行解码。

2．根据解码器的设计，比特流格式器模块设计提出了特有的解码方式；在

可变长模块中的变长数据解码采用组合逻辑外加查找表的方式实现，大

大减少了变长数据解码的时间；IQ、IDCT模块采用流水的设计方法，减

少数据计算的时间；运动补偿模块，针对模块数据运算量大和访问帧存

储器频繁的特点，采用四个插值单元同时处理，增加像素缓冲器，充分

利用并行性结构等方法来加快运动补偿速度。

3．根据视频解码的参考软件，通过解码系统的仿真结果和软件结果的比较

来验证模块的功能正确性。最后用FPGA开发板实现了解码系统的原型

芯片验证。

整篇文章对MPEG。2视频解码技术展开了较深入的研究，并结合了其他的

一些设计方法，设计出具有一定特点的MPEG．2视频解码器的FPGA原型芯片，

取得良好的解码效果。

6．2展望

本文设计的视频解码器完成了实现了预期目标，取得了不错的解码效果。

但是在本文的基础上，还能在以下几方面进行优化：

1．IDCT模等模块尽管内部计算采用的是流水计算的方法，但还可以采用更好

的算法实现。

2．一些功能单元的计算用流水计算实现，但模块间的计算没有采用，在以后

的优化设计中可以实现Huffman模块、IQ模块和IDCT模块的流水计算。

3．本文研究的解码系统中采用的是集中控制的模式，以后可以进行控制策略

的改良。
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