
中文摘要

摘要：IS．IS协议是一种基于链路状态的内部网关协议，由于其机制比较简单，常

被应用于城域网和大型网络服务提供商。IS．IS协议扩展支持IPv6后存在路径不区

分球V4和IPv6的问题，可能造成路由黑洞。IS．IS支持多拓扑功能通过将mV4和

IPv6分拓扑计算解决这一问题。本文工作一方面是参与IS．IS支持多拓扑功能项目

的开发，独立设计并实现了链路状态信息更新模块(八项子功能)支持多拓扑和

配置／取消多拓扑功能，并利用专门设计的组网和命令配置验证了功能实现；另一

方面以IS．IS支持多拓扑功能为基础进行了两项扩展研究：

1．在的大型IS．IS路由域中如果存在IPv6孤岛，应用隧道技术和无状态IP、ICMP

翻译技术实现孤岛间通信的最优路径选择问题。本文提出IPv4和IPv6拓扑组合选

路方案以及新的选路标准，更能适应IPv4／IPv6混合的组网环境。

2．提出一种利用多拓扑实现静态流量工程的方案。流量工程(TE)能够合理控制

流量转发路径保证链路利用率，避免因链路拥塞造成传输质量降低。静态流量工

程不能适应流量不断变化的网络环境，但它能够从全局角度，同时考虑每条链路

限制和每条源．目的流的要求，实现网络性能的整体优化。本文提出一种多拓

扑静态流量工程方案：基于链路负载自动生成拓扑，以贪婪算法思想分配流量，

拓扑生成与流量分配交替进行直到达到预设的链路利用率。利用MATLAB针对不

同特性的随机连通网络和随机数据流进行仿真研究，证明了本方案可以有效地实

现流量工程。
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ABSTRACT

ABSTRACT：IS·IS is a link-state based interior gateway protocol；it is often used in

metropolitan and large Internet service provider for its relatively simple

mechanism．IS—IS link does not distinguish fromⅢV4 t0 IPV6 after its supporting of

IPv6，which may result in routing black hole．IS-IS MTR(Multi—topology Routing)

solves this problem through decision in each topology．In this paper,one part ofwork is

to participate in the project of IS-IS MTR development，design and implementation the

MT extention in update modular(8 functions)and the function of configuring and

uneonfiguring MT'testify the realization by devised network and commands．Another

part is two extended research on the basis of lS—IS MTR：

1．If IPV6 Island exists in large scale IS·IS routing domain,analyze how to attain

optimum path when tunnels and stateless IP ICMP translation are applied to help

communication among islands．We propose solutions of joint topology with PV4

and IPv6 and new merit,which are more suitable for IPv4／IPv6 hybrid network．

2．Realize static TE(traffic engineering)with MT．TE adjusts the forwarding path of

flow to guarantee hi【gh level link utilization and avoid congestion．Static TE is not fit

for the dynamic traffic，however,it takes consideration of all links and all flows

simultaneously and globally,which is more effective in elevating Qos．We propose a

solution of static TE based on MT：topology is generated adaptively founded on link

load，traffic distributes in greedy way,topology generation and traffic distribution is

performed alternately until anticipated link utilization is achieved．The solution is

testified to be an effective TE by MATLAB simulation in random networks of

different characteristics．

KEYWORDS：IS-IS；Multi-topology Routing；IPv6 islands；Shortest path；Static

Traffic Engineering
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1引言

1．1研究背景

Intermediate System to Intermediate System(IS．IS)协议是一种广泛应用于城域

网和大型网络服务提供商的内部网关协议(IGP)。内部网关协议是指应用于自治

系统内部的路由协议，常见的内部网关协议包括RIP，OSPF和IS．IS。其中OSPF和

IS．IS属于链路状态路由协议，即网络中的每个路由节点了解整个网络的路由信息，

节点根据网络拓扑独立计算到达网络中其它节点的最短路径。IS．IS通过Dijkstra算t

法计算最短路径，可以避免路由环路。

随着Intemet以指数级速度增长，越来越多的用户和服务器不断扩充现有网络

规模，造成了路由表持续增大，路由器的处理速度不断降低：再加上多媒体网络

业务的发展，用户数据业务流量的不断增长，路由器需要处理的数据包越来越多，

这使得优化路由性能变得十分重要。现代网络技术的发展对IS．IS路由协议进行了

诸多扩充，IS．IS的发展如下：

1990．02，RFCl 142，OSI模式下的IS．IS协议。

1990．12，RFC 1195t11，IS．IS协议适用于TCP／IP网络。

1995，IS．IS协议进入商用。

2000．01，IS．IS支持IPv6互联网草案提出

2002．1 l，ISO／IEC 10589[21，面向无连接网络模式的标准IS．IS协议。

2004．06，RFC3784，IS．IS支持流量工程(TE)。

2008．02，RFC5120t3】，IS．IS支持多拓扑路由(MTR)。

2008．10，RFC5305t41，新的IS．IS流量工程标准。

2008．10，RFC5306[51，IS．IS支持平滑重启(GR)。

2008．10，RFC5308t01，IS．IS支持IPv6。

2009．02，RFC53 1 l■IS．IS支持虚拟系统。

1．2研究意义

为满足对下一代网络的支持，IS．IS协议扩展支持IPv6，但支持IPv6后存在的

问题是：在自治系统中如果存在IPv4和IPv6混合组网，则IPv4和IPv6网络拓扑

必须相同，即每条链路都支持IPv4和IPv6双协议。这一限制条件源于IS．IS协议



支持IPv6技术将路由器的IPv4和IPv6邻居作为统一的邻居信息进行同步，在此

基础上算出的最短路径无法区分IPv4和IPv6。但是在网络中，可能并非所有的路

由器都支持IPv4和IPv6双协议栈，或者一些链路不支持IPv6，因此IPv6和IPv4

拓扑无法完全一致。此时对于双协议栈路由器是感知不到拓扑中有哪些路由器是

不支持Pv6的，IPv6数据流仍会被转发到这些不支持礤v6的路由器或链路，从而

被丢弃处理，产生路由黑洞。

图1．1 mv4、IPv6混合组网时的IS．IS转发路径

Figurel．1 Forwarding in IPv4／IPv6 hybrid IS-IS domain

图1．1表示在IPV4、IPv6混合组网且PV4、IPv6拓扑不相同时的IS．IS路由转

发路径。链路中的数字代表相应链路开销。RouterA、B、C和D均支持IPv4和PV6，

Router E只支持口v4。从RouterA到Router B的最短路径为A．>12．>E．>D，最小开

销为5。由于Router E不支持IPv6，从A到B的IPv6报文被Router C丢弃。

IS．IS MTR扩展功能能够解决IS．IS链路不区分协议造成的路由黑洞问题，将

支持IPv4的路由和支持IPv6的路由划入两个不同拓扑，IPv4和IPv6报文分别根

据相应拓扑的路由表转发。

图1．2表示IS．1S路由配置了MTR后的转发路径。IPv4、IPv6独立计算最短

路径，IPV4拓扑从Router A到Router B的最短路径仍为A．>C．>E．>D，IPV6拓扑

的最短路径为A．>B，最小丌销为6。从A到B的IPv6报文不再被丢弃。
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图1．2 mv4、mv6分拓扑情况下的IS—IS转发路径

Figurel．2 Forwarding when IPv4／IPv6 belonging to separate MT

多拓扑功能可以用于优化网络性能。多拓扑功能提供了新的网络资源一拓扑，

每个拓扑是整个网络拓扑的子集，不同拓扑的最短路径存在差异，因此在不同拓

扑中针对同一目的地址转发路径也不相同，报文转发可以通过选择拓扑确定路径。

拓扑资源的有效利用有助于提升路由转发的有效性和可靠性。

1．3应用与研究现状

IS．IS MTR扩展功能被应用于m路由转发和一些非转发功能，详见以下拓扑

使用规定：

．MTID柏： 标准拓扑

．MTID撑l：lPv4网管拓扑

．MTID舵： IPv6路由拓扑

．MTID撑3： 口v4多播路由拓扑

．MT ID徉4： IPv6多播路由拓扑

．MTID撑5： IPv6网管拓扑

．MTID柏．#4095： 用户使用拓扑

MT ID柏捍2用于区分IPv4和IPv6协议。MT ID撑l样5用于网管或组管协议，

网管拓扑包含所有需要被管理的路由器。网管路由器分别以不同的地址加入网管

拓扑和标准拓扑，这样网管拓扑可以直接利用标准拓扑的最短路径，当路由器配

置网管功能后不用再切换到网管拓扑。一些路由器虽然不参与报文转发，但出于

网管需求也要加入标准拓扑。MT ID撑3椒用于多播路由，多播组中的所有路由器



加入同一拓扑，路由器利用此拓扑的路由表进行多播，但多播反向链路的选择却

可以利用其它拓扑的路由表。MT ID柏．#4095根据用户需求手动分配，例如公司

内网用户加入同一拓扑，流量通过内网转发：某种业务用户加入同一拓扑，业务

流量在拓扑内转发。

流量工程是m网络的流量控制机制，通过调节流量选路降低网络过载程度。

Around Kvalbein和Olav Lysnc[9】利用多拓扑实现了在线TE和离线TE。离线TE

基于静态流量数据，通过最优化链路开销最小化流量转发时的网络过载程度，但

其无法有效处理动态的流量变化，每次流量变化都需要重新计算。一些减轻流量

变化造成影响的方案已被提出，例如试图找到在链路故障情况下依然有较好负载

均衡性能的链路开销设置【10】【ll】【1 21，或者提出忘却性路由，即在所有可能的流量情

况下在一定范围内都有良好性能【131【141。离线TE的缺陷导致了在线TE的产生【15】【161。

这些方案都是建立在源节点和目的节点之间存在的多条可选路径的前提下，而这

前提正是多拓扑功能能够提供的。

MT还可以用于保证网络质量，Tarik CiciC[17】提出的FT-MTR(容错多拓扑路

由)是指构建逻辑拓扑作为网络备份，使逻辑拓扑中的某些网络资源不用作报文转

发，重传报文选择合适的逻辑拓扑转发，提高重传成功率。FT-MTR找寻一系列保

证网络连通的关键节点，以这些节点为基础进行网络分层并以层级结构作为逻辑

拓扑，解决了如何减少逻辑拓扑的数量和出现链路故障后的负载分配的问题。

1．4论文结构安排

本文作者参与了IS．IS支持多拓扑功能项目的开发。功能提供了IS．IS路由域

内拓扑的手动配置，每个拓扑相当于一个路由域，需要保证路由功能在拓扑内正

常执行。项目分为邻居模块，更新模块，路由计算模块和路由扩展功能模块。本

文独立设计实现了更新模块支持多拓扑和配置／取消多拓扑功能，编写代码三千行，

并设计了专门的组网和命令配置，通过观察路由器的链路状态信息库和路由表的

变化验证二部分功能的实现。

更新模块支持多拓扑功能实现的子功能主要包括：多拓扑信息的存储结构设

计；收到LSP后四种新增多拓扑TLV的更新：多拓扑扩展后伪节点报文的更新；

节点脱离／进入孤立状态后相应多拓扑路由的更新；LSP报文失效时多拓扑信息的

清除；自身多拓扑链路状态信息变化时多拓扑TLv的封装；路由器OVERLOAD

状态的多拓扑维护；区域地址分拓扑维护和多拓扑朋盯状态判断。配置／取消多拓

扑功能的实现涉及配置的多拓扑无法发布时的处理和各模块响应多拓扑添加删除

的处理。
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在此基础上本文进行了两项多拓扑选路扩展研究。一是如果IS．IS路由域中存

在IPV6孤岛，应用隧道技术和无状态IP、ICMP翻译技术实现孤岛间通信的最优

路径选择问题，提出变更选路标准和利用分开的IPv4和IPv6拓扑组合选路两种方

案。二是利用多拓扑能够提供到达同一目的地址的多条路径的特点实现静态流量

工程。本文方案的主体思想是：多拓扑生成与流量输入相关，流量在拓扑间分配

以降低网络总过载量为目标，生成新拓扑与流量分配交替进行，直到达到预设的

链路利用率。最后通过MATLAB仿真验证了本方案在不同规模和密集程度随机网

络环境下均能良好地实现静态流量工程效果。

本文第二章介绍了IS．IS路由协议的基本架构，报文信息和运行机制，以及

MTR扩展功能的协议要求。第三章描述了IS．IS MTR的实现，详述了更新模块和

配置／取消多拓扑功能的设计与实现。第四章验证IS．IS支持多拓扑功能的实现，主

要面向第三章设计的功能。第五章描述多拓扑扩展研究，提出IPv6‘孤岛’间通

信的最短路径选择方案；提出利用多拓扑实现静态流量工程的方案并仿真验证。
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2 IS．IS与MTR介绍

2．1 IS．IS协议

2．1．1基本概念

IS(intermediate system)：独立进行路由功能的实体，常指一台路由器或路由

器的一个IS．IS进程。

邻居(neighbor)：两台路由器的报文通过一条链路能够到达对方。

区域(area)：内部路由信息交互并拥有到达外部的出口的路由子域。

LEVEL l&2：区域的层次，L2为主干区域，L1为局部区域。

指定路由器(designated IS)：g-播网中选出的执行特殊功能的路由器，负责以

广播网中心的名义生成LSP。

伪节点(pseudonode)：DIS生成的广播网中的虚拟节点，包含与广播网中的

节点有邻居关系。

System ID：每个IS的唯一标记。

IIH：IS到IS间Hello报文。

LSP：链路状态协议数据单元。

PSNP：部分序列号数据报文。

CSPN：完全序列号数据报文。

LSDB：链路状态数据库。

2．1．2网络架构

为了支持大型路由域，Is．Is以分层的形式组织域内路由器。路由域被分割成

多个区域，每个IS只能属于一个区域。仅在一个区域之内进行的路由活动被称作

Ll路由活动。能够在区域之间进行的路由活动被称为L2路由活动。根据其在路

由活动中所起到的作用路由域中的IS可以划分为如下三类：
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图2．1路由域中的IS分类

Figure2．1 The style of IS

L1 IS：只能和同一区域内的IS进行L1路由活动的IS，使用LI LSP来传递

自身的链路状态信息。如果接收到报文的目的地址在本区域内，就直接按地址转

发：如果报文的目的地址在本区域外，则将报文转发给离自身最近的一个L1．2 IS。

L1IS只能和LlIS相邻，连续的L1IS组成L1域。

L2 lS：能够和不同区域的IS进行L2路由活动的IS，使用L2 LSP来传递自

身的链路状态信息，只负责域间路由。L2 IS只能和L2 Is相邻，且所有的L2 IS

必须是相邻的，共同构成网络的L2域(主干域)。

L1-2 IS：既能进行Ll路由活动又能进行L2路由活动的IS，同时具有L1 IS

和L2 lS双重身份。L1．2 IS通过Ll路由活动汇总本区域的Ll链路状态信息，并

通过L2 LSP告知L2域中的其它IS。L1．2 IS发布带有棚标记的L1 LSP，指导
Ll路由器将通往区域外的流量转发到自身。

IS．IS协议只支持两种网络类型：广播网和点到点网络，二者采用不同IIH建

立邻居关系。LSP报文通过泛洪的方式使整个LEVEL内的路由器保持LSDB的同

步。泛洪(flood)是指当一个路由器向相邻所有路由器报告自己的报文后，相邻

路由器再将同样的报文传送到自己相邻的所有路由器，收到过此报文的路由器直

接丢弃报文，如此逐级传递报文直至覆盖整个LEVEL。在广播网中，每台路由器

都和网络中其余路由器建立邻居关系，网络逻辑结构是全连通型的，LSP泛洪将

产生巨大的网络流量，且随着广播网的增大，网络流量迅速增加。在星形结构的

网络拓扑中，由于节点间的链路很少，节点泛洪LSP产生的网络流量很小，因此
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lS．IS在广播网中选出一个指定路由器(DIS)，并由DIS产生一个伪节点作为网络

中心节点与每个路由器相连，使网络逻辑拓扑变为星形。

不同LEVEL的广播网中有不同的DIS，选举优先级最高的路由器当选广播网

中的DIS，如果优先级一样，具有最大的MAC地址的路由器将当选DIS。DIS的

选举是抢占式的，且不存在备份DIS，当DIS与广播网中其它路由器的邻居Down

或者广播网中出现比DIS更高优先级的路由器时，发生DIS变更。DIS发送IIH

报文的频率是普通路由器的3倍，这样可以保证DIS失效可以被快速检测到。

2．1．3协议报文

IS．IS协议通过九种PDU(数据链路单元)的传递完成路由功能：L1／L2 LSP

用于传递链路状态信息；Ll／L2 CSNP，L1／L2 PSNP用于路由域中链路状态信息的

同步；Ll／L2 LAN IIH，Point．to．pom IIH用于IS之间建立邻居。

LSP报文头部如表2．1所示。

表2．1 LSP报文头部

TIABI．E2．2 I．SP header

No．ofOctets

Maximum Area Addresses l 每个IS最多配置的

区域地址数，默认3

PDU Length 2 PDU总长度

Remaining Lifetime 2 剩余生存时间

LSP ID ID Length+2

Sequence Number 4 序列号

Checksum 2 校验

P Kn LSPDBOL ISTyPE 1 标记位

其中LSP ID=System ID+Pscudonodc ID(伪节点标记)+LSP Number(分片号)。

剩余生存时间：用来计算报文失效的时间，LSP的最大生存时间为20分钟，

但每隔15分钟LSP源路由就会重新生成此LSP，保证正常情况下报文不会超时；

剩余时间为0的报文是清除报文，收到后找到并清除本地LSDB中对应的LSP条

目。

序列号：表示LSP的新旧，每个LSP分片的序列号单独进行计算：路由器启

动LSP分片初次发送时序列号为1，以后需要重新生成此分片时，新分片序列号

为旧分片加1，序列号更高意味着分片更新。当某分片的序列号达到0xFFFFFFFF
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时，路由器会暂停IS．IS进程，等待整个路由域中和此路由器生成的LSP全部超时

并删除完毕，随后IS．IS进程重启，并从序列号1开始发送LSP。当两片LSP的序

列号相同时，剩余生存时间为0的报文比剩余时间非0的报文更新，如果报文剩

余时间都不为0，校验值较大者较新。

校验值：提供除剩余生存时间字段外的LSP头部校验，当路由器收到校验出

错的LSP，那么它除了清除本地LSP条目外，还会向网络其他路由器发送此LSP

相应的清除报文。

以下标记字段只有在零分片中才有效：

P(区域修复)：目前无厂商支持此功能。

ATT(域间连接)：L1．2路由器在自身的L1 LSP中置位该位，L1路由器将设

置该位的路由器作为通往主干网的出口，设置一条指向该路由器的默认路由。如

果L1区域中存在多个L1．2路由器，则每台Ll路由器根据开销最小设置默认路由。

LSPDBOL(过载)：如果路由器资源不可用，系统进入过载等待状态，在此

状态中路由器只会发布过载标记置位的LSP零分片，其它路由器不会以发布过载

标记的路由器为转发路径。直到需要的资源或等待定时器超时后系统会退出过载

等待状态，此时路由器发布过载标记清零的LSP零分片。在过载等待状态中，路

由器的报文转发和路由计算功能不会受影响。

ISTYPE：表示IS属于Ll还是L2。

LSP变长部分包含多个TLv，TLV是一种常用的简单的变长报文内容封装方

式，包含T(Type，TLV类型)，L(Length，TLV长度)，V(ValLie，封装内容)

三部分。除LSP报头外，每个IS应传递的链路状态信息主要包括所在区域的地址，

邻居信息以及IP／IPv6路由信息。区域地址是区域的标记，每个IS单独配置并发

布区域地址，L1．2 IS在自身L2 LSP中还要发布从Ll LSP中学到的区域地址。L1．2

IS通过对比L1和L2的区域地址判断自身能否通往区域外部。LSP报文中包含的

邻居信息通过NBR TLV和Extended IS TLV发布，m路由信息通过IP Internal

Reachability TLV和Extended IP TLV发布，和扩展邻居TLv，IPv6路由信息通过

IPv6 Reaehability TLV发布。

NBRTLV格式如表2．2所示。如果邻居为普通节点，Neighbor ID=System ID

+oo：如果邻居为伪节点，Neighbor ID=DIS的System ID+01。虽然TLV通过支

持四种量度来提供不同服务级别，目前的路由交换设备提供商默认只支持缺省量

度，其他量度都是为QoS准备的。每种量度只有6bit来表示丌销值，支持63种

开销刻度，限制了描述精度，被称作Narrow量度模式。Extended IS TLv利用3字

节来表示缺省量度的开销值，大幅提升了描述精度，被称为Wide量度模式。IP

Internal Reachability TLv属于Narrow量度模式，Extended IP TL、，和IPv6
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Reachability TLV属于wide量度模式。

表2．2邻居TLv

1：ABLE2．3 NBR TIⅣ

NO．of Octets

Virtual Flag l
—

0 I／E Default Metric 1 缺省量度

S I／E Delay Metric 1 时延量度

S I／E Expense Metric 1 费用量度

S I／E Error Metric l 错误量度

Neighbor ID ID Length+1

2．1．4运行机制

2⋯1 4 l邻居维护

两台IS．IS路由器在交互协议报文实现路由功能之前必须首先建立邻接关系。

图2．2广播网邻居建立流程

Figure2．2 Establish LAN adjacency

IS．IS在广播网中路由器问通过三次握手流程建立邻居。路由器收到IIH报文

时需要进行邻居合法性检验：IIH报文中的链路类型与收到报文的接口相兼容；报

文中的IP／IPv6地址与收到报文的接口处于同一网段；报文中最多区域地址数目必

须与自身一致，如果是L1的IIH还需要区域地址和自身配置一致；通过lIH的总

长度了解对端接口的MTU，确保形成邻接Iji『能处理邻接点最大的MTU(或MTU

差别不大)；如果自身配置了认证，报文中的认证字段与自身匹配。
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图2．3点到点网络邻居建立流程

Figure2．3 Establish Point-to—Point adjacency

IS．IS点到点邻居关系的建立是通过先交换ES．IS协议的ISH报文，再交换

Point．to．point IIH报文实现。每台路由器收到ISH包后，路由器先检查与发送者

是否邻居关系，如果不是，发送IIH报文回应，对端收到IIH报文后进行与广播

网类似的邻居合法性检验，如果通过则邻居UP。由于缺少类似三次握手的确认机

制，可能造成一端邻居UP，一端邻居DOWN的情况发生。

2．1．4．2链路状态信息同步

IS．IS路由域内的所有路由器都会将自身的链路状态信息封装为LSP报文并通

知其它路由器。在路由域内所有路由器的LSDB达到同步后，如果路由器的链路

状态发生改变，路由器会重新封装LSP并泛洪发布，另外即使LSP没有变化，LSP

也会定期重新生成以保证LSDB中的LSP不会超时。

触发新LSP的原因包括：邻居UP／DOWN；接口UP／DOWN：接口开销变化；
接口配置的IP／IPv6地址变化；IS配置的区域地址变化；IS的System ID变化；IS

的系统类型改变：DIS变更；系统进入退出过载等待状态：引入、聚合的路由发生

变化；验证信息变化；接收到自身生成的剩余时间为0的LSPI LSP定时刷新。

当路由器收到LSP报文时，会判断是否自身生成并与自身LSDB中对应的LSP

进行比较。具体流程如图2．4所示。

在点到点网络中，如果路由器收到有效的LSP报文，LSP与自身LSDB中的

相应LSP一致或更新，需要回复PSNP报文确认，在路由器启动后邻居路由器会

发送CSNP报文帮助其快速同步LSDB。

在广播网中SNP报文用于辅助LSDB的同步：DIS定期根据自身LSDB生成

CSNP报文并泛洪，路由器收到CSNP后和自身的LSDB中的LSP进行比对。如

果DIS拥有的LSP较新或者自身LSDB中没有，发送PSNP报文向DIS请求这个



LSP：如果自身LSDB中拥有的LSP比DIS的更新或者DIS没有，直接发送自身

的LSP。DIS收到PSNP报文后会根据其中包含的LSP ID发送自身LSDB中的LSP。

2．2 MTR扩展功能

图2．4收到LSP报文的处理流程

Figure2．4 Receiving LSPs

Multi Topology Routing(MTR)多拓扑路由是就是指在自治系统中独立运行多

个拓扑，每个拓扑都会单独维护路由表并转发流量，每个路由可以属于多个拓扑。

多拓扑路由实现了拓扑级别的流量调度，报文转发时先选择拓扑再选择路径。以

下列出多拓扑路由与两种相关技术的比较：

虚拟专用网(VPN)【8】是指私有网络之间通过公用网络(通常是因特网)建立

安全稳定的连接，常应用于大企业部门之间传递消息。VPN主要采用的四项安全

保证技术：隧道技术、加解密技术、密钥管理技术和使用者与设备身份认证技术。

MTR和VPN都能应用于公司内网，确保流量优先经过内网传输，但MTR不具备

VPN的安全性能，因此不能用在有保密性要求的环境下。
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边缘路由最佳化(OER)以路径的效能作为路径选择的依据，针对多条对外路径

设计流量负载平衡或路径备份。OER的路径选择依据包括报文回复时间、丢包率、

信号抖动、是否存在可达路径、流量分布和cost最小策略。MTR在报文发端以用

户自定规则先选择拓扑，拓扑内以链路开销最小化为标准选路，MTR和OER都能

为针对某一目的地址的流量传输提供多条有效路径，但OER的选路依据比MTR

丰富，更利于确保报文传输的有效性和可靠性。

IS．IS MTR扩展特性将IS．IS协议基本功能都进行多拓扑划分，形成了lS-IS

进程内的多拓扑模型。每个拓扑就像是一个独立的lS．IS进程，可以独立地维护邻

居关系，独立地维护链路状态信息，独立地计算最短路径并更新IS．IS路由表，最

终与其它协议发布的路由一起进行优选得到拓扑路由表。

多拓扑功能新增四种TLV，IIH和LSP报文中新增的NIT TLV发布配置的多

拓扑及标记，LSP中新增的MT IS TL、厂，MT IPTLv和MT PV6 TLV发布多拓扑

链路状态信息。每个IS根据这些信息分拓扑实现路由功能。

MTTLV格式如表2．7所示： 。

表2．7多拓扑1rIⅣ

TABLE2．7 MT TLv

No．of Octets

其中O(OvERLoAD)为过载标记，A(ATT)为域问连接标记。如果路由器需

要发布此TLV，必须包含MT ID为0的条目。此TL、厂只能出现在IIH和LSP零分

片中，其它PDU中出现均视作无效。

MT IS TLV发布多拓扑邻居信息，格式如表2．8所示：

表2．8多拓扑邻居TLV ．

TABI卮2．8 MT IS TIⅣ

No．ofOctets

R R R R MT ID 2 MT ID为0则无效

extended IS TLV format 11—253 Wide量度邻居

MT IPTLV发布多拓扑IP路由信息，格式如表2．9所示：

表2．9多拓扑m路由TLV

TABLE2．9 MT IP TL、，

No．ofOctets

R R R R MT ID 2 MT ID为0则无效

extended IP TLV f01"111at 5．253 Wide量度IP路由
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MT IPv6 TLV发布多拓扑mv6路由信息，格式如表3．O所示：

表2．10多拓扑口v6路由TL，V

TABLE2．10 MT IPv6 TLV

No．of Octets

R R R R MT ID 2 MT ID为0则无效

IPv6 Reachability format 6——253

可以看出后三种TLV只是在原有Wide量度的TLV基础上额外封装了MT ID，

成为分拓扑发布的形式。MTR扩展不会对现有邻居维护机制(只是增加了邻居合

法性检验的内容)和LSP同步机制产生影响，DIS，CSNP，PSNP的功能和报文

不变。选举DIS仍依据标准拓扑的邻居进行。
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3 IS．IS支持多拓扑的实现

IS．IS支持多拓扑功能需要IS在配置的每个拓扑单独实现IS．IS路由功能。未

支持多拓扑时，IS．IS协议主要依靠三大功能保证报文在路由域内按照最优路径转

发，即邻居功能(adjacency)，更新功能(update)和路由计算功能(decision)。

在此基础上，为提高报文转发的质量，IS．IS协议支持诸如MPLS[墙】，GR，NSR

等路由扩展功能。支持多拓扑后，每个拓扑相当于一个路由域，需要单独维护拓

扑邻居，保证拓扑内链路状态信息同步，进行拓扑路由计算，支持路由扩展功能

在拓扑内正常执行。因此，IS．IS支持多拓扑功能的实现可以分为邻居，更新，路

由计算和路由扩展功能四大主要模块。

3．1模块功能与模块间接口

邻居模块负责维护多拓扑邻居关系。对端IIH报文的MT TLV变化和自身接

口状态变化都会触发多拓扑邻居状态变化，接口下有效多拓扑变化时需重新封装

自身IIH中的MT TLV。

更新模块负责路由域内多拓扑链路状态信息的同步。收到其它IS的LSP报文

后需要解析多拓扑链路状态信息并存入LSDB，以及将变化的信息通知路由计算模

块。LSP失效时需要将失效的多拓扑链路状态信息通知路由计算模块，并删除

LSDB中的结构。配置／取消多拓扑时需要通知激活了更新功能的拓扑。自身多拓

扑链路状态变化时需要重新封装LSP报文。

路由计算负责计算多拓扑路由表，分为ISPF和PRC两部分。ISPF负责分拓

扑计算最短路径，邻居和更新模块向ISPF传递变化的多拓扑节点和链路信息。ISPF

计算后如果拓扑中节点新加入最短路径树，即从路由自身出发存在链路到达此节

点，根据节点LSP报文中拓扑对应的路由触发PRC。PRC负责根据拓扑最短路径

维护拓扑路由表，接口管理和更新模块向PRC传递变化的多拓扑路由信息。

路由扩展功能模块负责各扩展功能分拓扑执行。路由引入和聚合是两种简单

的路由功能。引入是指将不是由IS．IS获取的路由通过LSP发布，聚合是指将具有

相同前缀的多条路由以一条路由的形式发布到LSP中。系统且复杂的路由扩展功

能(如MPLS，GR，NSR)在本文中不做描述。

IS．IS支持多拓扑的模块功能及模块间接口如图3．1所示：
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图3．1 IS．IS多拓扑扩展的模块分解

Figure3．1 Themodular decomposition of lS-IS MTR

模块间接口包括：

1)邻居模块通过路由管理接口收发IIH报文。

2)接口状态及属性(协议，地址，拓扑)影响邻居状态。

3)命令行配置接口属性。

4)通知自身链路状态信息变更(链路)。

5)触发封装MT IS TLV。

6)更新模块通过路由管理接口收发LSP和SNP报文。

7)命令行配置／取消拓扑通知更新功能开关，并触发MT TLV封装。

8)更新模块通知其它lS链路状态信息变更(节点和链路)，ISPF计算后可能

触发IP／IPv6路由更新。

9)更新模块通知其它IS链路状态信息变更(路由)，PRC计算后可能触发自

身MT IP TLV封装。

10)ISPF结束触发PRC生成路由表。

11)通知自身链路状态信息变更(路由)。

12)引入聚合路由等功能触发PRC。

13)命令行配置多拓扑路由扩展功能开关。

14)默认路由等功能直接加入IS．IS路由表。

15)PRC计算生成IS．IS路由表。



16)IS．IS路由表通过与其它路由表优选后生成IP／IPv6路由表。

3．2多拓扑邻居与路由计算的设计简述

为表征接口配置的多拓扑，路由器的IIH报文中添加了MTTLV。多拓扑邻居

模块负责维护自身产生的IIH报文中的MT TLv，解析对端IIH报文中的MTTLV

并保存在接口结构下。收到新的IIH报文后根据MT TLV包含的拓扑触发多拓扑

邻居更新。

每个拓扑独立维护邻居，但由于邻居建立的三次握手过程与多拓扑功能无关，

多拓扑邻居状态与标准拓扑保持一致。当路由器自身多拓扑删除和接口下的多拓

扑开销变化事件发生时，触发对应拓扑的邻居维护；当邻居状态变化，接口down

事件发生时触发接口下所有拓扑邻居维护。

路由计算分为ISPF和PRC两部分，其中ISPF负责响应SPF节点和链路变化

根据Dijkstra算法计算根节点到其它路由节点的最短路径，ISPF计算后更新路由

叶子节点的开销值和下一跳。路由信息是指IP／IPv6地址前缀，每条路由信息以树

的形式存储，树的每个叶子节点由路由开销及发布源组成。路由的发布源有如下

六种：

直连：来自路由自身配置的接口地址。

学到：来自LSP中通告的路由信息。

默认：能够匹配所有地址的路由信息， L1路由器根据LSP报文ATT标志位

生成。

静态：来自命令行配置且不能自动更新。

引入：来自其它发布源，由于路由信息在其他发布源中已存在，不需要在叶

子节点优选时考虑。

聚合：来自命令行配置的聚合命令，将自身路由表中具有相同前缀的多个地

址以统一前缀形式发布到LSP中，由于路由信息已经以聚合前的状态参与优选，

同样不需要在叶子节点优选时考虑。

PRC负责响应路由叶子节点变化进行叶子节点优选并生成路由表。PRC优选

叶子节点先考虑最高优先级的发布源(直连>静态>学到>默认)，优先级相同时再

考虑最小的开销值，最后根据最优叶子节点刷新在路由表中的路由项。

每个拓扑独立进行ISPF和PRC计算，且每个MT对应一份有关路由计算的数

据结构如SPF节点，链路，路由叶子节点以及路由表。

3．3多拓扑更新的设计



多拓扑更新的目标是保证网络中多拓扑链路状态信息的同步，侦知自身以外

IS的链路状态信息变化并触发多拓扑路由计算。由此更新模块的功能可以分为三

部分：发布自身产生的多拓扑链路状态信息，处理非自身产生的多拓扑链路状态

信息，保证网络中IS的链路状态数据库同步。MTR对于第三项功能没有扩展，仍

然沿用IS．IS协议规定的链路状态数据库同步机制。

发布自身产生的多拓扑链路状态信息功能响应四种新增TLv的多拓扑信息变

更，触发LSP重新生成。如图3．2所示。
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图3．2更新模块自身多拓扑链路状态信息的维护

Figare3．2 Update MT link state information of its own

◆子功能l：MT TLV的封装。

输入：1)命令行功能通知配置／取消拓扑。

2)多拓扑ATT标记改变。

3)OVERLOAD状态改变。

处理：封装MTTLV。

输出：7)LSP重新生成。

◆子功能2：MT IS／IP／IPv6 TLV的封装。

输入：4)邻居模块通知多拓扑邻居改变。

5)接口管理通知多拓扑直连路由改变。

6)PRC通知多拓扑学到、引入、聚合路由改变。

处理：封装MT IS／IP／IPv6 TLV。



输出：7)LSP重新生成。

◆子功能3：OVERLOAD状态维护。

输入：命令行配置(undo)set overload。

系统资源不足或恢复。

处理：所有配置的拓扑OVERLOAD标记置位／清零，LSP中取消／重新发布引

入和学到的路由。

输出：子功能1，子功能2。

◆子功能4：区域地址维护。

输入：自身配置或学到的区域地址变化。

命令行功能通知配置／取消拓扑。

非自身产生LSP的MTTLv中拓扑变化。

处理：维护区域地址链表，每个区域地址针对每个拓扑都有L1和L2的引用

计数。引用计数的变化可能引起区域地址计算，获取An标记。

输出：子功能1。

子功能1和子功能2比较简单，实现子功能l需注意：只有标准拓扑时不需

要封装MTTL，V，但封装多拓扑时需要保证标准拓扑在MTTL，V中。这要求新分配

MT TLV时添加2字节的标准拓扑，删除MT TLV中的拓扑后如果TLV长度剩下

2则删除整个MT TLv。拓扑发布的OVERLOAD和ATT标记改变时需要触发MT

TLV拓扑字段重新封装。

实现子功能2需注意：MT IS／IP／IPv6 TLV只是在原有Extended IS／IP TLv和

IPV6 ReachabilityTLV格式上加封了2字节的MT ID，因此可以复用原有TL、，的封

装流程。查找链路状态信息能够插入的TLV时需比对MT ID，为新的TLV分配的

最小空间需考虑2字节MT ID。

处理非自身产生的多拓扑链路状态信息功能响应收到LSP，命令行配置／取消

多拓扑和ISOLATE状态变化三种事件：触发ISPF和PRC计算，区域地址维护功

能和LSDB维护；如图3．3所示。

◆子功能l：收到LSP报文的更新。
‘

输入：1)从路由管理接口收到IS．IS LSP报文。

处理：解析并找出变化的链路状态信息。

输出：4)由区域地址触发区域地址维护功能。

5)6)多拓扑信息和邻居信息触发SPF节点和链路变更并进行ISPF计

算。

7)多拓扑路由信息触发叶子节点变更并进行PRC计算。

8)解析出的多拓扑信息存入LSDB。
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图3．3更新模块非自身多拓扑链路状态信息处理

Figure3．3 Update other’s MT link state information

◆子功能2：响应配置／取消多拓扑的处理。

输入：2)命令行功能通知变化的有效拓扑。

处理：开启／关闭拓扑的更新功能。

◆子功能3：响应ISOLATE状态变化的处理。

输入：3)拓扑ISPF计算结束后节点ISOLATE状态变化。

处理：从LSDB中找出节点发布的对应拓扑的路由信息。

输出：7)触发叶子节点新增并进行PRC计算。

◆子功能4：报文清除。

输入：1)收到剩余时间为0的LSP。

更新模块自身LSDB维护LSP超时定时器超时。

处理：根据失效LSP是否零分片决定需要触发清除的链路状态信息。

输出：4)由区域地址触发区域地址维护功能。

5)6)多拓扑信息和邻居信息触发SPF节点和链路删除并进行ISPF计

算。 ．

7)多拓扑路由信息触发叶子节点删除并进行PRC计算。

8)删除LSDB中失效LSP的数据结构。

3．3．1数据结构设计

在LSDB中，每个IS对应唯一的LspSystcmInfo数据结构，保存IS的基本信

息如System ID，标记位，区域地址等。每个LSP分片对应一个Lsplnfo数据结构，



主要记录LSP中携带的邻居信息，IP／IPv6路由信息和其它TLV中包含的信息。

LspSystcmlnfo的访问主要是按System ID查找，因此采用Hash表存储；Lsplnfo

的访问多为遍历，因此采用双链表存储。

由于每个IS允许发布256片LSP，每个LspSystemlnfo最多与256个Lsplnfo

相对应。为表征这种对应关系，LspSystemlnfo中包含一条以Lsplnfo为节点的链

表，LspInfo中也记录了相应LspSystemlnfo的地址。LspInfo在初次收到LSP分片

时创建，LspSystcmlnfo根据其代表的意义应该在初次收到代表整个LSP系统有效

性的零分片时创建，但这样做使维护二者对应关系变得很复杂。为规避复杂性，

LspSystcmInfo在收到LSP任意分片时创建，但此时LSP零分片是否到达将无法判

断，需要添加额外标记记录。

由于新增的MTTLV只有包含在LSP零分片中才有效，属于路由器基本信息，

其包含的拓扑及相关标记应在LspSystcmInfo中保存。在LspSystcmlnfo构建一条

拓扑顺序链表，每个链表节点代表一个拓扑，节点还记录了更新功能需要的标记

位：OVERLOAD和ATT来自LSP报文零分片，ISOLATE和ISOLATE V6来自

LSP系统对应的SPF节点的标记位，Zero代表零分片是否到达。

MT IS TLV，MT IP／IPv6 TLV中包含的多拓扑邻居和路由信息保存在对应分片

的Lsplnfo数据结构中。未进行多拓扑扩展时邻居信息，IPv4和IPv6路由信息分

别通过一条链表存储，扩展后多拓扑信息的保存有三种方案：

◆多拓扑信息与标准拓扑信息存在同样的链表中。

◆多拓扑信息存储在额外的三条链表中。

◆多拓扑与标准拓扑信息按双层链表嵌套的形式存储：第一层链表按顺序存

储拓扑ID，第二层链表存储每个拓扑的相关信息。

前两种方案存储时操作比较简单，第二种方案对标准拓扑信息的处理可以复

用以往的实现，但鉴于拓扑级的操作(本地或网络中其它路由器的IS．IS进程配置

／取消拓扑)只需要取出相应拓扑的信息，依这两种方案存储只能遍历所有拓扑的

信息查找(第二种方案对多拓扑操作时需遍历所有多拓扑)，造成巨大的冗余操作。

第三种方案应对拓扑级操作具有很高效率，但是对原有实现的复用率较低，最终

被采用。

综上所述，更新模块数据结构如图3．4所示。
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3．3．2收到LSP的处理

图3．4更新模块数据结构

Figure3．4 Data structure ofupdating

3．2．1．1 MT IS／IP／IPv6 TLV的更新

命令行配置多拓扑后，系统会为新增的拓扑创建保存基本信息(如各种标记

位)和路由计算相关的数据结构，因此只有本地IS．IS进程配置过的拓扑才会进行

路由计算并生成拓扑路由表。当接收到的LSP报文中含有本地lS．IS进程未配置过

的多拓扑信息，则这些信息无效，不会参与路由计算。

由于IS．IS进程支持的拓扑ID都会保存在LSP零分片的MT TLV中，如果接

收到的LSP分片中MT ISTLV，MT IPTLV或者MTIPv6 TLV包含的拓扑ID在对

应LSP零分片的MTTLV中不存在，该TLv可以视作无效，不会触发拓扑信息更

新和路由计算。



综上所述，接收到的多拓扑信息需要进行更新操作的条件(简称更新条件)

包括：本地IS．IS进程配置过此拓扑且对应的LSP零分片MTTL，V中包含此拓扑。

对于不满足条件的多拓扑信息是否需要存入LSDB，考虑如下：这些信息的存储占

用了额外的空间，但拓扑满足更新条件后拓扑相关邻居和路由信息可以从LSDB

中直接提取触发更新，便于拓扑链路状态信息快速同步，否则需要等待20分钟

(LSP报文发送间隔)以内的一段时间才能同步。由于路由协议的实效性十分重

要，且大容量存储介质的成本在不断降低，不满足更新条件的多拓扑信息需要被

保存。

MT IP／IPv6 reach TLV的更新过程需要考虑LSP系统标记位的影响，ISOLATE

表示从根节点到LSP系统相应SPF节点没有下一跳IPV4地址，ISOLATE V6表示

没有下一跳PV6地址。未经路由计算的新增节点都标记为ISOLATE和

ISOLATE V6，路由计算后如果根节点到此节点存在IP／IPv6下一跳地址，则取消

ISOLATE／ISOLATE V6标记。根节点的IP／IPv6报文无法到达

ISOLATE／ISOLATE V6状态下的节点，因此这些节点不需要添加MT IP／IPv6 TLV

中包含的路由信息，直到节点ISOLATE／ISOLATE V6标记取消时系统才会根据

LSDB中存储的LSP向节点添加路由信息。

MT IS TLV和MT IP／IPv6 reach TLv被解析后存储为拓扑链表和拓扑信息链表

双层嵌套的形式，更新时需要先比较外层链表再比较内层链表。具体过程如下：

判断外层链表每个节点的新旧：

根据更新条件决定是否处理拓扑。

根据ISOLATE条件决定是否处理拓扑。

如果拓扑为新增，以拓扑节点包含的第二层链表的节点触发多拓扑路由计算

结构(链路、口v4／IPv6叶子节点)创建。

如果拓扑为原有，比较拓扑对应的新旧第二层链表：如果第二层链表节点为

新增，触发多拓扑路由计算结构创建；如果节点为原有且节点的参数值改变，触

发多拓扑路由计算结构修改；如果节点需删除，触发多拓扑链路删除。

如果拓扑需删除，以拓扑节点包含的第二层链表的节点触发多拓扑路由计算

结构删除。

释放原有双层嵌套链表结构，将新的双层链表保存至Lsplnfo数据结构中。

判断链表节点新旧的的常见方案有两种：

◆首先遍历新链表，将每个节点在旧链表中查找对应节点，查找不到就触发

新增，查找到且属性改变触发修改，修改以后需要将旧链表中的对应节点

删除。然后遍历新链表，以每个节点触发删除。假设新旧链表长度分别为

m和n，复杂度为m*n。



◆将新旧链表按从小到大的顺序排序，然后按照归并排序算法处理节点的顺【

序判断每个节点应触发的操作。复杂度需要考虑新链表的排序和归并比

较，根据解析过程的特点，新链表排序采用插入排序，复杂度为m*m，

归并比较复杂度为m．hl。

两种算法复杂度相当，但由于拓扑级操作需要提取单个拓扑的信息进行更新，

拓扑链表排序后查找的平均复杂度降低，拓扑链表都采用顺序表存储，且链表节

点新旧判断采用方案二。而其它链表直接采用方案一复用平台代码的部分流程。

3．2．1．2 MTTLV的解析与更新。

MT TLV只有存在于LSP零分片中才有效，解析时读出每个拓扑及其标记位

并以链表形式存储。需要考虑的问题包括两点：拓扑重复出现和标准拓扑及标记

位的存储。前者属于协议中没有规定的异常情况，鉴于每个拓扑只能与一组标记

位对应，重复的拓扑只需存储一次，如果重复拓扑的标记位不同则存储第一次读

到此拓扑时的标记位。IS．IS MTR协议规定如果配置了多拓扑则MTTLv中需加入

标准拓扑(拓扑D为0)，但由于系统默认标准拓扑存在，不管多拓扑功能是否开

启，拓扑链表中的标准拓扑节点必须存在，因此标准拓扑节点的创建需要在MT

TLV解析功能外部进行，且标准拓扑的标记位以LSP零分片头部的信息为准。MT

TLv中即使包含标准拓扑也不需要解析出来。

在进行多拓扑扩展之前，IS．IS进程接收到新的LSP零分片后会在标准拓扑中

创建相应SPF节点并根据邻居信息添加链路，如果LSP其它分片先于LSP零分片

收到，由于标准拓扑中SPF节点不存在，分片中的邻居和路由信息解析后无法进

行更新，存储于LSDB中。零分片到达后需要从LSDB中提取其它分片的邻居信

息触发链路添加。MT TLV的更新与上述过程类似：MT TLV中新增本地配置的拓

扑时，需要在此拓扑中创建相应SPF节点并依据所有分片(其它分片从LSDB中

提取)中此拓扑包含的邻居信息触发多拓扑链路添加。MT TLV中原有的本地配置

的拓扑需删除时，除了拓扑中链路和节点的删除，还要触发区域地址模块删除节

点区域地址。 ·

MT TLV的更新过程还需要考虑多拓扑A丌和OVERLOAD标记位的处理。

某一拓扑的OVERLOAD标记位变化需要触发此拓扑中LSP对应SPF节点状态更

改，重新进行ISPF计算。从非OVERLOAD状态变为OVERLOAD状态的节点只

能作为根节点最短路径树的叶子节点，也就是说除了节点的直连地址，根节点流

量的不会通过此节点转发：从OVERLOAD状态恢复后节点恢复转发根节点流量

的功能。如果LI LSP中某一拓扑的A1-r标记位变化，首先需要判断LspSystemlnfo

中拓扑的ISOLATE(ISoLATE V6)标记位是否置位，如果未置位才触发此拓扑



中根节点默认路由的变化，根节点重新进行PRO计算。如果节点从非A1_r状态变

为A=丌状态，根节点会生成一条以此节点为目的的默认路由来参与默认路由的优

选；如果状态变化相反，根节点会取消以此节点为目的的默认路由并重新进行默

认路由的优选。MTTLV的更新具体过程描述如下：

比较新旧拓扑链表：

如果拓扑为新增且本地IS．IS进程配置过，触发SPF节点添加，从LSDB中提

取此LSP所有分片中拓扑对应的邻居信息触发链路添加，处理拓扑的OVERLOAD

标记位。

如果拓扑已存在，处理OVERLOAD标记位，如果当前处理的是L1 LSP且

LspSystemInfo中拓扑的ISOLATE标记位未置位，处理御盯标记位，将1日的拓扑

节点的ISOLATE标记位同步到新的拓扑节点。

如果拓扑需删除且本地IS．IS进程配置过，如果当前处理的是L1 LSP，

LspSystemInfo中拓扑的御盯标记位置位且ISOLATE标记位未置位，处理Arr标

记位产生的默认路由，触发区域地址模块删除拓扑对应的区域地址，删除拓扑中

LSP所有分片中拓扑的邻居信息对应的链路，删除拓扑中LSP对应的SPF节点。

释放旧的拓扑链表，将新的拓扑链表保存至LspSystemInfo数据结构中。

3⋯2 1 3伪节点报文更新

指定中间系统(DIS)负责生成伪节点LSP报文，伪节点只是一个虚拟节点，

它的功能是将以太网中互相建立邻居的节点以星形的组织形式连接起来。为了保

证任意两个互为邻居的以太网节点在其共有拓扑中能够互通，每个节点需要在其

配置的所有拓扑中添加伪节点和伪节点与根节点之间的链路。

每个以太网节点独立进行DIS选举，选举使用标准拓扑下的邻居，与多拓扑

无关。在正确组网情况下所有节点选出的DIS一致，选举结束后在本地配置的所

有拓扑中添加根节点到选出的DIS相应伪节点的链路，链路添加过程与DIS是否

配置过这些拓扑无关。

DIS将自身以太网接口下标准拓扑的邻居发珩i到伪节点LSP报文中。IS．IS

MTR协议规定伪节点的LSP报文不能包含新增的四种多拓扑相关TLV，因此伪节

点报文包含的邻居信息不区分拓扑。在收到在伪节点的LSP报文时需在本地配置

的所有拓扑中更新伪节点的SPF节点和伪节点到根节点的链路。在错误的组网情

况下(以太网所有节点不在同一网段)，以太网中存在多个DIS，每个以太网节点

都会收到多个伪节点LSP报文。根据链路双向存在才有效的原则，既然根节点至IJ

伪节点的链路已采用精确控制，伪节点到根节点的链路可以直接根据每个收到的

伪节点LSP更新。



总之，对伪节点LSP报文的处理方式为：初次收到伪节点的LSP报文后在本

地IS．IS进程配置的所有多拓扑中创建SPF节点，本地配置新拓扑时需要在新拓扑

中添加伪节点的SPF节点。此外收到的伪节点LSP中邻居信息改变时需要在本地

IS．IS进程配置的所有拓扑下触发链路更新。

多拓扑情况下的拓扑结构如图3．5所示，其中B被选为DIS。在标准拓扑和

MTID为12的拓扑中，链路结构如左下图所示。在MTID为100的拓扑中，链路

结构如右下图所示，虽然B未配置此拓扑，伪节点到D和E的链路依然被添加。

巴2篓Z2=墨Z笼翟翟ZZ誓图Z：16&疆习匿冤Z荔Z翟黧ZZZz=艺冱

D：100，12 E：100。12

图3．5多拓扑情况下的拓扑结构

Figure3．5 Topology structure in MT

错误组网情况下的拓扑结构如图3．6所示，其中A、B、C属于同一网段，相

互建立邻居，选举B为DIS；D、E属于另一个网段，选举D为DIS。以太网中存

在两个伪节点，A、B、C与B的产生的伪节点间存在双向链路，与D产生的伪节

点间只存在单向链路。



⑦固 ⑦

图3．6错误组网情况下拓扑结构

Figure3．6 Topology structure in false network

3．3．3 ISOLATE状态变化的处理

一条完整的路由表项包括目的地址，出接口或下一跳地址以及开销值，拓扑

ISPF计算完成后如果SPF节点的ISOLATE(ISOLATE V6)标记位置零，根节点

到此节点的IP(IPv6)下一跳存在，故以此节点配置的IP(IPv6)地址为目的地

址的路由表项可以完成。此时应从LSDB中提取此节点对应的所有LSP分片，以

拓扑对应IP(IPv6)路由信息触发路由叶子节点创建，根据拓扑对应的ATT标记

位触发叶子节点(默认路由)的添加，触发区域地址模块区域地址链表更新，并

进行此节点的PRC计算以生成路由表项。如果SPF节点的ISOLATE

(ISOLATE V6)标记位置位，处理过程相反。

由于LSP只能包括256片分片，每片分片最大达到链路MTU(以太网为1500

字节)，总共能传递4万条左右的邻居和路由信息，但这一数字有时不足以描述网

络现状。按照协议规定，配置了多拓扑功能后，每个拓扑的邻居和路由信息通过

多拓扑相关TL、，额外传输，这无疑增加了LSP需要传递的信息量，尤其在每个节
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点属于多个拓扑时传递信息的冗余更加明显。一种简单的消除冗余的方式是为标

准拓扑的邻居和路由信息附加隶属的拓扑，但这种方式更新过程的效率不如协议

规定的方式，拓扑级操作时仍需遍历所有邻居或路由信息节点查找属于本拓扑的

内容，鉴于路由器比较强调时效性，协议规定的方式也可以理解。

虚拟系统(RFC 5311)可以解决LSP空间不足的问题。虚拟系统是指一个IS．IS

进程可以发布多个具有不同System ID(手动配置)的LSP，虚拟系统的LSP中只

存放原始系统存储不下的IP／IPv6路由信息。虚拟系统技术具有兼容性，在不支持

虚拟系统的路由看来，虚拟系统节点只与相应原始系统节点建立开销为0的邻居

关系，以虚拟系统节点为目的的报文仍然会转发到原始系统节点。由于虚拟系统

与原始系统来自同一个IS．Is进程，虚拟系统的标记位与原始系统一致。为了表示

虚拟系统与原始系统的关系，在LSDB中每个原始系统的LspSystcmlnfo中包含一

条以虚拟系统的LspSystemInfo为节点的链表。

如果节点配置了虚拟系统功能，原始系统LspSystcmInfo中某一拓扑的

ISOLATE(ISOLATE V6)标记位置零／置位后，除了原始系统的LspInfo外，还需

要根据相关虚拟系统所有Lsplnfo中拓扑的IP(IPv6)路由信息触发路由叶子节点

添加／删除。

3．3．4报文清除

IS．IS协议规定，当LSDB中存储的LSP剩余时间为0或者收到剩余时间为0

的LSP清除报文时需要触发LSP报文清除，先清除报文相关的节点、链路或路由

叶子节点，如果路节点和链路存在于最短路径树中，触发SPF计算，如果路由叶

子节点发布于IS．IS路由表中，触发PRC计算；再将LspInfo标记为DELETE状

态，在协议规定的清除时间之后从LSDB中删除Lsplnfo。

由于网络中LSP报文校验出错也会造成LSP清除报文的发送，此时LSP源路

由器收到此清除报文后需要重新生成此条LSP并泛洪发布。在这种情况下如果清

除流程直接从LSDB中删除LSP的话，网络中的路由器都要在短期内先删除LSP

再重新添加新的LSP，造成冗余操作。采用等待清除计时器为LSP源路由提供了

充分的重新生成报文和泛洪的时间，因此能够避免此种情况。但LSP不即时删除

会造成LSP零分片是否初次收到难以判断。如果LSP被清除但等待清除计时器未

超时，Lsplnfo依然保存在LSDB中，LSP其它分片可以j下常更新，但LSP零分片

是否初次收到决定LSP其它分片的更新。采取的解决办法是LSP零分片清除时将

LspSystcmlnfo中标准拓扑的ZERO标记位清零，收到LSP零分片时通过ZERO标

记判断是否初次收到。



原始系统LSP非零分片清除时，清除本片相关的多拓扑链路和路由叶子节点：

根据分片中符合更新条件的邻居信息触发多拓扑链路删除，如果LspSystcmInfo中

ISOLATE(ISOLATE V6)标志位未置位，根据分片中的IP／IPv6路由信息触发多

拓扑路由叶子节点删除。

原始系统的LSP零分片清除时，对本地IS．IS进程配置且LspSystemlnfo中包

含的每个拓扑进行以下操作：如果当前处理的是L1 LSP，拓扑的An标记位置位

且ISOLATE(ISoU汀E V6)标记位未置位，处理ATT标记位产生的默认路由；

触发区域地址模块删除拓扑对应的区域地址；将拓扑的OVERLOAD，ATI'标记位

置零，ISOLATE，ISOLATE V6标记位置位。根据LSP所有分片中多拓扑邻居信

息触发链路删除，根据LspSystcmlnfo中每个本地IS．IS进程配置的拓扑删除LSP

对应的SPF节点。将LspSystemInfo中标准拓扑的Zero标记位取消。

虚拟系统的LSP非零分片清除时，清除本片相关的路由叶子节点。虚拟系统

的LSP零分片清除时，清除虚拟系统LSP所有分片相关的路由叶子节点。本地lS．IS

进程若不支持虚拟系统，根据LspSystemlnfo中每个本地IS．IS进程配置的拓扑清

除虚拟系统节点及其到原始系统的链路，删除虚拟系统节点。将虚拟系统

LspSystcmlnfo中标准拓扑的Zero标记位取消。

原始系统的Lsplnfo删除流程：从LspSystemlnfo的Lsplnfo链表中移除节点，

如果LspInfo链表变空且虚拟系统链表也为空，删除LspSystemInfo；从全局Lsplnfo

链表中移除节点；删除LspInfo。

虚拟系统的LspInfo删除流程：从全局Lsplnfo链表中移除节点，从虚拟系统

LspSystemInfo的LspInfo链表中移除节点，删除Lsplnfo；如果Lsplnfo链表变空，

从原始系统LspSystemlnfo的虚拟系统链表中移除此虚拟系统，从全局

LspSystemInfo Hash表中移除此虚拟系统，删除LspSystcmlnfo；如果原始系统

LspSystemlnfo的虚拟系统链表变空且Lsplnfo链表为空，从全局LspSystemInfo

Hash表中移除此原始系统，删除LspSystemlnfo。

3．3．5 OVERLOAD状态的维护

系统进入OVERLOAD状态的触发条件包括：手动配置set ovcrload命令，IS．IS

更新模块分配不到内存，IS．IS以外的路由模块导致系统内存不足。三种方式触发

系统进入OVERLOAD状态后都需要重新封装LSP报文，将LSP报文头部

OVERLOAD标记位置位，并在MT TLV所有拓扑的OVERLOAD标记位置位。手

动配置触发时还需要删除LSP中发布的多拓扑引入路由和L2 LSP中发布的从Ll

LSP中学到的多拓扑路由，LSP中只发布多拓扑直连路由。由于内存不足的两种
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方式触发时还需要将引入路由的叶子节点删除。

系统退出OVERLOAD状态的条件包括：手动配置undo set overload命令，内

存恢复后启动的定时器超时。前者应对手动配置命令的触发方式，后者应对内存

不足的两种触发方式。系统退出内存不足引发的OVERLOAD状态后需要重新执

行引入流程，如果系统还配置了setoverload命令，则引入路由不需要发布，否则，

重新封装LSP报文，将LSP报文头部OVERLOAD标记位置零，将MT TLV所有

拓扑的OVERLOAD标记位置零，在LSP中发布多拓扑引入路由并在L2 LSP中发

布的从L1 LSP中学到的多拓扑路由。

在内存不足触发OVERLOAD状态后，系统无法再为重新封装的LSP报文分

配内存，只能利用已经分配过的内存。解决此问题的方法是预先留出内存空间，

在LSDB中为每个LSP报文分配存储空间并存入报文，空间地址保存在LSP对应

的Lsplnfo中。内存不足触发OVERLOAD时利用LSDB中自身生成的LSP零分

片报文存本，在此基础上将报文头部OVERLOAD标记位置位，查找存本中的MT

TLV，将每个拓扑的OVERLOAD标记位置位，查找MT IP／IPv6 TLV，将引入路
由和从Ll学到的路由对应的条目删除。

3．3．6区域地址更新

MT TLV中的触陌标记指示L12路由器是否有通向区域外部的出口，A1盯标

记是否置位是根据区域地址计算得到的。本功能应用于L12路由器负责记录区域

地址并计算自身AIT标记位，具体步骤如下：维护L12路由器的区域地址链表，

链表中存放的区域地址来源有两种：系统自身配置且有效，从接收到的LSP中学

到，每个区域地址包含Ll和L2引用计数。当配置或学到的区域地址增加时，引

用计数加l，相反则引用计数减l。判断御阿是否置位的办法是：遍历链表中所有

的区域地址，如果拓扑中某一个区域地址LI的引用计数为0而L2的引用计数不

为0，则A1-r簧位；如果全部区域地址没有只在L2中出现的情况，ATr清零。
。

通过统计报文能够转发到的区域，能够得出L12路由器能否作为L1区域报文

向L2转发的出口，当路由节点处于ISOLATE状态时，报文无法转发到节点所处

区域，因此不需要将节点对应LSP的区域地址加入到区域地址链表。涉及拓扑中

路由节点删除或拓扑整体删除的情况下，虽然路由节点可以通过ISOLATE状态变

化触发减少区域地址引用计数，但为提高删除处理的效率，区域地址引用计数不

通过ISPF直接减少。基于此两点，触发区域地址维护的条件包括：IS．IS进程配置

或取消有效的区域地址；接收到不是自身产生的且剩余时问不为零的LSP零分片，

且LSP对应路由节点不处于ISOLATE状态，LSP中区域地址变化或是原有拓扑不



复存在；拓扑某LEVEL节点ISPF计算后进入或退出ISOLATE状态；接收到剩余

时间为0的LSP或LSP超时。

由于区域地址TL、，不分拓扑，LSP中的区域地址可以视作与MT TLV中包含

的所有拓扑相关联，链表的维护处理如下：IS．IS进程配置或取消区域地址需要在

自身配置的所有拓扑中添加或减少L1和L2的引用计数。从LSP中学到的区域地

址变化则在LSP零分片MT TL、厂中包含的拓扑中增减LSP对应LEVEL的引用计

数。LSP更新处理需删除的拓扑时将LSP包含的区域地址在此拓扑中LSP对应

LEVEL的引用计数减少。拓扑节点ISOLATE状态改变则节点对应LSP包含的区

域地址在此拓扑中引用计数变化。LSP报文清除则在MT TLV中所有拓扑中减少

区域地址TLV中每个地址的引用计数。

将L1学到的区域地址发布到L2的LSP中，超过三个区域地址则不再发布。

当拓扑中某区域地址的Ll或L2引用计数出现从O到l或从l到0的变化，触发

区域地址计算。拓扑状态由NOTATT变为朋陌，触发LSP封装，如果拓扑中原先

存在到L12的默认路由，删除该路由。拓扑状态由ATT变为NOTATT，封装LSP

并更新默认路由。

3．4配置／取消多拓扑的设计

配置／取消多拓扑功能负责管理各路由功能对拓扑的支持，将自身支持的拓扑

下发给各模块进行相关处理。四大功能模块均受本功能影响：邻居模块受接口下

配置的拓扑影响，接口下的拓扑是本功能配置拓扑的子集；更新模块直接响应本

功能，由于系统配置了拓扑是拓扑链路状态信息需要更新的必要条件，当配置的

拓扑变化时，LSDB中存储的一些多拓扑链路状态信息可能变为可更新状态，需要

直接触发更新动作；路由计算模块响应本功能创建／删除拓扑的路由计算数据结构；

多拓扑路由扩展功能只有在拓扑配置的情况下才有效。

路由器配置多拓扑后既需要对外发布也需要开启各拓扑路由功能。前者通过

向LSP零分片的MTTLV中添加MT ID实现并有可能失败。当LSP零分片空间已

满无法添加MT ID时，配置路由器无法将拓扑通告其它路由器。此时配置路由器

如果只触发各路由功能支持此拓扑，会造成网络中节点的链路状态不完全同步。

配置路由器可以通过该拓扑转发报文，但其它节点利用该拓扑转发的报文不会到

达配置路由器。为了避免这种情况，分拓扑计算功能应该先判断拓扑发布是否成

功，如果失败将拓扑置为disable状态，路由功能不会支持该拓扑。

多拓扑分为IP拓扑和IPv6拓扑两类，配置／取消多拓扑功能需要根据两类情

况分别处理。其中配置／取消IPv6单播拓扑(即IPv4、IPv6分拓扑功能)比较复



杂，分为两部分处理，分别涉及标准拓扑IPv6的去使能／使能和IPv6单播拓扑的

使能／去使能。具体的配置IPv6单播拓扑的功能流程如图3．7所示。

(邻居模块)

遍J力所有邻

居，删除IPv6

only的邻居，

同时删除NBR

TLV条日

(路由计算模
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路由表，删除
所有路由

(更新模块)

删除IPv6
reachabil i ty

TLV

去使能

标准拓扑的

IPv6

Y

使能
lPv6

单播

拓扑

(接口管理)遍历接口，如
果接口支持IPv6贝J]添加直

连路由到IPv6路由表

(路由扩展功能)如果IS—IS
配置了IPv6弓I入／默认路

由，重新引入／发布

(更新模块)触发IPv6单

播拓扑的区域地址维护

(更新模块)遍J力LSDB中
非自身非虚拟系统的LSP零
分片，如果MT TLV中包含MT
ID 2，触发SPF节点创建

(更新模块)遍历LSDB
中非自身LSP，如果包含
MT ID为2的MT IS TLV，

触发链路创建

图3．7配置IPV6单播拓扑的功能流程

Hgure3．7 Configuration oflPv6 unicast topology
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4 IS．IS支持多拓扑的验证

本章通过专门设计的组网和命令配置，以路由器display命令显示的LSDB和

路由表验证第三章中更新模块及配置／取消多拓扑功能的实现。

4．1广播网中LSP更新验证

为验证DIS支持多拓扑功能，搭建三台路由器通过以太网互联的组网环境，

如图4．1所示：
30．30．30．31 40．40．40．41

开销ⅡO 开销110

U⋯⋯
20．20．120．20 20．20．120．21 20．20J 20．22

图4．1组网图a

Figure4．1 Network a

A先配置拓扑test，然后B和C再配置拓扑test，路由器各接口也配置此拓扑。

B和C配置拓扑后将test拓扑封装到LSP的MTTLv中，test拓扑下的邻居封装到

MT IS TLV中，将test拓扑下的m路由封装到MT IP TLV中。A收到B和C的

LSP后触发多拓扑节点，链路，叶子节点新增并触发路由计算，如果三种TLv更

新功能错误，A在拓扑test中无法获得通往B和C非以太网接口的路由。

由于在广播网中伪节点作为星形结构的中心联系其它节点，如果DIS生成的

伪节点报文多拓扑更新功能错误，拓扑test将呈现不连通状态，A在拓扑test中同

样无法获得通往B和C非以太网接口的路由。

A的拓扑test路由表如图4．2所示，路由表中包含了B和C非以太网接口的

路由30．30．30．0／24和40．40．40．0／24。
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I铡4．2A fn拓扑test路旺l农(嚣rj背)

Figure4．2 MT test RIB ofA(add)

在DIS符点B取消拓扑test，此时DIS节点／fi会发生变化，伪节点撤义不会

变化，test拓扑依然连通，如果功能错误，A在拓扑test lfl将无法获得通往C：}}以

人网接门的路}jJ。

B取消拓扑test后，j￡LSP I}】的MTTLV将删除拓扑test，并删除拓扑test对

应的MT IS TLv和MT IP TLV。A收到B的LSP后，触发多拓扑竹点，链路，叶

-f市点删除并触发路⋯计算，如粜：t利，TLV史新助能错误，A住拓扑test|f】仍然

f5f{留通往B m以人网接『】的路⋯。

A的拓扑test路山农如图4．3所示，路⋯农中包含了C jm以太网接L】的路山

40．40．40．0／24，B的路IlJ 30．30．30．o／24消失。

． I!!}j 4．3 A的钉i扑test路I}I农(删除)

Figure4．3 MT test RIB ofA(delete)

A的标准拓扑的路⋯农如图4。4所，J：，踏ltl表【fl依然包含B的路}1

30．30．30．0／24，I兑咧史新和蹄}lI计算足分拓扑进行的，拓扑之11IJ没有f。。扰。
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图4．4A的标准拓扑路由表

Figure4．4 IPv4 RIB ofA

4．2 IPv4／IPv6分拓扑验证

采用第一章中存在路由黑洞问题的
200l：：200l

IPv4／IPv6混合组网，如图4．5所示。
2001：：2002

图4．5纽网图b

Figure4．5 Network b

术分拓扑情况卜．A的IPv6路山表如图4．6所石{。从A剑D的路径的fj{接【】为

E0／I／0，，)l：销为40，以D为H的的IPv6搬文将阳C转，皮Jf=被C丢弃。
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图4．6A的IPv6拓扑路由表(未配置多拓扑)

Fixture4．6 11％6 RIB ofA(original)

分拓扑后A的IPv6路由表如图4．7所示，从A到D的路径的出接口变为E0／I／I，

丌：销值变为50，以D为目标的IPv6报文向B转发最后到达D，选路iF确，避免

了路由黑洞。

!}l 4．7A的IPv6拓扑路由友(配簧多拓扑)

Figure4．7 IPv6 RIB ofA(MT)

4．3 Overload维护验证

OVERLOAD土l 1 J路⋯器fI身t占况仃父，Ⅲ此采川a：1 c(,．ft Ll-J，姚4．8所，J：
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200l

4001

20．20．20．20
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；()．：j0．：；

LlZ 1．1

图4．8组网图c

Figure4．8 Network c

路由器未处十OVERLOAD状态时LSP中发自j自身的多拓扑直连路山和引入

路由，L1．2路由器还婴在L2 LSP中发布从Ll学到的多拓扑路由。A配置一条IP

静态路由50．50，50．0／24，并配置静念路由引入到IS．IS：A和B都配置拓扑test(6)，

A为Ll一2路【|l器，A和B建一口Ll邻属，A能够学到B的拓扑test路山30．30．30．0／24；

因此A的L2 LSP Itl应该包含这两条路⋯，如l划4．9所示。

图4．9／k处Jr．OVERLOAD状态时A的L2 LSP

Figure4．9 L2 LSP ofA(not overloaded)

进入OVERLOAD状态后，路山器LSP只发雨i Fj身多拓扑直连路山，且多拓

扑OVERLOAD标记需要胃f移。作A配胃set OVERLOAD命令，A的L2 LSP如

l铡4．10所／J：，，jl入路山50．50．50．0／24平IJ学剑路⋯30．30．50．0／24 L二墩消发4i，LSP

岑分片巾MTTLv的OVERLOAD标记L俄他。
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图4．IO处-f．OVERLOAD状念时A的L2 LSP

Figure4．1 0 L2 LSP ofA(overload)

在A配置undo set OVERLOAD命令，A退fl；OVERLOAD状态后j乓L2 LSP

恢复成图4．9所示的情况。

4．4区域地址维护验证

按照图4．1 l组网，A与B都配置拓扑test(6)，一二者之问建立L2邻居。
20．20．20．20 20．20．20．2l

I矧4．II绵网I纠d

Figure4．1 1 Network d

B n已霄【×域地址20，A从B的L2 LSP学剑20并触发l x．域地址计算。⋯J：20

无法通过Ll?犬墩，农IIJJ A钉I x-域外邻居，发斫j，淞订NVF的LI LSP。A的L1 LSP

ff|IH 4．12 f行／J：，炒i彳j’打i扑的ATT丰，J：址L讨!f讧。
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幽4．12处于ATT状态时A的LI LSP

Figure4．1 2 L I LSPofA(attached)

取消B的test拓扑，B的MT TLV中删除拓扑test，A收到B的L2 LSP后需

要在拓扑test中排除从B学到的区域地址(10、20)并进行区域地址计算。由于

不再存在只能从L2中获取的地址，A没有区域外邻居，取消发稚ATT标记。A的

LI LSP如图4．13所示，拓扑test的A兀标记已清零。

璺4．13拓扑test退出A=丌状态后A的LI LSP

Figure4．1 3 LI LSP of A(not attached in test)

4．5配置多拓扑验证

按照图4．8简竹纽纠，延K B的LSP，t-(／,H重传fI、JfuJ到60分钟斤右。B先配

霄拓扑test(6)，待川络稳定后，A再配件拓扑test。A“接从LSDB tI一提取B的属

Jij彳i扑test的链路状态信息进行更新，I佑／1i足等待B一眼新传递这geJ；：、-包。A拓扑

test的Ll路⋯表如l矧4．14所，J：，从路⋯B。≯到的路⋯30．30．30．0／24经过一7欠路⋯

汁竹的时I'NJ(30秒)hq-⋯脱4：路⋯&t|J’fm4i足儿f。分钟肝。
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图4．14A的衔扑test比B晚配置情况卜的Ll路由表

Figure4．14 MT test L1 RIBofA(A configured MT test later than 13)

利用脚本语言编程为A添加400个回环接口，每个接口配置IP地址并西

IS．IS，此时LSP零分片将被接口地址TLV装满，配置拓扑test。此时拓扑tesl

于disable状态，不会执行路由功能。A的的邻居关系如图4．15所示，只有邻厅

的IIH报文中包含拓扑test，A不包含。

圈4．15A的邻膳灭系

Figure4．1 5 The adjacency ofA



5多拓扑扩展研究

5．1 IPv6孤岛间互通的最短路径选择

在Pv4、IPv6混合组网时，可能网络中并非所有路由器都支持IPv6协议，利

用IS．IS MTR扩展功能虽然可以实现PV4、IPv6分拓扑计算，避免出现路由黑洞，

但IPv4和IPv6拓扑之间依然无法互通。如果路由域中任意两台支持IPv6协议的

路由器之间存在无法利用IPv6拓扑转发报文的现象，即IPv6拓扑被IPv4拓扑分

隔为不连通的部分，每个连通区域被称为IPv6孤岛。IP／IPv6双协议栈、隧道【19l和

IPv4／IPv6地址转换(例如SIlT[20】和NAT@T[21】)都是常用的解决IPv6孤岛之间互

通的方式。

5．1．1应用隧道技术的路径选择

隧道技术是通过将IPv6报文利用口头部进行二次封装，包括配置隧道和自动

隧道两种，配置隧道只能实现点到点的连接，要求隧道两端的节点都支持双协议

栈；自动隧道可以实现点到多点的连接，但要求Pv6地址必须兼容IPv4地址。在

每个口V6孤岛中选定一个或多个路由器配置隧道出口，手动建立隧道连接，每条

隧道开销可以通过口V4拓扑直接算出。将隧道看做口V6拓扑中的链路，则口v6

拓扑连通，通过路由计算可以获取到达每个节点的最短路径。

图5．1利刚隧道解决IPv6孤岛间互通的路径选择

Figu代5．1 Optimum path in Tunnel solution of IPv6 Island

4I



如图4．1所示，A，B和C属于孤岛X，D，E和F属于孤岛Y，GH和I属于孤

岛Z。B和E之间配置隧道a，C和H之间配置隧道b，F和I之间配置隧道c。从

A到G沿路径2的开销为34，沿路径1的开销为35，因此从A到G的报文通过

路径2转发。由于隧道封装也需要占用资源(时间，空间)，计算路径时可以既考

虑开销又考虑通过隧道的次数，即

NewCost=Cost+a·Times ⋯(5．1)

其中a为隧道封装解封的次数所占权重。当a大于1时，路径1的开销小于

路线2，报文通过路径1转发。设置高a值可以保证口V6报文优先根据IPV6拓扑

转发。

5．1．2应用SIIT的路径选择

SlIT(无状态1P、ICMP翻译技术)是一种简单的IPv4／IPv6地址转换方式，

将节点的口v6地址配置为包含IPv4地址的形式，转发报文时如果发现目的地址为

mv6节点的IPv4地址或是口v4节点的IPV6地址，通过加前缀或截短来翻译地址，

转换协议报文头。SlIT适用于除转换路由器外只支持一种协议的路由器占多数的

网络环境下mV4拓扑与IPv6拓扑之间的互通。

图5．2利用SlIT解决IPv6孤岛间互通的路径选择

Figure5．2 Optimumpath in SIlT solution of IPv6 Island

图4．2表示的是在配置SliT的网络中，选择IPv6路由之间的最短路径应用的
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拓扑图。其中A，B和C属于孤岛X，D，E和F属于孤岛Y，二者都包含在IPV6

拓扑中，B，C，E，F，G和H包含在IPV4拓扑中。配置了SIIT后，IPv6报文转发可

以通过IPv4拓扑，但与隧道不同的是，报文进入mV4拓扑后出口不是唯一的，因

此报文通过mv4拓扑的开销无法确定。为了保证报文在IPv4拓扑和IPv6拓扑中

的转发路径开销和最小，将IPV4拓扑和IPV6拓扑组成一张拓扑，配置了双协议栈

的节点在拓扑图中出现了两次。配置了SIIT的路由器必须是双协议栈路由器，而

且是口V4和IPv6拓扑的连接点，因此在拓扑中具有SIIT功能的重复节点之间添

加链路保证组合拓扑的连通。若要在选路时考虑地址转换次数的因素，只需为这

些链路手动配置开销值即可。

5．2利用多拓扑实现静态流量工程

路由协议提供的路径选择都是基于目的地址和最短路径进行的，没有考虑链

路容量。这样做造成流量集中于网络中开销比较低的链路，即便低开销值的链路

有较高的带宽，但在流量高峰期这些链路仍然会因负载过重造成时延丢包等问题。

而最短路径之外的链路没有用来转发流量，处于带宽利用率不足的情况。随着P

网络对服务质量要求的提高，控制流量转发路径保证链路合理利用的机制被引入，

即流量工程。流量工程分为两种，动态TE(在线TE)和静态TE(离线TE)。静

态TE是指根据一种网络拓扑以及流量分布情况进行流量控制的办法。静态TE从

全局考虑，能够最大程度降低网络总过载量，适用于流量稳定的网络环境。动态

TE是指根据网络中不断变化的流量分布情况动态调整流量转发路径的办法。

5．2．1相关方案

应用最广泛的流量工程技术是MPLS(多协议标签交换)。MPLS的主要功能

包括：报文转发功能、信息发布功能和路径选择功能。报文转发功能通过封

装和处理MPLS头部引导IP报文按MPLS选定路径通过网络，而不受到达目

的地址的最短路径影响。信息发布功能定期测量链路利用率，缓冲器占用等

链路负载情况并利用路由协议报文发布。路径选择功能分为在线TE和离线

TE，在线TE基于链路负载信息采用CSPF(约束最短路径优先)算法在带宽

限制情况下选定通往其它节点的路径，但处理目的节点的次序将影响路径的

选定，先处理的节点选路时可以享受更多的带宽资源；离线TE则从全局角度

入手，同时考虑每条链路限制和每条源．目的流的要求，实现网络性能的整体

优化。
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Around Kvalbein和Olav Lysnet9】提出了利用多拓扑实现流量工程的方案。多

拓扑本身可以为同一个目的地址提供多条转发路径，报文在源路由通过选取拓扑

确定发送路径，在拓扑内按照目的地址进行转发，因此不需要类似MPLS的额外

报头信息封装。MPLS只能应用于m网络中，多拓扑TE还能应用于IPv6网络环

境。多拓扑TE也需要定期检测每条链路的负载并发布，但是仅仅以带宽占用情况

代表链路负载。

Amund Kvalbein和Olav Lysne的多拓扑TE方案的路径选择功能分为两

步：构建拓扑和选择转发拓扑。多拓扑构建的原则包括：

◆每个拓扑必须包括全部所有节点且连通，任意两点间存在路径。

◆路由域中每条链路只能从一个拓扑中被移除。

在此基础上，离线TE的转发拓扑选择方案是：所有流量先依靠标准拓扑转发，

将过载最严重的链路上的流量一个接一个移动到不存在此链路的拓扑中转发，直

到网络总过载量不再减少。

在线TE的转发拓扑选择方案是：所有流量先依靠标准拓扑转发，当某条链路

的流量超过预设上限，则将通过此链路的流量一个接一个移动到不存在此链路的

拓扑中转发；当某条链路的流量低于下限，则做相反的流量移动。

Around Kvalbein和Olav Lysne的多拓扑离线TE方案存在一些不足：

◆新拓扑的结构只由网络拓扑决定，无法结合不同的流量输入降低网络

过载程度。

◆转移过载最重链路的流量不一定能达到最大利用率。

◆无法确定利用几个拓扑实现流量工程能达到最优效果。

5．2．2方案设计

待均衡网络的节点数为n，边数为m，链路容量Q‰．，，网络拓扑邻接矩阵

爿蚋w，数据流个数t，数据流流量Totalflowo·D。假设以Ⅳ个额外拓扑实现流量工

程，每个额外拓扑的连接矩阵Ai(n．，lJ是在网络拓扑基础上重新设簧了链路开销。根

据么砌M计算每个节点的最短路径树，进而获得每条链路可能经过的源．目的流，以

矩阵‰M记录。拓扑中链路负载情况表示为：
Fi(m*t)*flow,(t·0=Burdenl(玳·l} ⋯U．2)

，兰-Iflow,{，．I)=Totalflow_【，．I， ⋯p．矽

其中flow,代表t条源．目的流在拓扑i中的流量，Burdenf代表拓扑i中m条链路的

负载。

流量工程的目的是为了降低网络总过载量，因此利用多拓扑实现静态TE可表



示为：对于给定的忍，m，Cap，Ao，t，Totalflow，获取满足公式5．2和5．3的彳f

和flow,，并保证

min(差l(fiI(口“rdenU)一Capj)) ⋯(5．砂

Jf满足f；I(BurdenU)一Cap：>o。
本文的多拓扑静态TE方案需针对Amund K方案的三大不足，即确定最优化

流量工程效果所需的拓扑数量，根据网络中的流量构建拓扑，提出新的拓扑间流

量分配方案。

5．2．2．1确定流量工程所需拓扑数

鉴于不同的拓扑构建方式有不同的最优流量分配方案，一次性构建所有多拓

扑的方式难以确定怎样的拓扑个数及结构能够保证流量工程的效果最佳。因此本

文采用每次只构建一个拓扑，将原有拓扑中的流量部分分配到新拓扑中，重复进

行构建拓扑和流量分配的过程，以贪婪思想提供近似的流量工程最优解。功能分

解如图5．3所示。

图5．3功能分解

Figure5．3 Function decomposition

首先初始化拓扑信息，包括网络拓扑，源．目的流和链路容量。然后进入循环：．

首先计算当前多拓扑环境下的链路负载及网络总过载量；然后将当前网络总过载

量与结束条件相比较，达到条件则程序结束；最后根据当前链路负载情况构建新

拓扑，将原有拓扑中的流量部分分到新拓扑中。

结束条件的设置有两种：一种是以过载量为标准，当网络总过载量为0或者

连续两轮过载量的差值少于预期标准时结束程序；另一种是以链路总利用率为标

准，链路利用率达到预期标准时结束程序。链路总利用率是链路有效负载与链路

总容量的比值，链路有效负载等于链路总负载减去过载流量。链路总利用率可表



示为：

硼枷：!塑竺：兰尘赵羔竺塑!二丝竺 ⋯("J
。

差I Capk 一

其中／满足，{，(Burdenu)-Capj>0。初次进入循环时根据链路总负载与总容量

的比值确定预期的链路总利用率。考虑到不同网络拓扑能够达到的流量工程效果

不同，预估的结束条件存在不确定性，设置拓扑总数上限充当额外的结束条件。

网络中每条链路的负载相当于每个拓扑中此链路负载之和，每个拓扑的链路

负载可以单独计算。在每个拓扑中报文按照最短路径转发，因此计算链路负载时

先要计算每个节点的最短路径树，以此为基础确定每条源．目的数据流的转发路径，

并将数据流流量计入转发路径中每条链路的负载。

由于每次流量分配后拓扑的链路负载都会改变，而每次负载计算过程中最短

路径都是不变的，只有源．目的流的流量发生变化。因此根据最短路径将拓扑中每

条链路可能经过的所有源．目的流保存为中间结构，获取每条链路负载时只需将此

结构记录的源．目的流在拓扑中的流量叠加。

5．2．2．2构建拓扑

构建新拓扑的目的是使当前过载链路尽量少地参与报文转发。新拓扑在标准

拓扑的基础上处理过载链路，方案有两种：

◆保证拓扑连通的前提下断开过载链路。

◆提高过载链路的开销值。

前者效果很直接，新拓扑中流量必然不会通过原过载链路转发，但存在不少

缺点：拓扑构建复杂度较高，每断开一条链路都要检测拓扑是否连通；过载链路

完全断开拓扑不连通时，需要一次构建多个拓扑，增大了流量分配的复杂度；极

端情况下过载链路存在为保证网络连通的必要条件时，无法处理。后者比较简单

灵活，只需要人为定制过载链路的开销值增加规则，还可以根据链路过载程度采

用不同的开销值增量确保过载严重的链路更少参与转发，因此被采用。

5．2．2．3拓扑间流量分配

拓扑间流量分配的目的是将过载链路的部分流量转移到新拓扑中，减轻过载

链路的负载。流量的分配方式有两种：

◆将经过过载链路的流量按比例分配到新拓扑中。

◆以源．目的流为基本单位分配流量。

前者比较简单，但当拓扑较多时，源．目的流被分割的比较细碎，同一报文流

在多个拓扑中通过不同路径转发会产生时延、乱序的问题，对接收缓存大小有要



求，因此不予采用。

后者需确定哪些流被转移到新拓扑，一种方法是以每条过载链路上的过载流

量为上限，从经过链路的所有流中挑选一部分转移到新拓扑中。此方法的流分配

基于静态的链路过载情况，忽略了流转移本身对其它过载链路负载的影响。挑选

待转移的流没有简单有效的办法，具有随机性，难以保证过载链路的负载有效降

低。

第二种方法是转移过载最重的链路的数据流，数据流转移根据流量从大Nd,

顺序进行，转移判断条件是链路总利用率的提高，为Around Kvalbein和Olav Lysne

的多拓扑TE方案所采用。此方法忽略了轻度过载链路的流量均衡，且提出过载。

第三种方法也是采用贪婪算法思想分配数据流，但赋予所有经过过载链路的

源．目的流尝试转移的机会，且数据流尝试转移按照随机顺序进行，链路总过载量

减少则确认转移。此方法复杂度较高，每转移一条流都要计算网络总过载量的变

化，但可以保证每次转移都能有效降低网络的总过载量，被本文采用。

应用方法二时如果过载最重链路的所有流量转移时都不会减少总过载量，流

量分配过程将过早结束，过载较轻链路的流量得不到均衡，应用方法三可以解决

此问题。如图5．4上所示，网络中存在四条流，流A．>E流量为1单位，A．>B，

D．>E流量为2单位，B．>D流量为3单位。根据最短路径，四条流都在链路AB，

BD和DE上转发，但三条链路容量均只有2单位，因此处于过载状态。其中BD

过载最严重，按照方法二应先转移经过BD的流，但显然BD为左右两部分网络连

通的桥梁，从左部到右部的流量必须经过BD转发，由于流量无法转移分配过程结

束，网络总过载量为Ⅳ+J+矽=彳单位。采用方法三时，链路AB和DE上的流也被

考虑进行转移，将流AE转移到新拓扑(如图5．4下所示)中，按照

A->C．>B．>D．>F．>E的路径转发，此时链路AB和DE脱离过载状态，网络总过载

量为2单位。
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图5．4仿真流程图

Figure5．4 The process of Simulation

5．2．2．4方案效果对比

Around Kvalbein和Olav Lysne的多拓扑离线TE方案根据人为定义的拓扑数

一次构建所有拓扑，多拓扑的构建通过移除网络拓扑中的链路实现。针对如图5．5

左所示的拓扑和初始流量，定义拓扑总数为4，构建的多拓扑如图5．5右所示，与

本例无关拓扑未画出。定义链路开销与容量的映射关系为：梅乒开张

p1喝

图5．5初始状态

Figure5．5 Original state

由于链路AD过载3单位流量，根据流量从大到小的顺序，先将链路AD上的

流AD转移到拓扑2中，按照路径A．>C->D转发，链路AC过载量2+3．3=2，CD

过载量3-1=2，总过载量增大，所以流AD取消转移。将流CD转移到拓扑2中，



按照路径C．>D转发，链路AD过载量1+3．3=1，CD过载量2-1=1，总过载量减

少，流CD确认转移，流量分布如图5．6所示。

旷1喝

图5．6转移第一条流

Figure5．6 Transfer first flow

链路AD和链路CD过载1单位流量，先转移链路AD上的流AD到拓扑2，

总过载量不变，取消转移；转移流BD到拓扑2，沿路径B．>A．>C．>D转发，链路

CD过载量1+2．1=2，总过载量不变，取消转移；再转移链路CD上的流量CD到

拓扑3，按照路径C．>B．>D转发，链路BD过载量2．1=I，链路总过载量不变，取

消转移，均衡过程结束。最终流量分布如图5．6所示，总过载量2单位。

本文方案每轮构建一个拓扑并分配流量。同样针对如图5．5左所示的网络拓扑

和初始流量，由于链路AD过载3单位流量，调整链路AD开销生成拓扑2，如图

5．7所示。根据随机顺序，假设先转移链路AD上的流CD到拓扑2，转发路径为

C->D，链路AD过载量3+1．3=1，CD过载量2．1=1，总过载量减少，确认转移；

再转移流AD，路径A->B．>D，链路AB过载量3+1-3=J，BD过载量3．1=2，CD

过载量为l，总过载量增大，取消转移；最后转移流BD，路径B．>D，只剩链路

CD过载l单位流量，因此确认转移。

第一轮流量分配后，过载链路为CD，构建拓扑3，如图5．8所示。将链路CD

上的流CD转移到拓扑3中，转发路径为C．>E．>D，总过载量为0，均衡过程结束。

与Around Kvalbein和Olav Lysne方案相比，本文方案通过拓扑逐个构建确定

了达到近似最优均衡效果所需拓扑数量，采用了与流量相关的拓扑构建机制以及

更完备的流量转移机制。从两种方案针对同一拓扑的负载均衡效果可以看出，本

文方案实现的静态TE效果更显著。
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图5．7第一轮流量重分配

Figurv5．7 Flow redistribution(first)

5．2．3仿真实现

图5．8第二轮流量重分配

Figure5．8 Flow redistribution(se圮ond)

选择MATLAB为仿真工具，输入数据包括：以带权值的连接矩阵表示的自治

系统网络拓扑，权值代表链路的开销，如果两个节点之间没有链路，则丌销为Infi

以N*N矩阵表示网络中数据流的流量，其中N为节点数，矩阵行数为数据流源节

点，列数为目的节点。

输出数据：以连接矩阵表示的每个新增拓扑，负载均衡后每个拓扑对应的数

据流矩阵，链路负载矩阵，链路总利用率。

设置的参数：构建新拓扑时过载链路丌销增加规则，结束条件包括的链路总

利用率和拓扑数量。

中间数据：节点到其它所有节点的最短路径树存储为记录每个节点的上～跳

的向量，以cell矩阵的形式存储拓扑中每条链路上可能经过的数据流，每个cell

中存储这些数据流的源节点和目的节点。



根据设计方案中的三大功能，封装了五个函数，Init函数执行初始化操作，

CaleulateFlow函数获取拓扑中每条链路上经过流的cell矩阵。AquireBurden函数

根据cell矩阵计算链路负载。ConstituteMT函数执行构建拓扑功能，根据过载链路

开销提升规则生成新拓扑。TransferFlow函数执行拓扑间流量分配功能，从原有几

个拓扑中基于总过载流量减少准则分配部分流到新拓扑。TransferFlow函数的流程

如表5．1所示。

表5．1 TransferFlow函数流程

．TABLE5．I The process ofTransferFlow

For所有过载链路白

For所有已存在拓扑铆

通过拓扑cell矩阵获取流经白的所有流乃

将流组办按流量由大到小排序

For流组西中的所有流勘

将勘移动到新拓扑

AquireBurden获取当前链路负载

If链路总过载量不变或增大

将瓜移回拓扑劬
Else

记录链路总过载量

记录新拓扑的链路负载

End if

End for

End for

End for

仿真程序的流程如图5．9所示。



处理
新拓

扑

图5．9仿真流程图

Figure5．9 The process of Simulation

5．2．4 ER随机拓扑效果验证

生成50个节点150条边的ER随机拓扑，每条链路的开销设置为1．6中的随

机值。鉴于链路开销默认情况下与链路带宽相关，带宽越大链路容量越高且开销

值越小，因此链路容量与链路开销的映射关系设计如表5．2所示：

表5．2链路容量与开销映射

TABLE5．2 Mapping between link capacity and cost

开销 l 2 3 4 5 6

容量 50 40 30 20 15 lO

设置构建新拓扑时链路开销调整规则：过载量大于30开销增加200，过载量

在10到30之间开销增加100，过载量小于lO开销增加50。随机生成数据流矩阵，

根据链路总容量设计矩阵占空比和流量最大值。取占空比为16／21，流量最大值为

4，启动仿真。图5．5为链路总容量为4025，链路总负载为4137时采用两个拓扑
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Figure5．1 0 The effect of traffic engineering(a)

从图5．10中可以看⋯仞始状态下，数掘流二卜要通过链路容量较商也就足J『-销

较小的链路发送，尤其是容量为60的链路大部分都处j：过载状念，最高负载能达

到链路容量的4倍。大量容量为10和20的链路负载为0，即没有被应用于流量转

发。负载平衡丰要足要针对这些链路的进行流最凋整。利用两个拓扑转发流量后，

人容撮链路的商过载流量由其它链路分担而人量削减，而小容齄链路的起用率提

高，说明负载均衡起到了明娃作用，似中等容：疑锰路井1<，懈重的过载现象并未减

弱，小容量链路的过载情况增力ll了，说明奉方案对控制小容链链路负载的作用有

限。图5．1l通过两个拓扑和二-i个拓扑进行负载均衡的链路负载对比。
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Figure5．1 I The effect of traffic engineering(b)

i个拓扑作负找均衡时，锰路负绂比曲个拓扑分析i的范吲稍小，链路负找史

集-lI_I F链路容镀删围。负载低，】．．容量的链路的负载量有所提升，过载状态的节点

数变化不人，因此链路总利用率有所提升。三个拓扑时容量为20的链路已全部起

』fj，容景为10的链路起用率仍卜分有限。总体柬讲，拓扑d{两个增长到三个带来

的负载均衡效果远低于从’个到两个。

为了验证小方案对网络的适用性，采用六科-具有小同规模和稠密程度的随机

网络测试本方案的负载均衡效果，如表5．3所示。对j：所仃的验证网络，饵一轮构

建拓扑j{：分配流景过程产f卜的负载均衡效粜都4<如6矿‘轮，第‘轮过后过载镀明

显降低，第-车2J'2后的过找髓的减少，瞪少1 r．菊4轮的20％，第-i轮过后过载量的

减少flt相叫1 J：第：轮的20％．85％，第四轮过后过载j建L三没千rl羽、-I kI变化，IN此只需

i轮均衡，利川·i个额外|fi扑就能够接近奉方案的最优效果。

采Jllktj刷网络平II流“}分析i测试Amund Kvalbein嗣l Olav LysneI圳的方案的负找

均衡效果，如衷5．4所，J÷。(t-t,t／边数为40／80，40／120用1 80／400的恻络I}】，平'J JlJ_i

个剩i外“H}、平|l川个额外打i扑寅脱流?li l：Wf}勺放粜，㈡川较f纠!-曼，j℃它i手I|IH络l|I效

果座别1i人。利川i个额外打H}、和【JI{个额外打i扑的效果优劣‘jH络“i扑以及额外

打i扑构建策略仃义，尢}j：f}{抓H络特祉提,iij少-,J断。‘j友5．3干|I比较，埘J：除点／边

数为40／80外的所彳r f门M}；if，小义力‘案i轮均衡之后的过找{l{=I|JJ 5凸少‘f Amund
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Kvalbein和Olav Lysne的方案，尤其对于规模较大的网络(80个节点)，验证了

本方案对于不同网络结构和流量分布的适用性以及良好的流量工程效果。

表5．3针对不同网络的负载均衡效果

TABLE5．3 The effect of load-balance for different network

点／边 40／80 40／120 50／150 50／200 80／400 80／320

总负载／ 1230／ 2413／ 3935／ 3296／ 8881／ 10629／

总容量 1845 3435 4000 5470 10385 8455

初始过载
248 489 1217 479 ．2267 4844

量

第一轮后
113 143 608 6 305 1987

过载量

第二轮后
9l 84 506 l 129 1623

过载量

第三轮后
83 69 419 O 8l 1502

过载量

表5．4本方案与Amund K的方案的负载均衡效果对比

咖LE5．4 The contrast ofload-balance between our solution and Around K’s solution
点／边 40／80 40／120 50／150 50／200 80／400 80／320

初始过载
248 489 1217 479 2267 4844

量

三个额外
50 183 647 17 702 3790

拓扑

四个额外
130 132 698 l 5 1l 10 3501

拓扑
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6结论

IS．IS支持多拓扑使IS．IS拓扑可以在IS．IS路由域内根据人为意愿划分，每个

拓扑与一个路由域功能相当，所有路由功能在拓扑内正常执行。IS．IS支持多拓扑

后通过将Pv4和IPv6划分为不同拓扑解决了原有的由于路径不区分IPv4／IPv6造

成的IPv6路由黑洞问题。本文作者独立设计实现了更新模块支持多拓扑和配置／

取消多拓扑功能，包括完善了多拓扑信息的存储结构；设计并实现了收到LSP后

多拓扑信息的处理，LSP报文失效时多拓扑信息的清除，自身多拓扑链路状态信

息变化时多拓扑TLV的封装；更改了伪节点报文的更新流程，路由器OVERLOAD

状态的维护流程，区域地址的维护和问广r状态判断：尤其是新增了一系列拓扑级

别的更新操作。总之，既保障了更新模块支持多拓扑和配置／取消多拓扑功能的完

整性，又考虑了处理效率以及和平台代码的兼容性。最后以专门设计的组网和命

令行组合，通过路由器的LSDB和路由表的变化验证二部分功能的实现。

在此基础本文还进行了两项扩展研究：

1．在配置IS．IS协议的大型自治系统中存在IPv4／IPv6混合组网时，针对隧道

技术和SlIT技术两种实现IPv6孤岛间通信方式，提供了利用IPv4和mV6拓扑组

合选路以及利用新选路标准的方案，从理论上分析了在双协议网络环境中应用这

两种方案进行最优路径选择相比以往方案的优势。

2．利用多拓扑实现静态流量工程。本文先对以往流量工程的实现手段进行了

分析，指出一些不足。提出一种基于多拓扑的静态流量工程方案，方案采用贪婪

算法思想基于链路总利用率进行多轮的拓扑划分和流量分配，每轮均负责减轻上

一轮负载均衡后的过载情况，最终达到近似最佳的流量工程效果。其中拓扑构建

采用灵活的过载链路开销增长规则，流量分配则通过过载链路流量的转移尝试实

现。利用MATLAB针对六种不同规模和密集程度的随机连通网络和随机源．目的

流进行仿真研究，对比本方案和Amund Kvalbein和Olav Lysne方案的负载均衡

效果，证明了本方案可以有效地实现流量工程。

本方案只是启发式的，尚有一些值得进一步研究之处：

首先，本方案能够与多路径相结合。以每条流为单元进行流量分配存在局限

性，当网络中出现大型数据流时，分割流量并采取多路径传输才可能进一步降低

网络总负载量，但需要注意多条路径之问的时延差别以保证接收缓存足够。

其次，为了使新拓扑更有效地完成负载分担的任务，根据链路过载情况调整

链路开销的机制有待进一步研究。
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