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摘   要 

 

农业科技数据库集成研究的主要目标是研究符合农业科技数据特点的海量分布式异构数据

资源的共享。在数据网格这样一个松耦合的分布式异构系统中，在不破坏数据资源管理者自治性

的条件下，如何对这些共享的海量异构数据资源进行有效的查询是一个极具挑战性的课题。面对

如此挑战，本文基于 OGSA 的农业科技数据的实际情况对分布式集成系统进行初步研究。 

  全篇论文以分析农业科技数据现存的问题开篇，分析农业科技数据的自身特点，简要介绍目

前关于数据集成的普遍方法，并且从实际出发，估计农业科技数据在具体集成实施中面临的挑战。 

  在基础理论研究方面，文章着重从 Globus Tookit 和 OGSA（开放式网格服务体系结构，Open 

Grid Service Architecture）等技术方面入手，分析开源网格基础平台 Globus 的更新、发展，并从

中选择适用于本篇论文的基础平台；在介绍 OGSA、OGSA-DAI（开放式网格服务体系结构-数据

访问集成， Open Grid Service Architecture – Data Access Integration）以及 Web Services 方面，作

者从以往阅读过的文献资料以及书籍中消化、提取与本文相关的理论背景，为下文设计做好铺垫。 

  在农业科技数据库集成设计方面，作者根据数据库集成可能面临的问题提出解决方案，提出

作业流程设计、编程设计、功能设计、服务交互设计以及应用架构设计。该设计涉及数据库集成

问题的几乎各个环节，以期完成预想结论。 

在选取理论与实践结合点的时候，文章选择农产品价格数据集成领域。运用数据集成理论将

FAO 叙词表与中华人民共和国农业部“菜篮子”工程结合。此结合将有效的利用国内外农产品价

格数据，并从该类数据中提取与价格相关的各类信息。 

 

 

关键词：农业科技数据，开放式网格服务体系结构，数据网格，数据库集成，农产品价格 
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Abstract 

 
The major research objective of Agricultural Sci-tech Database Integration is to share the mass 

heterogeneous data in a distributed model. In a coupled grid-based distributed system, it becomes a 

challenging problem to query mass distributed and heterogeneous data effectively without exceeding the 

autonomy of data resource authority. To solve this problem, this thesis puts its emphasis mainly on the 

research of the distributed query processing technologies in a practical Data Grid environment. 

    On the analysis of existing problems of Agricultural Sci-tech Database, the thesis begins with 

characteristics of the agricultural data, introduces the current data integration methods briefly, and 

estimates the challenges of integration of agricultural sci-tech data in reality. 

In the basic theory research, the thesis investigates the Globus Toolkit, OGSA (Open Grid Service 

Architecture) and other technology aspects. After analysis of the 3 generation evolution of Globus 

Toolkit, the thesis chooses the most suitable one as its computing platform. In order to build firm 

theoretical foundations, the introductions of OGSA, OGSA-DAI (Open Grid Service Architecture – 

Data Access Integration) and Web Services come from digestion and extraction of the previous 

readings. 

According to the potential problems facing database integration, on the design of Agricultural 

Sci-tech Database Integration, this thesis proposes a solution scheme, and designs the process, 

programming, foundations, services interaction and application architecture. To achieve the desired 

conclusion, these designs are related to almost every aspect of database integration.  

The thesis takes an effort to choose a research instance, in which we can make a good use of 

Agricultural Sci-tech Database Integration. It chooses Agricultural Products Price Database Integration 

as a research instance, and combines with the databases of AGROVOC (FAO) with Marketing Project 

(MOA). This combination will make full use of the Agricultural Product Price Data and extract the 

price-related information, which proves that this research can be effective in the domestic and foreign 

agricultural marketing areas. 

 

 

Key word: Agricultural Sci-Tech Data, OGSA, Database Integration, Agricultural Product 

Price
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第一章  绪论 

  农业是第一产业，是国民经济的基础。科学技术是第一生产力，是推动农业发展的主要动力。

自十六届五中全会以来，“三农”问题、农业标准化、农业信息化等问题已成为农业发展的重要

问题。如何使农业向产业化、市场化发展，向信息化、现代化靠近，是我国农业科研工作者长期

探寻的课题。改革开放近三十年，我国农业领域发展突飞猛进，这与农业信息技术的发展密切相

关。从建国初期，由少数农业科学家保存农业研究资料，到二十世纪六七十年代形成农业科技图

书馆、农业信息中心，一直到改革开放近三十年共享基于信息技术的农业数据库，农业信息技术

的出现为我国农业提供高效、安全、稳定的发展平台。 

  但是，随着农业发展经历改革开放的高速发展时期，目前农业领域也面临着许多发展中的瓶

颈问题，尤其是数据资源问题。数据量庞大、数据冗余繁多、数据资源使用效率低等一系列亟待

解决的问题。 

1.1 研究背景 

  目前，数据网格在世界上许多国家和地区都得到了很大的重视和发展。随着数字化革命和

Internet 的大发展所带来的经济、贸易、信息传播的全球化，数据集容量呈爆炸式增长趋势。在

一些大型科学研究、信息服务和数字多媒体技术等研究领域和应用领域中，数据集容量已经相当

庞大并在继续增长。例如在全球气候模拟、海洋环流模拟、高能物理、核爆炸模拟、生物工程、

国防信息建设、数字地球等应用中，它们的数据量将达到 TeraByte（1000GB）至 PetaByte（1000TB）

的级别。数据网格的最终目标是建立异构分布环境下海量数据的一体化存储、管理、访问、传输

与服务的架构和环境。它可以很好地解决海量数据难于组织、处理的问题。在推动应用发展的同

时，数据网格本身也取得很大发展。 

  数据网格技术以数据管理为中心，面向底层屏蔽网络中各种异构存储的数据资源，面向上层

应用提供通用和可靠的数据服务，可为地理上分布的研究团体对海量数据复杂分析、联合处理提

供基本环境，单个研究人员可以充分调动网格上的计算资源、信息资源，方便地访问和分析庞大

的数据。二十一世纪将是信息，特别是数字信息占主导地位的世纪，研究数据网格计算技术具有

积极的学术意义和很高的应用价值。 

1.1.1 国外数据网格研究 

    TeraGrid 项目是由美国国家科学基金（NSF）于 2001 年 8 月发起，当时投资 5300 万美元资

助超级计算中心，构建计算网格。其目标是为开放的科学研究建立和部署一个世界上最大的、最

全面的分布式计算基础设施。2003 年 9 月该项目宣称将增加更多的科学设备、大规模数据集、计

算资源和存储资源，所有的成员之间将使用 40GB/S 的网络连接起来。该项目使用了 Globus 

Toolkit、Condor-G、MPICH-G2 等面向计算网格环境的软件，使得登录到该计算网格环境的用户

可以透明地使用其中的计算、存储资源，进行大规模科学计算和数据处理。 

  IPG（ Information Power Grid）项目是由美国 NASA（National Aeronautics and Space 
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Administration）构建，是为了实现网格计算实验床，它可以将 NASA 分布在各地的计算和存储资

源通过网络（包括无线网络）连接起来，解决一些 NASA 目前无法解决的大规模的科学与工程计

算和数据管理等问题。 

  PACI（Partnership for Advanced Computational Infrastructure）项目由美国国家科学基金资助，

包括两个重要部分，分别是 NCSA（National Computational Science Alliance）和 NPACI（National 

Partnership for Advanced Computational Infrastructure）。目标是通过将学术界、政府部门和工业界

的计算基础设施联合起来，建立一个网格计算基础设施的伙伴联盟，促进科学发现、知识传递和

工程开发。 

  Access Grid 项目由美国 Argonne 国家实验室发起，吸引了多所大学和研究机构加入，汇集的

资源包括计算资源、多媒体显示、表现和交互式环境，提供网格中间件和可视化环境的访问接口，

特别适用于组对组的通信交互。 

  欧洲数据网格 EDG（European Data Grid）是一个国际性大型研究和技术发展项目，由欧洲

原子核研究组织 CERN 领导，另外还包括欧洲各国的五个主要合作伙伴和欧洲各国的 15 个相关

机构。EDG 的主要目的是发展并测试一种科研“合作”的技术基础设施，使得研究者能够突破地

理局限共同研究，允许分布在世界各地的工作者交互、共享数据和设备。EDG 主要针对 CERN

的高能物理应用，解决海量数据的分解存储和处理问题，同时将之扩展到其他应用。其方案是在

Globus 提供大部分网格基础服务之上，着重面向高能物理、地球观测和生物工程应用的研究，开

发网格中间件、应用软件、评估软件及实验床。工作集中于数据管理的处理，致力于解决世界范

围内的科学团体对共享海量数据、大规模数据集计算与分析的需求。 

  英国政府同样非常重视网格技术的研究，他们投资 2 亿英镑左右支持网格研究项目，并确定

了用网格计算技术构建 e-Science，计划联合许多大学、国家级研究所和工业界共同完成多学科的

大规模科学研究的信息基础设施和环境。 

  日本 Data Farm 网格项目主要用于 Petabyte 数据量的高能物理实验数据的分析和处理，与欧

洲数据网格相连。网格技术已成为日本信息技术领域的基础设施类项目。 

1.1.2 国内数据网格发展 

  中国国家网格项目（CNGrid）。“十五”期间，国家高技术研究发展计划（“863”计划）资助

该项目，旨在建立面向企业、高等院校、科研机构、政府部门的国家高性能计算环境。主要任务

包括：第一，建设中国国家网格实验床（CNGrid）；第二，建立具有 4 万亿次以上计算能力的网

格主结点；第三，开发支持网格应用以及网格系统运行的维护软件；第四，开发具有代表性的网

格生产应用。 

  教育部的中国教育科研网格项目（ChinaGrid）。该项目是“十五”国家“211 工程”公共服

务体系“CERNET”（中国教育科研网）高速地区网和重点学科信息服务体系建设项目中的重要

内容，目标是在 2005 年建立聚合计算能力超过 15 万亿次量级的教育科研网格，形成世界上最大

的超级网格之一。该项目的任务是依托 CERNET 建立聚合、共享资源的公共服务平台，实现计

算资源、存储资源、数据资源、信息资源、专家资源的多方位共享，全面提高我国教育信息化基

础设施服务水平和高等教育科研水平。 
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1.2 研究问题的提出 

  从对农业信息技术领域的总体概况分析中，我们能够得出目前农业数据资源主要面临以下三

方面问题1： 

  第一，农业信息网点多，信息人员多，但信息采集面和发布渠道少。 

  根据 2007 年 1 月 23 日，中国互联网络信息中心统计数据表明，农民上网用户人数仅仅占我

国网民总数的 0.4％，网民总人数为 13700 万人（95%置信度下的置信区间为[13362 万人，14038

万人]）。可见，我国农民中的绝大部分无法使用计算机，也没有条件上网，常规的信息传播并非

处处通畅，由于“数字鸿沟”的阻隔，造成电脑、网络、信息服务距离农民还差“最后一公里”。 

  第二，网站作为信息发布平台多，但是作为应用平台少。 

  近年来，随着信息技术的快速发展，各地都不同程度地加强了信息基础设施建设。但信息资

源建设远不完善，“重建设轻服务”和“重硬件轻软件”的现象比较普遍。信息资源匮乏不仅制

约了信息服务的开展，而信息如果只是数据的话，就无法体现信息系统的投资回报。比如，有些

地区的农业信息发布只有事后数据，缺乏预测数据和相应的决策支持能力，就无法为政府决策提

供依据，适时向公众发布预测信息，引导农产品生产经营者及时采取措施规避市场风险。 

  第三，各涉农部门相对独立，缺乏有效的信息资源整合与共享。 

  经过多年的建设，农业部信息资源建设取得了很大成果，农业部本级和各级涉农部门相继建

立了农业政策法规、农村宏观经济、农产品进出口、农产品价格、农产品供求、农业科技等数据

库，初步构建了农业分析预测预警等数据仓库。据不完全统计，目前，已经建立了各类规模、标

准的数据库一百多个。但与信息化进展情况相比较，仍存在明显的问题。一是资源开发建设明显

滞后，突出表现在有价值的信息匮乏和信息结构不合理，缺乏指导性和权威性；二是资源开发建

设标准不统一、不规范，已有资源共享性差；三是市场信息采集处理分析手段落后、力量薄弱，

资源开发先天不足。 

  如何解决上述数据集成、信息共享建设过程中所面临的主要问题？又如何在解决这些现有问

题的同时还能为未来农业信息化更长远的发展打下良好的基础？一个开放的、基于标准的面向服

务应用架构提供了这样的基础，它不但可以将现有农业应用整合到统一的应用服务平台中，还可

以为农业信息化的长久发展和社会主义新农村的建设提供可持续发展的基础架构。 

1.3 研究方法 

  将原有分散的、异构的各职能部门的数据进行有效的集成是很多涉农机构面临的问题。当前，

异构数据库集成一般有两种方法： 

  第一，将原有的数据移植到新的数据库系统中来，为了集成不同类型的数据，必须将一些非

传统的数据类型转化成新的数据类型。许多关系数据库供应商提供了类似的功能。这种集成方式

的缺点是随着数据库的升级，原来数据的相关应用软件，或者被废弃或者重新开发，以适应新的

数据库系统。因此，通常移植到一个新系统不是一个实际的解决方案。 

  第二，利用中间件集成异构数据库，该方法并不需要改变原始数据的存储和管理方式。中间

件层位于异构数据库系统（数据层）和应用程序（应用层）之间，向下协调各数据库系统，向上

为访问集成数据提供统一数据模式和数据访问的通用接口。各数据库的应用仍然完成它们的任
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务，中间件系统则主要集中为异构数据源提供一个高层次检索服务。 

  本篇论文着重采用第二种研究方法，重点讨论数据库如何集成到网格环境中，满足应用程序

对数据的访问。（1）利用基于 OGSA 的体系结构，结合网格化数据库的思想满足用户对数据库集

成的需求；（2）采用在用户和关系数据库之间加入一个仲裁（Mediator），方便用户使用，满足用

户操作，提供性能，支持可插拔；（3）利用 Web Services 的技术，实现对数据的透明访问，满足

用户从不同站点获取数据的需求。 

1.4 研究面临的问题 

  随着农业数据库资源建设的不断推进，各个结点的可用信息规模呈爆炸式增长，尽管分布式

数据库系统的查询优化技术已经得到广泛的研究。但是由于数据网格是一个松耦合的分布式异构

自治系统，因此在网格环境下，对数据资源的定位和查询处理面临着前所未有的问题，主要考虑

如下： 

    第一，各涉农部门结点高度自治 

    各涉农部门结点具有各自的数据管理策略，各自完成本部门内部应用，同时对数据资源使用

具有分布性和并行性。 

第二，各农业数据库结点之间的连接的带宽不同，其传输速度可能会有很大的差异。另外网

络环境不稳定，经常会出现结点之间连接不上以及连接中断的情况。 

    第三，各农业数据库结点资源异构 

    农业数据库集成是由数据网格结点和连接结点的网络组成的。各农业数据库结点资源异构性

体现在两个方面：网络异构性和结点异构性。网络异构性是指结点之间可能采取不同的网络技术

连接，但是，TCP/IP 协议族的出现使得采用不同底层技术的网络可以互联在一起，因此已经消除

了网络技术的异构性，从 TCP/IP 的角度上看，连接各个结点之间的网络都是一个同构的虚拟网

络。 

    各农业数据库结点资源异构性可以分成五个层次：类别异构性、体系结构异构性、配置异构

性、软件系统异构性、用户需求异构性（李效东，2002；李志刚，2005；周园春，2006）。 

   （1）类别异构性 

    类别异构性是指结点是计算机、网络存储设备还是科学仪器。类别异构性导致了资源在性能

特征上的高度差异。 

   （2）体系结构异构性 

    体系结构异构性是指结点可能具有不同的体系结构，如 SMP、MPP 以及 Cluster 等，体系结

构异构性导致相同的代码不能运行在不同结点上。 

   （3）配置异构性 

    配置异构性是指各个结点可能具有不同的处理能力、内存能力以及磁盘空间，如两个 SMP

结点可能具有不同速度的 CPU，两个 MPP 结点可能具有不同的处理器数目等。 

   （4）软件系统异构性 

    软件系统异构性是指结点可能具有不同的软件系统。在软件系统异构性之中，最重要的是操

作系统的异构性，此类问题在农业部门涉及较少。 



中国农业科学院硕士学位论文                                                           第一章  绪论 

 5 

   （5）用户需求异构性 

    农业数据库结点可能具有不同需求，如两个结点可能对查询计划的执行有不同的要求。   

1.5 研究目标 

  相对于农业科技人员普遍各自独立地从事科学研究而言，通过共享相关领域的专业技术、专

门研究以及区域信息，能够协助农业科技人员从更大的范围和复杂性上对农业科技数据充分利

用。农业科技数据服务集成的主要目的是利用数据网格技术，研究设计符合农业科技数据特点的

海量分布式异构海量数据资源的共享。 

  农业数据库资源集成的研究目标如下： 

  第一，选择能够将农业信息化领域与农业服务领域相结合的研究点，以体现数据库集成价值； 

  第二，根据 Globus Toolkit 和 OGSA 体系结构，通过对其结构和功能研究，提出农业科技数

据库（AST-DB）集成的各环节设计； 

第三，在开放式网格服务体系结构中，如何“按需集成”，完成对多种不同类型数据库集成； 

  第四，在 Windows 2003 环境下尝试部署 Globus Toolkit 4.0 和 OGSA-DAI，并确定网格数据

服务资源。 

1.6 研究内容 

本文首先介绍了数据网格的相关研究背景，分析农业科技数据现存的问题。通过分析、比较

Globus Toolkit 的发展，选择适合于本论文的基础平台，并研究设计农业科技数据库集成框架。最

后，以农产品价格数据集成为例，说明农业科技数据库集成的基本方法与意义。 

围绕本论文的研究目标，主要进行以下几方面的研究： 

1、对本论文的研究背景进行分析，研究农业科技数据系统的概念与特征。阐述国内外与本

论文相关的数据网格研究现状，并分析农业科技数据库集成存在的问题以及研究方法。 

  2、文章着重从 Globus Tookit 和 OGSA 等技术方面入手，分析开源网格基础平台 Globus 的更

新、发展，并从中选择适用于本篇论文的基础平台；同时介绍 OGSA、OGSA-DAI 以及 Web Services

等相关技术。 

  3、在农业科技数据库集成设计方面，作者根据数据库集成可能面临的问题提出解决方案，

初步完成作业流程设计、编程设计、功能设计、服务交互设计以及应用架构设计。 

  4、文章最后以农产品价格数据集成为例，选择利用数据集成理论将 FAO 叙词表与中华人民

共和国农业部“菜篮子”工程以及山东寿光蔬菜基地农产品价格数据库结合，用以说明农业科技

数据库集成的基本方法与意义。 
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第二章  基于 OGSA 的数据库集成技术研究 

2.1 开源网格基础平台 Globus 简介 

  OGSA 对什么是网格服务和它怎样满足下一代网格应用作了一个高层次架构描述，而 OGSI 

是对网格服务怎样工作给了一个详细的规范说明，WSRF 又进一步的重构和进化了 OGSI。而这

些都只是网格体系结构的设计内容，Globus 承担了提供对这些设计的具体实现的任务。 

  Globus Toolkit 工具包来源于国际上最有影响力的与网格计算相关的项目之一 —— Globus 

项目，是由来自世界各地关注网格技术的研究人员和开发人员共同努力的成果。Globus Toolkit 是

一个开放源码的网格基础平台，基于开放结构、开放服务资源和软件库，并支持网格和网格应用，

目的是为构建网格应用提供中间件服务和程序库。 

  Globus Toolkit 具有较为统一的国际标准，有利于整合现有资源，也易于维护和升级换代。现

在，一些重要的公司，包括 IBM 和微软等都公开宣布支持 Globus Toolkit。目前大多数网格项目

都是采用基于 Globus Toolkit 所提供的协议及服务建设的。随着技术的发展和进步，Globus 体系

结构也经历了几次飞跃，现在它已经变得越来越完善。 

2.1.1 Globus Toolkit 2 

  自从 1997 年起，Globus Toolkit 工具包的第二版（GT2）成为网格计算的事实标准。它强调

可用性和互操作能力，定义和实现了一些协议、API 和服务。 

  当时在世界上有为数众多的网格应用基于 GT2 平台之上，通过提供授权认证、资源发现和资

源访问等共同问题的解决方案，GT2 加快了网格应用的构建。GT2 通过定义和实现“标准”协

议和服务，真正地实现了可互操作的网格系统。 

  但是，GT2 毕竟目的是针对网格的具体实现，它并没有一个正式的标准，也没有接受公开的

审阅，所以在某种程度上限制了它的发展。随着网格技术的快速发展和全球网格论坛这个标准性

的机构出现，修订 Globus Tookit 的协议的标准提到了日程上。 

2.1.2 基于 OGSI 的 Globus Toolkit 3 

  2002 年 2 月，在加拿大多伦多市召开的全球网格论坛 GGF 会议上，Globus 项目组和 IBM

共同倡议了一个全新的网格标准 OGSA。它把 Globus 标准与以商用为主的 Web Services 的标准

结合起来，网格服务统一以 Services 的方式对外界提供。2003 年符合 OGSA 规范的 Globus Toolkit 

3.0（GT3）发布，这标志着 OGSA 已经从一种理念、一种体系结构，走到付诸实践的阶段了。 

  GT3 提供了一个完整的开放网格服务基础设施（OGSI）实现，它的许多功能重构成与 OGSI

兼容的服务，如服务发现、程序执行作业的提交、监控和可靠的文件传输等服务。其它如数据传

递、副本定位和授权等服务也尽量构建成与 OGSI 相兼容。并且 GT3 定义了一组关于使用 WSDL

和 XML 模式的约定与扩展，以便启用有状态服务。 

  虽然 OGSI 的概念很重要，但是也存在一些自身的缺陷，需要一些新的结构来解决这些问题。
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所以采用新的结构代替 OGSI 是有必要的，通过转变可以获得网络服务强有力的支持。 

2.1.3 基于 WSRF 的 Globus Toolkit 4 

  2004 年 1 月，美国 Akamai Technologies、美国 Globus Alliance、惠普、IBM、美国 Sonic Software

和美国 TIBCO Software 六公司公布了统一网格计算和 Web 服务2的新标准“WS-Notification”和

“WS-Resource Framework”。Web 服务资源框架（WSRF）是 OGSI 的重构和发展，利用新的 Web

服务标准。 

  WSRF 基本保留了 OGSI 中的所有功能，同时更改了一些语法，并且还在其表示中采用了不

同的技术。Web 服务通知（WSN）为 Web 服务提供基于消息发布和预定能力。WSRF 和 WSN 都

是建立在已存在的 Web 服务定义和技术基础上的，帮助实现了网格计算、系统管理和 Web 服务

的统一。 

  2005 年 1 月 31 日发布的 Globus Toolkit 4（GT4），实现了 WSRF 和 WSN 标准。GT4 提供

API 来构建有状态的 Web 服务，其目标是建立分布式异构计算环境。所有知名的 GT3 协议都被

重新设计为可以使用 WSRF，并且 GT4 也在其中增添了一些新的 Web 服务的组件。 

  Globus toolkit 随着体系结构的发展而不断完善，它是对体系结构的具体实现，为构建基于

OGSA 的网格环境提供基础平台，也为 Web 服务和网格技术的融合提供技术保障。 

2.1.4 WSRF 与 OGSI 比较  

  随着 GT3 在实际中的应用操作，人们发现 OGSI 与标准 Web 服务相差太远，这是导致倾向

WSDL 的原因。一些关键的差别是：WSRF 不违背 WSDL，可以期望有更好的工具包为 WSRF

提供支持；WSRF 不是面向对象的，WSRF 更容易混合和匹配。在 OGSI 中，可以与服务实例协

商有关它们的服务数据。在 WSRF 中，可以与该服务协商有关它们的资源和它们的属性。如果用

“服务实例”替换“资源”，许多 OGSI 想法和模式在 WSRF 中也是可行的。WSRF 的优点在于

它允许对同一个有状态资源有多个服务接口。而 OGSI 的优点在于它能为同一服务实例提供多个

服务接口。如图 1 所示（I Foster etc., 1999；Apache，2005）： 

 
 

图 1  OGSI 与 WSRF 位置对照 
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1、 WSRF 与 OGSI 的比较 

 

    WSRF 相对于 OGSI 的优点 

 

（1）OGSI 是在一个规范中带有太多定义的重量级的规范。WSRF 把 OGSI 功能划分成为一

组规范； 

  （2）OGSI 不能与现存的 Web 服务工具包一起很好地工作。OGSI 使用 XML 规划扩展，例

如，存在时常发生的 xsd:any、属性使用。它也使用许多“面向文档”的 WSDL 操作。这些特征

引发了一些问题，例如 JAX-RPC。WSRF 在某种程度上可减少 XML 规划的使用； 

  （3）OGSI 把一个有状态的资源刻画成为一个封装资源状态的 Web 服务，把服务的标示、

生命周期和资源状态耦合在一起。WSRF 重新清晰地说明了基本的 OGSI 体系结构，给出在无状

态 Web 服务和服务在其上运行的有状态资源之间的清晰的区别。 

 

    OGSI 相对 WSRF 的优点 

 

  （1）具有面向对象范例（OOP，Object-Oriented Paradigm）的特征，OGSI 通过继承可获得

很强的扩展性，而这在 WSRF 中是缺乏的，人们可以为开发强烈依赖 OGSI 继承的服务设想设计

框架； 

  （2）类似地，对 OGSI 是重量级的批判也有它的另一面：在 OGSI 中，可以对提供确定端口

类型和行为的“OGSI 兼容网格服务”进行计数，但这在 WSRF 中是不容易做到的，在 WSRF 中

的每一个事情都是可选择的。 

 

2、 在 WSRF 和 OGSI 中的有状态资源的模型化 

 

  WSRF 和 OGSI 两者关心的是对带有状态信息的标准 Web 服务扩展，但是两者采用不同的途

径。如图 2 所示(Globus, 2006)，WSRF 把 Web 服务和有联系的资源分离开来。它使用一个

WS-Addressing 端点参照来把 Web 服务和有状态的 WS-Resource（在其中采用 Reference Properties 

指定资源 ID）联系起来。 

 

 
 

图 2  在 WSRF 中 Web 服务与有状态资源相结合 

 

  OGSI 用服务数据元素模拟有状态资源，服务数据元素与网格服务或服务实例是紧密耦合在

一起的，如图 3 所示(Globus, 2006)。 

 



中国农业科学院硕士学位论文                                 第二章  基于 OGSA 的数据库集成技术研究 

 9 

 
 

图 3  OGSI 中有状态网格服务与服务数据相结合 

 

3、WSRF 对 OGSI/GT3 的影响 

 

    如表 1 所示（Maozhen Li，2006），WSRF 基本保持 OGSI 的全部概念，引入对 OGSI 报文和

它们相关语义的一些变化。对修改一个基于 OGSI 系统所需的努力或对使用 WSRF 规范的期望将

是较小的。使用基于 OGSI 中间件实现的服务，例如 GT3，可能需要一些修改才能开发出基于

WSRF 的工具，但是期望这种修改应该是适度的，这应归于 WSRF 和 OGSI 之间的相似性。更一

般情况是，WSRF 是基于主流 Web 服务标准并且已经被大众认可。 
 

表 1  OGSI 和 WSRF 功能对照 

 

OGSI WSRF 

Grid Service Reference WS-Addressing Endpoint Reference 

Grid Service Handle WS-Renewable Reference 

Handle Resolver  WS-Renewable Reference 

Service Data WS-Resource Properties 

Grid Service Lifetime Management WS-Resource Lifetime 

Notification WS-Notification 

Factory Implied WS-Resource Pattern 

Service Group WS-Service Group 

Base Fault Type WS-Base Faults 

 

  OGSI 正在被 WSRF 替代，因为它整合了 Web 服务和网格团体两者的优势。GT3 和 GT4 不

能互操作。 

2.2 开放式网格体系结构 (Open Grid Services Architecture) 

2.2.1 OGSA 基本思想 

  作为一种应用网格体系规范，开放网格服务体系结构 OGSA(Open Grid Services Architecture)

是对五层沙漏结构的完善和发展。相对于五层沙漏结构，OGSA 强调以“服务”为中心。在五层

沙漏结构中也突出了“服务”的概念，但主要是指被共享的各种物理资源。而在 OGSA 中，服务

所指的内容非常广泛，包括各种计算资源、存储资源、数据资源、信息资源、软件资源等，即一

切都是“服务”，也就是“网格服务”(Grid Services) 。 

  OGSA 符合标准的 Web 服务框架，可以说它是网格最新研究成果与 Web Services 技术相融

合的产物。在 OGSA 规范中，网格服务本身是一种 Web 服务。该服务提供了一组被明确定义的

接口，这些接口遵守特定的惯例，解决网格中服务的发现、服务的动态创建、生命周期管理、消
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息通知机制等关键性问题。这样，网格就可以看作是具有可扩展性能的网格服务的集合。在 OGSA

应用中，网格服务能够以不同的方式聚合起来，以满足各种虚拟组织的特定需要。 

2.2.2 OGSA 的主要架构分析 

 
 

图 4  开放式网格服务体系结构图 

  支持 Web Services 的 OGSA 架构如图 4(IBM, 2004)。OGSA 架构由四个主要的层构成，从下

到上依次为：资源层－包括物理资源和逻辑资源，Web 服务以及定义 Web 服务资源框架扩展，

基于 OGSA 架构的服务，网格应用程序。 下面逐一介绍这些层： 

  1、物理逻辑资源层 

  资源的概念是 OGSA 以及通常意义上的网格计算的中心部分。构成网格能力的资源并不仅

限于处理器。物理资源包括服务器、存储器和网络。物理资源之上是逻辑资源。它们通过虚拟化

和聚合物理层的资源来提供额外的功能。通用的中间件，比如文件系统、数据库管理员、目录和

工作流管理人员，在物理网格之上提供这些抽象服务。 

  2、Web 服务层 

  OGSA 架构中的第二层是 Web 服务。一条重要的 OGSA 原则是：所有网格资源（包括逻辑

的与物理的）都建模成为服务。WSRF 规范定义了网格服务，网格服务建立在标准 Web 服务技

术之上。WSRF 利用 XML 与 Web 服务描述语言（WSDL， Web Services Description Language）

这样的 Web 服务机制，为所有网格资源指定标准的接口、行为与交互方法。WSRF 进一步扩展

了 Web 服务的定义，提供了动态的、有状态的和可管理的 Web 服务的能力，这在对网格资源进

行建模时都是必需的。  

  3、基于 OGSA 架构的网格服务层 

  Web 服务层及其 WSRF 扩展为下一层提供了基础设施：基于架构的网格服务。GGF 目前正

在致力于在诸如程序执行、数据服务和核心服务等领域中定义基于网格架构的服务。随着这些新
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架构的服务开始出现，OGSA 将变成更加有用的面向服务的架构（SOA）。  

  4、网格应用程序层 

  随着时间的推移，一组丰富的基于网格架构的服务不断被开发出来，使用一个或多个基于网

格架构的服务的新网格应用程序亦将出现。这些应用程序构成了 OGSA 架构的第四个主要的层。  

2.2.3 OGSA 端口类型 

  OGSA 提供下列可扩展的 WSDL 端口类型的接口来定义网格服务。在 OGSA 中，GridService

接口必须由所有的网格服务实现，而其他接口是可选的。OGSA 支持下列接口： 

  1、GridService 端口类型 

  网格服务必须实现 GridService 端口类型，因为其用做 OGSA 的基本接口。这个端口类型与

在 C++和 Java 等面向对象程序设计中的基本对象类的概念是类似的，它封装了组件模型中的根本

特性。由 GridService 端口类型封装的 3 个方法是 FindServiceData（）、SetTermination Time（）和

Destroy（），分别用于服务发现、自省和软状态生命周期管理。 

  2、Factory 端口类型 

  Factory（工厂）是实现 Factory 端口类型的持续网格服务。它可以用于创建带有 CreateService

（）、方法的短暂的网格服务实例。 

  3、HandleResolver 端口类型 

  实现 HandleResolver 端口类型的网格服务可以通过 FindbyHandle（）方法实现 GSH 到 GSR

的转变。 

  4、Registration 端口类型 

  注册器是实现注册端口类型的网格服务，通过维护 GSH 的集合和它们的有关策略提供服务

发现。客户机可以通过查询一个注册器去发现可以提供的服务、属性和策略。两个元素定义一个

注册服务，即注册接口，允许一个服务实例注册带有注册服务、相关联的服务数据集合的 GSH，

这些数据集合包含有关注册 GSH 和服务实例运行时状态的信息。RegisterService（）、

UnRegisterService（）是在端口类型中为服务注册和撤销注册定义的两个方法。 

  5、NotificationSource / NotificationSink 端口类型 

  OGSA 通知模型允许有关各方订阅服务数据元素和接收通知事件（当它们的值被修改后）。

实现通知源端口类型的网格服务称为通知源。实现通知接收器端口类型的网格服务被称为通知接

收器。对特定的网格服务订阅通知，通知接收器使用在 NotificationSource 接口中的

SubscribeToNotificationTopic（）方法调用通知源，给它通知接收器的 GSH 服务和感兴趣的主题。

通知源将使用在 NotificationSink 接口中的 DeliverNotification（）方法向接收器发送一个通知报文

流，而接收器发送周期报文来通知那些对接收通知依然感兴趣的源。为确保可靠的交付，一个用

户可以定义一个绑定该服务的适当协议来实现这个行为（性能）。 

  如图 5 所示(I Foster, 1998)，网格服务必须实现 GridService 接口，而其他接口也可以实现，

但不是必须实现，例如工厂、注册、HandleResolver 和通知源/通知接收器。OGSA 定义了服务创

建、撤销、生命周期管理、服务注册、发现和服务通知等标准机制。网格服务可以是持续的服务，

也可以是短暂的服务实例。每一个网格服务都有一个唯一的 GSH 和一个或多个 GSR 去参照它的



中国农业科学院硕士学位论文                                 第二章  基于 OGSA 的数据库集成技术研究 

 12 

实现，其独立于位置、平台和编程语言。一个网格服务可以部署在装有 J2EE、.Net 或 Apache Axis

主机的环境中。 

 

图 5  OGSA 网格服务结构 

2.2.4 OGSA 的服务接口 

  OGSA 符合标准的 Web Services 框架。Web Services 解决了发现和激活永久服务的问题，但

是在网格中有大量的临时服务，因此 OGSA 对 Web Services 进行了扩展，提出了网格服务（Grid 

Service）的概念，使得它可以支持临时服务实例，并且能够动态创建和删除。 

 

表 2  网格服务接口说明 

PortType 操作 描述 

GridService FindServiceData 

查询网格服务实例的各种信息，包括基本的内

部信息、大量关于每个接口的信息以及与特定

服务有关的信息。 

 SetTerminationTime 设置并得到网格服务实例的终止时间。 

 Destroy 终止网格服务实例。 

NotificationSource SubscribeToNotificationTopic 
根据感兴趣的消息类型和内容说明，相关事件

的通知发送者进行登记。 

 UnSubscribeToNotificationTopic 取消登记。 

NotificationSink DeliverNotification 异步发送消息。 

Registry RegisterService 网格服务句柄的软状态注册。 

 UnRegisterService 取消注册的网格服务句柄。 

Factory CreateService 创建新的网格服务实例。 

PrimaryKey FindByPrimaryKey 返回根据特定键值创建的网格服务句柄。 

 DestroyByPrimaryKey 撤销特定键值创建的网格服务实例。 

HandleMap FindByHandle 返回与网格服务句柄相联系的网格服务实例。 
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  表 2 列出了网格服务的接口（Maozhen Li，2006），其中只有 GridService 接口是必须的，而

其他的接口都是可选的。每个接口定义了一些操作，这些操作通过交换定义好的一系列消息来激

活。网格服务接口和 WSDL 的 portTypes 相对应，网格服务提供 portTypes 的集合，包括一些与版

本有关的附加信息，在网格服务中用 serviceType 来描述，serviceType 是 OGSA 定义的 WSDL 的

扩展元素。 

2.3 OGSA-DAI 

  OGSA-DAI 项目的主要目标是致力于构建一个支持访问大型的、基础的静态数据库的中间件

系统，这个中间件是带有许多扩展点的工具包，它为开发者提供了便利，以适应各自特定的不同

的需要。OGSA-DAI 为 OGSA 规范提供扩展，允许数据源，如数据库，在一个 OGSA 框架中被

访问。通过 OGSA-DAI 接口所能达到的最终目标是，分散的，异构的数据源能够像单一逻辑的数

据源一样被访问和控制。OGSA-DAI 组件提供的潜能在构建高级服务中可以作为基础组件，支持

在虚拟组织中的数据集成和分布式查询处理。 

 

 
 

图 6  OGSA-DAI 在 OGSA 中的位置 

 

2.3.1 OGSA-DAI 基本思想 

  OGSA-DAI 是一个网格中间件，设计用于简化对数据网格中的数据进行访问和集成。

OGSA-DAI 的主要开发是由苏格兰的 EPCC 和英格兰的 IBM Hursley 进行的。OGSA-DAI 的

催化剂是大量“大型科学”项目，例如 AstroGrid、eDiaMoND、Datamining Grid 和 myGrid，需

要中间件层提供对大型数据库的访问。 

  OGSA-DAI 的结构像是一个工具包，并且带有一些扩展点，让开发人员可以扩充自己的功能

来满足特定的需要。它通过基于 Web 服务的接口来提供数据资源，这样就可以简单地将数据源

作为网格中的首要元素进行操作。目前所支持的数据源有关系数据库（通过 JDBC）、XML 数据

库（通过 XMLDB）和文件系统。当有新的需求出现时，应用程序开发人员也可以编写自己的数

据库支持程序。 

  OGSA-DAI 提供了以下主要功能： 

http://www.ogsadai.org.uk/projects
http://www.astrogrid.org/
http://www.ediamond.ox.ac.uk/
http://www.datamininggrid.org/
http://www.mygrid.org.uk/
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  （1）可以提供数据源。可以对关系型数据源执行 SQL 查询，对 XML 集执行 XPath 语句，

或者通过 Web 服务调用对大文件进行搜索查询。 

  （2）可以在服务中实现其他功能。数据源之外进行的数据转换可以通过一些可以避免不必

要的数据移动的操作实现。 

  （3）提供了一种紧凑的方法在单个请求中处理与某个服务的多次交互。这可以通过 XML 文

档（称为 执行文档）来实现。当数据流进入某个数据源或从某个数据源检索出来时，对其进行

的操作之间是通过管道来传递数据的。 

  （4）使开发人员可以简单地在 OGSA-DAI 中添加或扩充功能——执行文档和底层的框架都

可以进行扩充，这样就可以添加新功能，或者对现有的功能进行定制。 

  （5）可以通过服务接口查询有关数据和数据源的元数据。 

2.3.2 OGSA-DAI 的数据服务结构 

 
 

图 7  OGSA-DAI 结构的总体示意图 

 

  OGSA-DAI 的数据服务结构如图 7 所示（IBM, 2005）。结构中包含许多层，数据层、事务逻

辑层、表示层和客户层。每层均有各自的功能和服务目的。从底层向上依次为：数据层、事务逻

辑层、表示层和客户层。各层组件和各接口功能说明如下： 

  1、数据层 

  数据层由一系列数据源组成，这些数据源可通过 OGSA-DAI 被体现。目前，这些数据源包括： 

  第一，关系型数据库：MySQL、SQL Server、DB2、Oracle、PostgreSQL。 
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  第二，XML 数据库：eXist、Xindice。 

  第三，文件系统：OMIM、SWISSPROT、 EMBL 等。 

  2、事务逻辑层 

  事务逻辑层概括了 OGSA-DAI 的核心功能，它由一系列被称为数据服务资源的组件构成。如

图 7 所示，部署多种数据服务资源用以体现多种数据源。并且，在数据服务资源与数据源之间存

在着一对一关系。 

  3、表示层 

  表示层概括了通过 web 服务接口体现数据服务资源的功能要求。OGSA-DAI 包括两种实现途

径：WSRF 数据服务和 WSI 数据服务。每种实现方法都会用到 WSDL 文档描述接口。 

  4、客户层 

  客户端通过相应的数据服务实现与数据服务资源的交互，根据 WSRF 或 WSI 数据服务的不

同部署，要求客户应用层与 WSRF 或 WSI 标准一致。 

2.3.3 OGSA-DAI 端口类型 

  OGSA-DAI 提供下列接口（端口类型）定义用于数据访问和集成的网格服务。在 OGSA-DAI

中的网格服务称为网格数据服务（GDS，Grid Data Service）。GDS 必须实现 GDSPortType 接口。

OGSA-DAI 提供了下列端口（W Allcock,etc. 2000；GGF OGSA-DAI Group，2006）。 

  1、GDSPortType 端口类型 

  GDSPortType 端口类型支持数据存取、集成和交付，并且所有的 GDS 要实现该端口类型。

它扩展了 3 个端口类型。一个是 GridService 端口类型，另外两个是由 OGSA-DAI 定义的

GridDataTransport 端口类型。 

  2、GridDataPerform 端口类型 

  GridDataPerform 端口类型为客户机提供了访问数据源和找回结果的方法。如图 8 所示，它支

持用于数据库查询的面向文档的接口，其中查询请求是通过使用网格数据服务执行

（GDS-Perform）文档来提交以指定数据源上的操作，而相应是通过使用包含操作结果的网格数

据服务相应（GDS-Response）文档来返回。提交给 GDS 的查询文档的特性和由此产生的结果文

档，取决于给出的网格服务配置的数据源的类型。例如，关系数据库可以接收 SQL 查询，而 XML

数据库可以接收 XPath 查询。使用一个文档来描述请求允许对请求进行分析和优化。 

 

 
图 8  访问 OGSA-DAI 中的数据 



中国农业科学院硕士学位论文                                 第二章  基于 OGSA 的数据库集成技术研究 

 16 

  3、GridDataTransport 端口类型 

  GridDataTransport 端口类型提供在 OGSA-DAI 服务之间，以及在 OGSA-DAI 客户机和

OGSA-DAI 服务器之间数据传输的支持。它允许抽取或推送数据。 

  PutFully（）——传输完整的数据集合。 

  GetFully（）——接收完整的数据集合。 

  PutBlock（）——传输数据块，该数据块是使用指定块索引的操作的一大批数据的一部分。 

  GetBlock（）——接收数据块，该数据块是使用指定块索引的操作的一大批数据的一部分。 

  4、GridDataServiceFactory 端口类型 

  GridDataServiceFactory 端口类型用于实现网格数据服务工厂 GDSF，是一个用于创建 GDS

的持续网格数据服务。该端口类型扩展了 3 个端口类型：GridService、Factory、NotificationSource。 

  5、DAIServiceGroupRegistry 端口类型 

  DAIServiceGroupRegistry 端口类型用于实现 DAIServiceGroupRegistry（DAISGR）。一个

DAISGR 服 务 能 够 用 于 注 册 实 现一 个 或 多 个 OGSA-DAI 端 口 类 型 的 任 意 服 务 。

DAIServiceGroupRegistry 端口类型扩展了 4 个端口类型：GridService、ServiceGroup、Registration

和 NotificationSource。 

2.3.4 OGSA-DAI 支持的数据库 

  OGSA-DAI 支持的数据库类型(Ian Foster, etc. 2002)： 

表 3  OGSA-DAI 支持数据库类型说明 

数据库名称 版本 主页 

MySQL 3.2.3 及以上 http://www.mysql.com/downloads/ 

IBM DB2 - http://www-306.ibm.com/software/data/db2/ 

注：OGSA-DAI 不支持 DB2 中对数据库的创建和删除操作。 

Microsoft SQL Server - http://www.microsoft.com/sql/ 

注：OGSA-DAI 不支持 SQL Server 图片及多媒体功能。 

Oracle 10g Enterprise Edition Release 及以上 http://www.oracle.com/database/ 

注：OGSA-DAI 不支持 Oracle 中对数据库的创建和删除操作。 

注：Oracle 数据库的 JDBC 并不支持标准 JDBC 的 BLOB 插入操作，因此 OGSA-DAI 目前也不支持 Oracle 中对表空间

的 BLOB 插入操作。 

PostgreSQL - http://www.postgresql.org/ 

XML 

eXist Build from 2005-12-03 http://exist.sourceforge.net/ 

注：eXist 运行在 OGSA-DAI 或其它网格中间件（例如 Globus Toolkit）时，会发生内存泄露。 

Files 

File system - - 
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其他的数据库类型： 

数据库名称 版本 主页 JARs 类名 

HSQL 1.7.1 
http://hsqldb.sourceforge.net hsqldb.jar org.hsqldb.jdbcDriver 

注：仅进行小范围试验。 

XML 

Apache 

Xindice 
1.1 

http://xml.apache.org/xindice/ xindice.jar org.exist.xmldb.DatabaseImpl 

注：仅进行小范围试验。 

2.4 Web Services 

2.4.1 Web 服务的定义及特征 

  1、Web Services 定义 

  Web 服务是一种被设计成为支持机器之间通过互联网实现交互操作的软件系统，它具有一种

能够使用机器可处理格式（尤其是 WSDL）描述的接口，其他系统按照 Web 服务描述信息中指

定的方式使用 SOAP 消息与之交互，典型的是使用具有 XML 序列化特征的 HTTP 进行传输，

并结合使用其他相关 Web 标准。 

  2、Web Services 特征 

  从上述定义可知，Web 服务使用标准的互联网协议，像超文本传输协议 HTTP 和 XML，将

功能体现在互联网和企业内部网上。 

  Web 服务是一种部署在 Web 上的对象/组件，是下一代分布式系统的核心，它具备以下特

征（W3C，2006）： 

 （1）完好的封装性：Web 服务既然是一种部署在 Web 上的对象，自然具备对象的良好封装

性。从封装的粒度来看，Web 服务一般封装了一个离散的（单独的）功能，一个 Web Services

完成一个独立的任务。对于使用者而言，他仅能看到该服务的描述。 

 （2）松散耦合：这一特征也是源于对象/组件技术，当 Web 服务的实现发生变更的时候，调

用者是不会感到这一点的，对于调用者来说，只要 Web 服务的调用接口不变，Web 服务的实现

发生任何变更对他们来说都是透明的，甚至是当 Web 服务的实现平台从 J2EE 迁移到了.NET 

或者是相反的迁移流程，用户都可以对此一无所知。对于松散耦合而言，尤其是在 Internet 环境

下的 Web 服务而言，需要有一种适合 Internet 环境的消息交换协议。而 XML/SOAP 正是目前

最为适合的消息交换协议。 

 （3）使用协约的规范性：这一特征从对象而来，但相比一般对象其界面更加规范化且易于机

器理解。首先，作为 Web 服务，对象界面所提供的功能应当使用标准的描述语言来描述(比如 

WSDL)，而由标准描述语言描述的服务界面应当是能够被发现的，因此这一描述文档需要被存储

在私有的或公共的注册库里面；其次，由于安全机制对于松散耦合的对象环境的重要性，我们需

要对诸如授权认证、数据完整性(比如签名机制)、消息源认证以及事务的不可否认性等运用规范

的方法来描述、传输和交换；最后，在所有层次的处理都应当是可管理的，因此需要对管理协约

运用同样的机制。 

 （4）使用标准协议规范：作为 Web 服务，其所有公共的协约完全需要使用开放的标准协议
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进行描述、传输和交换。这些标准协议具有完全免费的规范，以便由任意方进行实现。一般而言，

绝大多数规范将最终有 W3C 或 OASIS 作为最终版本的发布方和维护方。 

 （5）高度可集成能力：由于 Web 服务采取简单的、易理解的标准 Web 协议作为组件界面

描述和协同描述规范，完全屏蔽了不同软件平台的差异，无论是 CORBA、DCOM 还是 EJB 都

可以通过这一种标准的协议进行互操作，实现了在当前环境下最高的可集成性。 

 （6）开放性：Web Services 可以与其他 Web Services 进行交互。它具有语言和平台无关性。

支持 CORBA、EJB、DCOM 等多种组件标准。支持各种通讯媒体如：HTTP、SMTP、MQ、FTP 

等。 

2.4.2 Web 服务的工作原理 

 
 

图 9  Web 服务工作原理 

 

  在通过基于服务角色和服务协议栈介绍了 Web 服务体系结构之后，下面主要说明 Web 服

务的工作原理，如图 9 所示（W3C, 2005; Sandholm,etc. 2006），也就是 Web 服务描述、发布、

查询、绑定、调用的整个流程： 

  第一步：服务提供者在开发完 Web 服务后，使用 WSDL 对服务的相关信息进行描述，并

在 UDDI 注册中心发布该服务； 

  第二步：服务请求者，向 UDDI 注册中心发送该服务的查询请求； 

  第三步：注册中心返回查询响应信息，如果服务在注册中心中存在，则返回服务的描述信息； 

  第四步：如果服务请求者获得服务的描述信息，则根据描述信息设置相关服务调用参数，并

向查询到的服务提供者发送服务调用请求； 

  第五步：服务提供者接收到服务请求者的服务调用请求后，解析请求信息，并根据参数调用

服务，将处理结果以 XML 形式返回服务请求者。服务请求者获得服务调用结果后，便完成整个 

Web 服务操作流程。
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第三章  基于 OGSA 农业科技数据库集成（AST-DB）设计 

3.1 AST-DB 集成的作业流程设计 

  农业科技数据库本身数据庞大、系统复杂，我们所期望的是科技用户通过简易的访问流程实

现数据服务。基于OGSA的AST-DB系统中，农业科技用户只需使用资源描述语言（RSL， Resource 

Specification Language）说明运行作业，即能指出如可执行名称、输入/输出作业目录以及运行队

列等。 

  AST-DB 集成系统仍旧延续 Globus Toolkit 所提供的运行远程作业的方式，使用一系列 WSDL

文档和用户端接口提交、监控和终止作业。作业管理执行与作业管理器的创建一一对应。但是，

这种服务必然会带来很多问题，问题之一即为，作业管理器中需要对每一个用户作业进行管理，

但当用户不使用资源时，工作处于空闲状态，但这些工厂仍处于资源消耗状态。 

  为此，基于 OGSA 的 AST-DB 集成作业流程设计，引入代理服务机制，即服务器端代理服务

和用户端代理服务。服务器端代理服务拥有公共管理机制作用，通过它可以调用用户端数据资源，

为用户创建所需要的作业管理服务。在服务请求发生时，如果存在用户端代理服务，则代理路由

器会路由一个用户引入的请求到其他用户端；如果不存在，则可以为用户标记请求，路由到服务

器端数据管理服务。如图 10 所示(Maozhen Li etc., 2006; Papakonstantinou Y, etc.,1995)，服务器端

数据资源、服务器端代理服务、用户端数据资源、用户端代理服务和作业管理器之间存在的关系。

每一个用户端数据管理服务运行在对应的一个用户端运行环境，并且在该用户端运行环境的生命

周期内是有效的。每个用户端可以创建一个或多个作业管理器。 

 

 
图 10  基于 OGSA 的 AST-DB 集成作业流程 

 

  每一个活动的用户有与之对应的运行环境，一个用户端代理服务和一个或多个作业管理器。
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这种方法允许以轻量级的方式创建多个服务。 

  （1）用户用 RSL 构成作业描述并用 GSI 证书签署，签名的请求被发送到代理路由器。 

  （2）代理路由器接受请求，并路由该请求到用户端代理服务 A（如果存在的话转到（6）)。

如果满足请求，则返回相应数据资源；如果不满足请求，则代理路由器会将请求路由到服务器端

代理服务或其他用户端代理服务（注：此功能涉及到网格技术资源调度问题，在此只做假设运用）。 

  （3）服务器端代理服务验证请求的签名并建立用户标识。然后它基于用户标识和网格映射

文件（grid-map-file）来确定作业将被执行的用户。grid-map-file 是包含从 GSI 身份到用户身份映

射的用户端配置文件。 

  （4）服务器端代理服务调用 setuid Starter 进程，为请求者开始用户端代理服务 B。 

  （5）setuid Starter 是一个特权程序（典型的 setuid-root），具有为用户启动预先配置的用户端

代理服务的单一功能。 

  （6）当用户端代理服务 B 启动后，该服务需要获得证书并向代理路由器注册。为了注册，

用户端代理服务 B 发送报文给代理路由器，通知代理路由器用户端代理服务 B 的存在，这样代理

路由器可以路由将来的作业初始化请求给用户端代理服务 B。 

  （7）用户端代理服务 B 调用网格资源身份映射（GRIM，Grid Resource Identity Mapper）来

获得一系列的证书。GRIM 是特权程序（典型的 setuid-root）,访问用户端证书并通过它们为用户

端数据管理服务生成一套 GSI 代理证书。这些代理证书3已经被嵌入到用户网格身份、本地账户

名字和策略中，这可以帮助客户机验证用户端代理服务是否是所需的用户端代理服务。 

  （8）用户端代理服务 B 接收已签署的作业请求。用户端代理服务 B 验证在请求上的签名，

确认它没有被篡改，并验证请求者是访问正在用户端代理服务 B 运行的用户的授权者。一旦这些

验证完成，用户端代理服务 B 创建并调用一个带作业初始化请求的管理作业服务。 

  （9）用户端代理服务 B 返回管理作业服务的地址（GSH）给用户。 

  （10）用户连接到管理作业服务，去初始化作业提交。请求者和管理作业服务使用从 GRIM

获得的证书执行相互授权。管理作业服务验证请求者是否是在本地账户中初始化进程的授权者。

请求者用 GRIM 证书（从一个适当的、包含用户的网格标识主机证书产生而来）授权管理作业服

务。这个方案允许用户端去验证管理作业服务正在服务于它通信，然后用户委派 GSI 证书给管理

作业服务以分派作业运行。 

  （11）按照用户请求，请求并获取相应的 AST-DB 数据资源。 

3.2 AST-DB 集成的编程设计 

  基于 OGSA 的 AST-DB 编程，主要利用 Globus Toolkit 基础平台中松散耦合的用户端占位程

序（占位程序，又称为客户端占位程序，主要是使服务器组件看起来像是驻留在客户端计算机上）

和 AST-DB 服务器。AST-DB 集成的编程设计功能描述如下： 

  （1）基于 OGSA 的 AST-DB 集成设计利用 WSDL 定义数据库的服务接口。WSDL 是一个具

有所有 WSRF 定义类型、报文、端口类型和命名空间的 WSDL。WSDL 使用<wsdl: portType>标

签替代在标准 WSDL 中的<portType>标签。 

  （2）使用 Web 服务部署描述符（WSDD，Web Services Deployment Descriptor）建立及部署
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数据库网格服务有关的信息，例如数据库网格服务的名字、数据库网格服务实例的名字，以及数

据库网格服务实例的基本类。 

  （3）基于 OGSA 的 AST-DB 集成设计将所有编译 Java 代码连同相关文件（例如数据库网格

服务的 WSDD 文件）打包为一个 GAR 文件以方便服务的部署。GAR 是一个特殊种类的 JAR。 

  （4）AST-DB 网格服务可以是能动态地创建和显式地撤销的瞬时数据服务。 

  （5）基于 OGSA 的 AST-DB 网格服务是与服务数据相联系的有状态服务。 

  （6）该网格服务可以通知对感兴趣的农业科技数据库有订阅的用户。 

  如图 11 所示，为在实现基于 OGSA 的 AST-DB 集成应用中的数据流控制。用宿主环境 Apache 

Axis 实现 AST-DB 网格数据库集成应用步骤如下图所示 (Kunszt, Peter Z etc., 2002；Maozhen Li 

etc., 2006)： 

 

 
 

图 11  实现基于 OGSA 的 AST-DB 集成应用中的数据流控制 

 

  （1）编写 AST-DB 网格服务接口，该接口可用 Java、WSDL 或 GWSDL 定义； 

  （2）编写实现 AST-DB 网格服务接口的服务； 

  （3）为 AST-DB 网格服务工厂的部署编写 WSDD 文件； 

  （4）使用 Globus Toolkit 创建 AST-DB 脚本编译网格服务接口文件和实现文件，并把它们连

同其他相关文件（例如从接口产生的端占位程序和 WSDD 文件）打包成为一个 GAR 文件； 

  （5）使用 Apache Ant 把 GAR 文件部署到 AST-DB 网格服务容器中以发布该服务； 

  （6） 为农业科技用户编码以请求工厂，创建该服务的实例。农业科技用户首先得到 AST-DB

网格服务工厂的 GSH，然后是工厂的 GSR。随后使用工厂的 GSR 创建实例并获得创建实例的

GSR。最后，农业科技用户该 GSR 访问该服务实例； 

  （7）启动 AST-DB 网格服务容器。 

  （8）启动农业科技用户请求服务。 
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3.2.1 AST-DB 集成中的服务器端组件 

  如图 12 所示，AST-DB 服务器端框架的主要体系结构组件包括下列内容（J.A. Senn，2005）： 

  （1） Web 服务引擎：该引擎用于处理通常 Web 服务行为、SOAP 报文处理、JAX-RPC 句

柄进程和 Web 服务配置。 

  （2）AST-DB 网格服务容器：基于 OGSA 的 AST-DB 为有状态网格服务的创建、撤销和生

命周期管理提供一个容器。 

  基于 OGSA 的 AST-DB 使用 Apache Axis 作为 SOAP 引擎，它可部署在 Tomcat Web 服务器

中作为一个 Java Servlet 容器来运作。SOAP 引擎服务 SOAP 请求/相应得序列化和非序列化、

JAX-RPC 句柄引用和网格服务配置。基于 OGSA 的 AST-DB 容器提供对 Axis 框架的重点处理，

向 AST-DB 网格服务容器传递请求报文。一旦 AST-DB 网格工厂创建服务实例，该框架就会为该

实例创建唯一的 GSH，该实例通过容器注册号被注册。这个注册保持所有的有状态服务实例，并

且通过与其它的组件和处理者联系来实现服务： 

  第一，标识 AST-DB 服务和调用 AST-DB 服务的方法； 

  第二，得到/设置 AST-DB 服务属性（例如实例 GSH 和 GSR）； 

  第三，激活/解除 AST-DB 服务； 

  第四，解析 GSH 到 GSR。 

 

 
 

图 12  基于 OGSA 的 AST-DB 的服务端组件 

 

3.2.2 AST-DB 集成中的客户机端组件 

  如图 13 所示，基于 OGSA 的 AST-DB 为网格服务 AST-DB 用户端提供通常的 JAX-RP 科技

用户机端编程设计。此外，基于 OGSA 的 AST-DB 为用户机端提供许多的帮助类，以隐藏 WSRF

科技用户端编程设计的细节。 
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图 13  基于 OGSA 的 AST-DB 的客户端组件 

3.2.3 AST-DB 编程设计小结 

  基于 OGSA 的 AST-DB 编程设计包括 WSRF 的实现，并且已经用于在 OGSA 上下文环境中

建立网格应用。基于 OGSA 的 AST-DB 编程设计有涉及核心和基本两类服务。核心服务与有状态

网格服务的创建、撤销和生命周期管理相联系。基本服务安全作业提交、信息服务和可靠数据传

输相联系。为了提交并行运行的作业，AST-DB 提供两种选择： 

  （1）在多个节点上部署 AST-DB 服务工厂，并以并行方式运行多个服务实例。 

  （2）使用服务器端代理服务和用户端代理服务向后端调度系统提交用户作业。 

3.3 AST-DB 集成的功能设计 

  基于 OGSA 的农业科技数据库集成设计中引入众多的端口类型，它为基于网格的农业科技数

据访问和集成提供下列功能（IBM，2006）： 

3.3.1 AST-DB 生命期管理功能 

  农业科技数据服务是一个短暂服务。它由与数据源相联系的 GDSF 创建。科技人员可以通过

与农业科技数据服务的交互来访问数据源。农业科技数据服务可以被动态地创建和显示地撤销。 

3.3.2 AST-DB 服务注册 / 取消注册功能 

  农业科技数据库集成服务可以通过 ServiceGroupRegistration::ADD( )方法向 DAISGR

（DAIServiceGroupRegistry）注册自己。除此之外，DAISGR_A 也能够在 DAISGR_B 中注册。通

过查询 DAISGR，科技人员可以发现提供特殊服务或管理特殊数据元的 OGSA-DAI 服务。在

DAISGR 中注册的服务也能通过 ServiceGroupRegistration::Remove( )方法撤销注册。 

3.3.3 AST-DB 服务发现功能 

  农业科技人员可以通过 GridService::FindServiceData( )方法查询 DAISGR 以发现满足它需要

的 OGSA-DAI 服务。农业科技用户端可以直接查询该 OGSA-DAI 服务，并且也可查询管理

OGSA-DAI 服务注册的 WSRF ServiceGroupEntry 服务。用户端查询 DAISGR 有 3 个目的： 



中国农业科学院硕士学位论文                     第三章  基于 OGSA 农业科技数据库集成 (AST-DB) 设计 

 24 

  （1）发现 GDSF，为特定的应用创建 GDS 实例； 

  （2）查询 OGSA-DAI 服务实例以获得它的状态信息； 

  （3）查询与 OGSA-DAI 服务相联系的 WSRF ServiceGroupEntry，以找回 OGSA-DAI 服务的

注册； 

3.3.4 AST-DB 服务通知功能 

  农业科技人员向 DAISGR（DAI Service Group Registry, 数据访问集成服务注册）订阅事件通

知，例如 DAISGR 状态的变化、新数据库服务的注册或现存服务的撤销注册。如图 14（I Foster，

2001）表示用于通知的步骤： 

  （1）农业科技用户使用 NotificationSource::Subscribe( )方法向 DAISGR 订阅感兴趣的服务； 

  （2）DAISGR 创建订阅服务用于实现 NotificationSubscription 接口，以管理订阅； 

  （3）DAISGR 返回农业科技用户端实现 NotificationSubscription 订阅服务的标识。 

  （4）用户端通过用户标识并采用 GridService::FindServiceData( )方法查询订阅服务，以管理

用户端订阅服务，例如生命周期管理。 

  （5）一旦 DAISGR 发生变化，DAISGR 会通过 NotificationSink::DeliverNotification( )方法将

消息传送给起到中转服务作用的通知接收聚合器。 

  （6）通知接受聚合器将消息发送给农业科技用户。 

 

AST-DB

DAISGR

订阅服务

（1）订阅请求

（2）创建订阅管理

（3）返回服务标识

（4）查询订阅服务

（5）发送变更消息（6）接受变更消息

AST-DB

注册中心

 
 

图 14  AST-DB 中的服务通知 

3.4 AST-DB 的数据服务交互 

  现在给出在基于 OGSA 的农业科技数据库集成服务之间交互的视图，如图 15 所示(Globus, 

2004；Maozhen Li, etc. 2006)。 

  （1）启动网格服务容器，读 serverconfig.wsdd 文件。这个 serverconfig.wsdd 文件允许数据库

网格服务容器访问已部署的农业科技数据服务的信息，以及在服务名和相联系的类之间的映射。 

  （2）农业科技数据库网格服务容器基于在 serviceconfig.wsdd 文件中指定的 GSH 来创建持续

的 DAISGR。 
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  （3）农业科技数据库网格服务容器基于在 serviceconfig.wsdd 文件中指定的 GSH 来创建持续

的 GDSF。 

  （4）GDSF 用 ServiceGroupRegistration::Add( )方法在 DAISGR 注册自己。 

  （5）科技用户使用 GridService::FindServiceData( )方法查询 DAISGR 科技用户选择一个已注

册的 GDSF。 

  （6）DAISGR 返回所选择的 GDSF 的 GSH。 

  （7）科技用户可以查询 GDSF 的服务数据元素，以获得它的配置信息。 

  （8）科技用户调用 GDSF Factory::createService( )方法创建 GDS 实例。 

  （9）GDSF 创建 GDS 实例。 

  （10）GDSF 向科技用户返回 GDS 实例的 GSH。 

  （11）科技数据库终端用户使用 GridService::FindServiceData( )方法查询新产生的 GDS 实例

的服务数据元素，来建立它的配置和描述 GDS-Perform 文档的计划 4，该文档可以通过

GridDataPerform::perform( )方法提交。 

  （12）科技用户向 GDS 实例提交 GDS-Perform 文档。 

  （13）GDS 实例访问农业科技数据库去获得数据，并产生一个 GDS-Response 文档。 

  （14）GDS 实例向科技用户返回 GDS-Response 文档。 

  （15）科技用户通过 GridService::Destroy( )方法撤销 GDS 实例。 

 

 
 

图 15  基于 OGSA 的农业科技数据库集成服务之间交互 
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3.5 AST-DB 集成的应用架构设计 

   
 

图 16  基于 OGSA 的农业科技数据库（AST-DB）集成的应用架构示意图 

 

通过引入数据网格技术，尤其是 OGSA-DAI（开放网格服务架构－数据访问与集成），完成

与设备接口集成，实现对农业科技数据库网格的多网络、跨平台的信息集成。体系结构主要分为

三个部分，分别是 AST-DB 数据采集层、AST-DB 数据处理层和 AST-DB 数据应用层，其体系结

构如图 16 所示。 

3.5.1 AST-DB 数据采集层 

  在硬件系统方面，包括科技工作人员的存取设备，负责存储农业科技数据；在网格系统方面，

将数据以规格化的 XML 文档形式描述，并通过 GT4(Globus Toolkit 4.0)实现网格环境中的 OGSA

使能(OGSA Enabled)，将农业科技数据最终转换为数据网格中可以访问的 XML 数据资源。 

3.5.2 AST-DB 数据处理层 

  该层利用 OGSA-DAI 并发处理数据采集层所传送的事件与数据流，并利用网格数据服务对数

据进行过滤和聚合，并存储到信息数据库中，以数据库 Web Services 的方式在数据网格中发布，

以此作为信息资源。此外，当科技用户端数据发生变化时，农业科技数据处理层可以触发采用
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OGSA-DAI 的事件机制与消息发布与订阅机制统一处理事件，以网格消息的方式通知（Notify）

系统内其它组件，也可根据具体的规则来形成数据过滤器，用来向系统订阅数据服务。 

3.5.3 AST-DB 数据应用层 

  该层直接面向农业科技数据流通环节的双向交流信息层。将数据处理层抽取的信息分配到各

应用层管理数据库中，同时也将各管理数据库采集信息反馈到信息处理层。这样，无论是对于确

定农业科技数据使用，还是对于农业科技数据的修改，均能确保实现信息的对称交流。 
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第四章  AST-DB 农产品价格数据集成系统研究与设计 

4.1 农产品价格数据 AST-DB 集成概要设计 

  随着农业与农村经济的迅猛发展，农产品市场在其中发挥着越来越突出的作用。据农业部统

计，目前全国有规模以上农产品批发市场 6000 家，其中，蔬菜和果品等鲜活农产品批发市场最

多，占到批发市场总数的 52%，其次是粮食和油料市场占 16%，水产品和畜产品市场占 15%。目

前，在全部农产品中蔬菜与果品经过批发市场的比例已经超过 60%，在山东等主产地更是超过了

80%。全国农产品批发市场的交易额 3461 亿元，基本构成了一个覆盖城乡，连接产地和销区的农

产品流通核心网络体系。 

  在各类型的农产品批发市场中，国有制农产品批发市场只占全国农产品批发市场总数的

33%，集体、股份（以集体合股为主）、私有的农产品批发市场分别占全国农产品批发市场的 21%、

23%、12.14%，其余所有制不明。集体、股份和私有的农产品批发市场占全国农产品批发市场总

数的 57.14%。 

  根据商务部《中国农产品进出口月度统计报告》显示，在排除非正常因素干扰下，我国每月

的农产品出口约在 18 亿至 28 亿美元间波动，如图 17 所示。而同期，农产品进口额略多于出口

额，并在 15 亿至 32 亿美元间波动。 

 

 
 

图 17  2004-2006 年农产品进出口额统计 

（资料来源：商务部《中国农产品进出口月度统计报告》） 

 

  目前，国内农产品批发市场发展迅猛，无论国有还是私营的农产品批发市场都普遍重视自身

信息化建设，相继投入资金和人力开发了“数据库+网站”模式的农产品价格信息发布平台。但

是，由于各个批发市场的信息发布平台基本处于各自为战的状态，因此从全国范围来看农产品批

发市场尚未形成统一的信息发布平台和机制。同时，由于各批发市场在技术和人员上的限制，使

其难以提供其它语言形式的价格信息服务，无法兼顾农产品国际贸易，错过大好商机。所以，有

必要采取相应技术手段屏蔽各个批发市场信息发布网站在计算平台、数据存储和数据交互方面的

差异，构建有效的农产品价格信息集成系统，并利用相关多语言转换方式，帮助我国农产品批发
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市场尽快走出国门，适应和融入 WTO。 

4.1.1 目的 

  针对目前农产品进出口贸易额较大以及国内农产品价格信息管理混乱等问题，本系统研发目

的是利用 OGSA-DAI 数据网格技术，采用农业科技数据库集成（AST-DB）设计架构，实现在分

布式异构数据环境中对农产品价格信息的集成以及对农产品价格信息的多语言转换功能。为农业

科技工作者、农业主管部门、农业企业以及农民提供较完整的农产品价格信息，并进一步提高多

语言的农产品价格信息服务，为促进农产品国际贸易提供技术服务。 

4.1.2 应用需求分析 

（1）FAO 叙词表 

联合国粮农组织（Food and Agriculture Organization， FAO）提供利用 Web Services 技术的

基于本体检索的叙词表。该叙词表是多语言、分结构、有控制的词汇表。它包括农、林、渔、粮

食和有关领域（如环境）所有专业术语。它可以提供用户检索关键词的相关语种以及联想匹配信

息。例如，我们输入“胡萝卜”，如图 18 所示，首先看到的是网站根据用户数据词汇的语种，检

索出的相匹配信息；然后点击第一栏“胡萝卜”，得到所有语种关于此关键词的信息。 

事实表明，FAO 的确为推动农业的信息化、现代化发展起到巨大的作用。但如果能够按照语

种划分各个国家，将检索的关键词信息直接连接到各相关语言国家的农产品信息数据库中，用户

享用的将绝不仅仅只是数据那么简单。 

 

 
 

图 18  AGROVOC 截图 

 

（2）农业部“菜篮子”工程价格信息服务 

  农业部“菜篮子”工程包含 455 种农产品品种，以增加信息的透明度、提高农产品市场信息

的对称性、服务老百姓为己任。从农业部的中国农业信息网上，我们可以得到每天时时更新的农

产品市场信息。既可以通过各批发市场来检索，也可以通过农产品种类检索。 

  中国农业信息网为全国农产品的市场信息工作起到了举足轻重的作用。但是，我们也不难发

http://www.fao.org/
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现，网站上所提供的农产品信息过于零散，缺乏良好的整合与集成，不便从数据中提取有效的市

场信息，更不便于通过对农产品市场信息的掌握，对农产品价格的变更、发展趋势做出良好的推

断。如图 19 所示，为中国农业信息网上 2007 年 5 月 15 日显示的胡萝卜的价格一览。 

 

 
 

图 19  全国主要菜篮子产品批发价格日报价格列表 

 

（3）山东寿光蔬菜基地 

“买全国、卖全国”、“没有买不到的菜，没有卖不出去的菜”是各级领导和社会各界人士对

寿光蔬菜记得的评价。山东寿光蔬菜基地占地面积 600 亩，年成交蔬菜 15 亿公斤，交易额 28 亿

元，年上市蔬菜品种 300 多个，全国 20 多个省、市、自治区的蔬菜来此大量交易，是中国北方

最大的蔬菜集散中心、价格形成中心和信息交流中心。在国家开通的四条主要蔬菜运输绿色通道

中，其中“寿光——北京”、“寿光——哈尔滨”，两条绿色通道的源头就是寿光蔬菜批发市场。 

4.1.3 主要业务流程 

  如图 20 所示，将农业部“菜篮子”工程中价格数据库与联合国粮农组织农产品叙词表以及

山东寿光蔬菜基地农产品价格数据在数据网格环境下集成的框架结构。此三者数据库将分别由代

理数据库 Marketing、AGROVOC 和 Shandong 表示。科研工作人员通过 SQL 查询并集成数据库

中相关信息，具体步骤如下： 
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AST-DB

网格服务工厂
网格数据
代理服务

语言转换

应用层 处理层

资源层

用户代理

FAO 叙词表

农业部“菜篮子”

山东寿光蔬菜基地

 
 

图 20  FOA_AGROVOC、 MOA_Marketing 以及山东寿光蔬菜基地数据库集成示意图 

 

  1、用户发送农产品价格查询请求到农产品价格数据库集成系统； 

  2、系统根据用户发送请求的语言种类，将请求转换为网格环境中数据库包含的相应语种； 

  3、用户请求被转换之后，发送到 AST-DB 网格服务工厂； 

  4、AST-DB 网格服务工厂判断是否存在相应的网格数据代理服务，并创建用户代理； 

  5、AST-DB 网格服务工厂确认存在可供服务的网格服务，将网格服务句柄发送到用户代理，

用户代理根据网格服务句柄请求网格服务； 

  6、得到查询结果并返回给用户。 

4.1.4 主要业务用例 

  （1）农产品价格信息在 AST-DB 中发布用例 

  在此用例中，主要业务参与者为农产品价格信息资源的所有者，主要完成 Web Services 方法

发布、网格服务注册等操作。 

  Web Services 方法发布：根据农产品价格信息的 XML 架构形式，在本数据库端生成农产品

价格信息 Web Services 方法调用，具体包括某农产品批发市场的农产品品种汇总信息、某个农产

品价格详细信息，以及该农产品批发市场系统用户登录和注销方法。此外，也可将相关农产品价

格信息直接从数据库端转换为 XML 文件，并通过 AST-DB 网格容器直接发布数据文件。 

  网格服务注册：使用 AST-DB 网格容器的 ServiceGroupRegistration::ADD( )方法，以 Web 

Services 方法 WSDL 文件向网格服务工厂注册。所要注册的服务工厂可以在该农产品价格信息资

源端，也可以向其它信息资源端的网格服务工厂注册，所有注册操作均采用 DAISGR

（DAIServiceGroupRegistry）。在本系统中，所有网格服务向一个中心网格服务工厂注册，该服务
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工厂单独部署在一台计算机中。 

  （2）价格信息多语言转换用例 

  在此用例中，主要业务参与者为农产品价格信息服务用户，主要完成 AGROVOC 数据库部

署、Web Services 方法发布、网格服务注册等操作。 

  AGROVOC 数据库部署：将 FAO AGROVOC 所提供的 MySQL 数据库部署在 AST-DB 网格

容器中，将 MySQL 所提供 JDBC 接口连接在服务容器的服务代理中。通过查询 AGROVOC 中关

于农产品种类分类与概念间的关系（BT、NT、RT 关系），初步建立以术语码为标识的农产品种

类 XML 架构，并以术语码为索引查询术语的多语言转换。 

  Web Services 方法发布：根据 AGROVOC 的 XML 架构形式，在本数据库端生成农产品分类

和语言信息 Web Services 方法调用，具体包括某农产品品种汇总信息、某农产品多语言详细信息，

以及系统用户登录和注销方法。在多语言转换服务中，利用 AGROVOC 数据库中自配的语言转

换函数实现对其它语种术语对英语的转换。 

  网格服务注册：使用 AST-DB 网格容器的 ServiceGroupRegistration::ADD()方法，以 Web 

Services 方法 WSDL 文件向网格服务工厂注册。在本系统中，所有网格服务向一个中心网格服务

工厂注册，该服务工厂单独部署在一台计算机中。 

4.1.5 数据服务设计 

  （1）实体关系 

  在本系统中，数据服务主要包括农产品价格信息服务、农产品分类信息服务和农产品多语言

转换服务，其实体关系如图 21 所示。农产品价格信息实体的设计参照美国农业部经济研究局提

供的农产品价格描述范式，并结合国内农产品批发市场价格信息发布的实际情况综合制定，以产

品种类编码、市场编码和时间为标识，并以农产品价格数值和价格单位为核心属性值。各个农产

品批发市场价格发布系统均参照农产品价格信息的标准格式，提供基于 XML 和 Web Services 的

数据服务。AGROVOC 多语言转换实体是以术语码为标识，实现十四种语言的术语转换。农产品

种类实体在父类表、友类表和子类表共同组成类似树状结构的农产品分类信息。 
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图 21  农产品价格信息实体关系图 

 

（2）实体与 XML 架构对应关系 

  对实体关系图的描述与 XML 架构建立相应的对应关系。如图 22，即为实体与 XML 架构对

应关系图。 

 
 

图 22  实体与 XML 架构对应关系图 

  （3）农产品价格数据服务的 XML 架构描述 

  部分农产品价格数据 XML 架构描述，如下所示。 
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<xs:element name="MarketList" xmlns:xs="http://www.w3.org/2001/XMLSchema"> 
  <xs:complexType> 
    <xs:sequence> 
    </xs:sequence> 
    <xs:attribute name="MarketCode" type="xs:integer" /> 
    <xs:attribute name="MarketLocation" type="xs:string" /> 
    <xs:attribute name="MarketName" type="xs:string" /> 
  </xs:complexType> 
  <xs:key name="MarketCode"> 
    <xs:selector xpath="." /> 
    <xs:field xpath="@MarketCode" /> 
  </xs:key> 
</xs:element><xs:element name="ProductList" xmlns:xs="http://www.w3.org/2001/XMLSchema"> 
  <xs:complexType> 
    <xs:sequence> 
      <xs:element name="ProductRT"> 
        <xs:complexType> 
          <xs:sequence> 
          </xs:sequence> 
          <xs:attribute type="xs:string" name="ProductCode1" /> 
          <xs:attribute name="ProductCode3" type="xs:string" /> 
          <xs:attribute name="ProductCode2" type="xs:string" /> 
          <xs:attribute name="ProductCode4" type="xs:string" /> 
        </xs:complexType> 
      </xs:element> 
    </xs:sequence> 
    <xs:attribute name="ProductCode" type="xs:string" /> 
    <xs:attribute name="ProductBT" type="xs:string" /> 
    <xs:attribute name="ProductNT" type="xs:string" /> 
    <xs:attribute name="ProductName" type="xs:string" /> 
  </xs:complexType> 
  <xs:key name="ProductCodeKey"> 
    <xs:selector xpath="." /> 
    <xs:field xpath="@ProductCode" /> 
  </xs:key> 
</xs:element><xs:element name="PriceInfo" xmlns:xs="http://www.w3.org/2001/XMLSchema"> 
  <xs:complexType> 
    <xs:sequence> 
    </xs:sequence> 
    <xs:attribute name="PriceDate" type="xs:date" /> 
    <xs:attribute name="PriceValue" type="xs:double" /> 
    <xs:attribute name="MarketCode" type="xs:string" /> 
    <xs:attribute name="ProductCode" type="xs:string" /> 
    <xs:attribute name="PriceUnit" type="xs:string" /> 
  </xs:complexType> 
  <xs:key name="PriceInfoKey1"> 
    <xs:selector xpath="." /> 
    <xs:field xpath="@PriceDate" /> 
  </xs:key> 
  <xs:key name="KeyPriceCode"> 
    <xs:selector xpath="." /> 
    <xs:field xpath="@ProductCode" /> 
  </xs:key> 
  <xs:keyref name="ProductListPriceInfo" refer="ProductCodeKey"> 
    <xs:selector xpath="." /> 
    <xs:field xpath="@ProductCode" /> 
  </xs:keyref> 
  <xs:key name="MarketCodeKey"> 
    <xs:selector xpath="." /> 
    <xs:field xpath="@MarketCode" /> 
  </xs:key> 
  <xs:keyref name="MarketListPriceInfo" refer="MarketCode"> 
    <xs:selector xpath="." /> 
    <xs:field xpath="@MarketCode" /> 
  </xs:keyref> 
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</xs:element> 

4.2 农产品价格数据集成 AST-DB 访问管理 

  基于数据网格技术的农产品价格数据集成 AST-DB 与基于分布式数据库查询技术之间的差

异，除了数据访问方面的功能区别，在数据访问安全方面也有差异。主要体现在访问用户的权限

设置问题。在网格环境中访问数据与在普通环境下访问数据有较多差异，其中之一，就是每个网

格数据服务节点用户向数据库中添加数据的权限，但是此权限的使用不可能面向所有网格数据用

户。为此，在本篇论文农产品价格集成 AST-DB 中根据农产品价格系统的自身特点，将用户登录

权限设置成以下两大类别： 

4.2.1 部分网格数据管理权限的用户访问管理 

  在农产品价格数据集成的整体框架结构中，除了有相应主管部分负责当地农产品价格数据的

管理职能以外，该农产品价格数据应该是面向所有农产品价格数据的使用者。在此过程中就涉及

到用户登录权限的问题。本篇论文中，我们将面向只拥有部分或不拥有网格数据管理权限的用户

登录成为 GridDB 登录。 

  根据农产品价格管理职能部门的要求，可以将登录 GridDB 的用户分为如下两类： 

（1）拥有地方农产品价格网格数据服务的管理功能。对于此类管理部门，我们会按照该管

理部门的要求，授予相应数据库数据删除、添加、更改功能。该授权往往只能面向本地农产品价

格数据库。 

（2）只拥有农产品价格网格数据服务的访问功能。以农户的角度来说，单一访问农产品价

格已经能够满足农户对农产品价格的需求。 

  此外，在此向登录权限设置中，也可以按照对个例数据库的权限设置，比如农产品价格管理

部门，我们可以只授予农业部“菜篮子”工程数据库访问权限。 

4.2.2 全局网格数据管理权限的用户访问管理 

  农产品价格数据集成 AST-DB 登录中设置 DBMS 用户登录。拥有全部网格数据管理权限的

登录用户可以享用此项功能，拥有从国内外到各省市地方的农产品价格网格数据的管理权限，统

筹、监督全局农产品价格数据。 

4.3 农产品分类与多语言转换 AST-DB 网格服务数据访问 

从农产品市场数据源到访问用户的，如果忽略中间环节以及在各环节中的功能和流程的话，

图 23 以形象具体的方式描述出农民用户与农产品价格数据源之间的关系。 
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图 23  农产品价格概要访问 

 

从以往访问多个网址，人工合成农产品市场信息，到访问本地网格数据服务，一览农产品价

格市场全局，数据网格技术的发展起到举足轻重的作用。它有效解决了跨地域、跨数据库问题，

屏蔽数据类型异构性与分布性特征，提取便捷、快速的信息查询。同时，需要说明的是，基于数

据网格技术的农产品价格数据集成与分布式数据库查询的不同体现在：分布式数据库查询是通过

关键词到分布在各地的数据库之间进行查询检索，该检索无法屏蔽数据格式异构问题，并且在数

据体现上也存在延迟；基于数据网格技术的农产品价格数据集成则可以通过对各注册数据库的服

务发现功能，实现数据实时更新，及时准确地反映农产品市场价格问题。在网格环境下，对用户

对农产品价格访问大致划分为以下三类。 

4.3.1 单数据库网格数据服务访问 

将农产品价格信息数据导入数据库，这里需要说明的是，农业科技数据库网格数据服务的构

建是基于 OGSA-DAI、Web Services 服务器（Axis 2.0）以及 Globus Toolkit 4.0 基础之上。在成功

配置 Globus Toolkit 4.0 并将其部署到 tomcat 之后，安装 OGSA-DAI。  从理论上来说，OGSA-DAI

本身可以提供基础的数据查询与集成。单纯基于 OGSA-DAI 的农业科技数据库集成系统，允许通

过开源软件的安装部署屏蔽底层各种数据资源的差别。但是，DAI 本身仅实现了数据库的 Web 

Services 访问模式，具体针对不同的数据库还需要编写不同的接口代码5。本论文采用 MySOL 类

型数据库为数据源。 

  部署 OGSA-DAI 之后，正确输入命令行，我们能够得到“数据服务浏览器”的 GUI 界面。

如图 24 所示，以农产品价格信息为例，在“查询语句”中输入“Select * from AGROVOC where 

Agricultural ProductId = 541”或者“Select * from AGROVOC where Agricultural ProductName = ‗胡

萝卜‘”我们就可以得到 ProductId 为 541 的胡萝卜价格信息。 
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图 24  单数据库网格数据服务访问 

 

    在数据网格环境下，数据服务的注册与发现遵循动态机制。科技人员在查询农产品价格信息

时，并不知道自己所需的服务是由哪些数据服务结点提供，更不知道数据服务结点的位置，所以

网格数据服务还提供注册“添加数据服务”‖和“删除数据服务”功能，保持数据服务实时更新。

通过输入数据服务 URL 地址，“添加”或“删除”数据服务。 

4.3.2 双数据库网格数据服务访问 

  部署 OGSA-DAI、Web Services 服务器（Axis 2.0）以及 Globus Toolkit 4.0 基础之后，正确输

入命令行，我们能够得到“数据服务浏览器”的 GUI 界面。“数据服务浏览器”提供“联合查询”

服务。联合查询主要实现双数据库网格数据服务访问，它可以将分布数据库中得到的查询结果汇

集到目标数据库中，保持数据更新，减少数据冗余。如图 25 所示，在数据库 A 中查询 ProductId 

= 541 的农产品，在数据库 B 中查询“胡萝卜”，建立 ProductId = 541 AND ProductName = ―胡萝

卜‖的关系，可以将双方数据库为相应数据库中数据建立匹配关系。需要说明的是，此关系建立

的前提是在双方数据库中数据格式相同的前提条件下。 

 

 
 

图 25  双数据库网格数据服务访问 
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4.3.3 多数据库网格数据服务访问 

多数据库网格数据服务访问形式与单数据库以及双数据库访问形式存在很大区别。区别之一

在于进行多数据库访问集成的时候遇到的访问标准问题。因为全球各地农产品价格数据的数据格

式不统一，访问数据的格式和关键词也会因为语言不同存在差异，怎样屏蔽数据格式差异带来的

问题以及如何解决由于语言不同造成访问数据库受限制？FAO 叙词表提供了一个很好的解决方

案——利用农产品价格元数据将农产品价格表示形式统一。 

AGROVOC 对农产品分类已经形成标准化，主要是按照农产品编码以及农产品名称为关键词

进行访问。并且在 AGROVOC 中查询词条，AGROVOC 会按照本身已涉及的语言种类，提供有

关该词条的多语种查询结果，并且依据该词条在 AGROVOC 所属分类等级，提供与该词条相关

的其他信息。AGROVOC 对词条信息分类方式如下：BT(board term)、NT(narrower term)、RT(related 

term)、UF(non-descriptor)。 

农产品分类与多语言转换 AST-DB 网格数据服务访问中，按照 AGROVOC 提供的解决方案，

以农产品名称为关键词查询。当在搜索框中输入“胡萝卜”搜索之后，AGROVOC 会按照该关键

词提供叙词表中涉及信息将“胡萝卜”转换为各类语言关键词。这样，通过点击不同语种的关键

词——“胡萝卜”，我们便可以访问不同语种的农产品价格数据。 

 

 
 

图 26  多数据库访问—以汉语作为检索词语种 
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图 27  多数据库访问—以英语作为检索词语种 

 

     

 
 

图 28  多数据库访问—以法语作为检索词语种 

4.4 农产品价格 AST-DB 网格服务意义 

  利用数据网格技术解决现存农产品市场的价格信息不对称问题，并且有针对性地选择将 FAO

叙词表与农业部“菜篮子”工程结合，目前，此例实现对于农产品市场有一定程度上的意义，如
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下： 

第一，从数据到信息再到知识的过渡过程中，数据集成对最终知识的获取至关重要。尤其，

在将利用 Web Services 技术的 FAO 叙词表与农业部“菜篮子”相结合的设想中，能够使 FAO 通

过关键字获得全球某处（如中国）农产品价格数据。农产品价格数据是在分析当地农业状态的关

键信息，通过农产品价格数据的波动，可以推测数据来源地的气候变化、自然灾害、土壤变化、

肥料因子、病虫害以及农产品供需变化等。 

 

 
图 29  农产品价格关联因素示意图 

 

第二，农业科技数据库集成的意义（以此 AST-DB 农产品价格集成为例），与同类处理分布

式数据资源的论述相比较，不但提供了分布式数据检索功能，更在检索数据的基础上，将有效数

据整合利用； 

第三，从被动查询到主动获取，从分散查询到有效的整体访问，AST-DB 农产品价格集成从

某种程度上改变了数据库访问方式； 

第四，基于 Web Services 技术和数据网格技术，实现农产品价格的多语言查询，整合农产品

价格信息资源，促进国家间的贸易合作与协调； 

    第五，通过该集成事例，说明本文所论述的农业科技数据与农业科学数据库之间的细微区别，

即科学数据侧重科学基础数据，科技数据侧重实际应用数据。   
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第五章  总结与展望 

数据网格技术，作为一项目前全球范围内开展的技术研究领域，为推动新领域的研究拓展作

出巨大的贡献。这首先归功于网格技术是一项服务于全人类的开源技术。这为本论文作者顺利开

展农业领域的网格技术研究起到了举足轻重的推动作用。 

5.1 工作总结   

基于 OGSA 的农业科技数据库集成是网格技术应用于农业领域的一种尝试。本文从基本概念

着手，学习网格技术领域中的各有关概念。了解关于网格技术的应用领域分类、技术分类等，对

数据网格的架构也是由浅入深，从五层沙漏架构到后来的开放式网格服务体系结构，再到本论文

用到的主要技术——OGSA-DAI。这些尝试，无不为本论文的成文奠定了基础，也为论文的论述

展开做好了准备工作。 

论文以分析农业科技数据现存的问题开篇，分析农业科技数据的自身特点，简要介绍目前关

于数据集成的普遍方法。同时，从实际出发，评估农业科技数据在具体集成实施中的问题。论文

着重从 Globus Tookit 和 OGSA 等技术方面入手，分析开源网格基础平台 Globus 的更新发展，并

从中作出适用于论文研究内容的基础平台选择，简要介绍了 OGSA、OGSA-DAI 以及 Web 

Services。关于农业科技数据库集成设计方面，本篇论文根据数据库集成可能面临的问题，提出

解决方案、作业流程设计、编程设计、功能设计、服务交互设计以及应用架构设计。在选取理论

与实践结合点时，本文以农产品价格数据集成为例，利用数据集成理论将 FAO 叙词表与中华人

民共和国农业部“菜篮子”工程以及山东寿光蔬菜基地农产品价格数据结合，初步设计用户登录

管理和数据库集成访问两类服务。在用户登录管理中，本文针对用户特征将其分为部分用户登录

管理和全局用户登录管理，以区分用户权限问题。在数据库集成访问服务中，本文也对数据库集

成作了大致分类，单数据库服务访问、双数据服务访问以及多数据服务访问。 

5.2 下一步工作 

  在网格技术领域研究工作初步告一段落之时，论文存在许多需要进一步完成的工作任务： 

  （1）本文实现农产品价格数据集成 AST-DB 用户管理和网格服务数据访问两类服务，但对网

格服务数据添加、编辑以及如何通过用户权限变更解决用户访问不一致问题有待继续研究； 

  （2）本文中农产品价格数据集成是基于 MySQL 数据库类型，作者建议下一步研究实现通过

URL，以访问 Web 数据库的形式集成，用以解决建立固定类型数据库问题； 

  （3）在 FAO 叙词表与农业部“菜篮子”相结合的实例仍需继续探索，除了实现分布式异构数

据集成访问，应详细深入探讨多语言转换涉及的 Web Services 技术； 

  （4）在数据库集成过程中，涉及到异构数据库资源描述问题以及数据安全利用和数据资源有

效调度问题，这些问题的存在必然会影响网格技术在实际中的应用。 
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附    录 

 Globus Toolkit 4 部署所需软件包： 

  JDK (J2SE1.5), jdk-1_5_0_06-windows-i586-p.exe 

  Jakarta-ant, apache-ant-1.7.0-bin.zip 

  Tomcat, apache-tomcat-5.5.16.zip 

  Axis, axis-bin-1_3.zip 

    GT 4.0.2, 在 windows 平台下安装要选择 ws-core-4.0.2 

 Globus Toolkit 4 安装、配置 

  安 装 jdk-1_5_0_06-windows-i586-p.exe ， 配 置 apache-ant-1.7.0-bin.zip 和

apache-tomcat-5.5.16.zip。命令行，在 tomcat 目录 bin\下执行 startup.bat 启动； 

 

    测试：在浏览器输入 http://localhost:8080；如果成功将显示 Tomcat 欢迎页。安装配置

axis-bin-1_3.zip，重新启动 tomcat； 

 

测试：在浏览器输入 http://localhost:8080/axis/happyaxis.jsp；如果能访问表示设置成功。 

http://localhost:8080/
http://localhost:8080/axis/happyaxis.jsp
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配置 ws-core-4.0.2-bin.zip，输入命令行，globus-start-container –nosec 

 

部署 GT4 到 tomcat： 

 

测试：在浏览器输入 http://localhost:8080/wsrf/services；如果能显示表示成功。 

http://localhost:8080/wsrf/services
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下载 ogsadai-wsrf-2.2-bin，并复制、设置，运行 tomcat 输入命令行：cd ogsa-dai ant guiInstall，

OGSA-DAI 安装成功： 
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