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跳汰机人工神经网络控制技术研究

摘要

跳汰选矿是物理选矿的一种重要方法。我国目前入洗原煤的50％左右

是用跳汰机分选的。

。跳汰机作为跳汰选煤的关键设备，其控制包括分层和排料两个方面，

控制效果的好坏直接决定了分选效率的高低。由于传统的控制方法是基于

精确的系统数学模型的控制，适于解决线性、时不变等相对简单的问题，

而对于跳汰机这样复杂的非线性、大滞后系统，建立精确的数学模型极其

困难，因此传统的控制方法很难达到良好的控制效果。本文的主要研究工

作包括：

在详细分析了影响跳汰机分选效果的因素后，指出：尽管分层是排料

的前提，但跳汰是一个连续的过程，分层和排料是同时进行的，排料的好

坏直接影响着分层效果，分层和排料的共同作用决定了跳汰机分选效率的

高低，跳汰机的控制必须将二者结合考虑，而目前的控制系统仍然是简单

的、粗放的控制，问题的关键是没有解决跳汰床层分层状态的在线检测。

分析了跳汰床层Y射线分层状态检测系统的构成及实现方法，有效解

决了分层状态的在线检测问题，为跳汰机有效控制系统的建立确定了基本

的、可靠的平台。通过采集分层状态典型样本数据，使用人工神经网络和

支持向量机学习算法，建立了跳汰机分层、排料一体模型。

提出了把跳汰机分选效果(终极目标一矸石带煤)作为目标函数，即
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把性能函数直接作为目标函数，而把分层和排料的众多过程变量作为输

入，利用人工神经网络的分布并行处理、非线性映射、自适应学习和鲁棒

容错等特性，通过实验确定了适合跳汰机特性的网络拓扑结构、隐含层数

目、隐含层节点数，并用遗传算法对神经网络的权值和阈值进行了优化。

研究了基于统计学习理论的支持向量机算法在跳汰机矸石段的模式

识别问题，发现专门针对有限样本情况的支持向量机比人工神经网络具有

更大的优越性，表现在测试误差进一步变小。对支持向量机的核函数进行

了线性函数、多项式函数、径向基函数和S型函数的对比，并利用最小二

乘支持向量机进行了仿真，针对此项研究，发现了径向基函数作为核函数

时训练误差和测试误差均较小。

由于预测控制注重的是模型功能，而不是结构形式，过程的描述可以

通过简单的实验获得，不需要深入了解过程的内部机理。因此，预测控制

算法改变了现代控制理论对模型结构较严格的要求，更着眼于根据功能要

求，按最方便途径建立多样性模型。这一点对于跳汰机这种理论严重落后

于实践的系统尤为适用。

从模型算法控制、动态矩阵控制和广义预测控制这三种预测控制算法

和基于神经网络的预测控制分析入手，提出了利用事先离线训练好的神经

网络预测器，通过预测下一时刻的矸石带煤量实现跳汰机风阀周期预测控

制的方法，并利用BP神经网络构建了矸石带煤预测器以及优化器，利用已

取得的样本数据进行了仿真，结果表明，矸石带煤有了明显的降低。

关键词：跳汰机，人工神经网络，矸石带煤，分层，排料，支持向量机
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RESEARCH OF ARTIFICIAL NEURo
NETWoRK CoNTRoL TECHNoLoGY oN JIG

ABSTRACT

Ore jigging is one important method in physical preparation．About 50％

of raw coal is processed in this method in China．As the key equipment on coal

preparation，jig control includes the control of stratification and discharging．

The separation efficiency ofjig is related directly with its control results．As the

conventional control is based on the precise mathematical model and used to

solve problems of linear，invariant time system,it is difficult to get the satisfied

effect on the complicated，nonlinear and great lag system like jig，for it is hard

to find its precise mathematical model．The main work did in this paper

includes：

After analyzed the influencing factors of jig separation efficiency,it is

pointed out that，although stratification is the precondition of discharging，but

the jigging process is continuous，the stratifying and discharging is happening

at the same time，i．e．the discharging good or bad is affecting the stratifying

results，SO it's the combined action of stratification and discharging deciding

the efficiency of j ig，jig control must be considered with this combination．

However the control system we are using now is simple and extensive for the

online measurement ofj ig bed status is not solved yet．

III
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The Y ray Stratification Status Measuring System is analyzed in details

and it shows that the jig bed online measuring problem has been solved and it

provided a basic virtual platform for the construction of j ig control system．

Through taking typical samples from site，the integration model of stratification

and discharging is reached by using ANNand SVM．

It is pointed out that the Efficiency of Jig should be the final goal function

(ultimate objective is the Coal Lost In Waste)，i．e．，the performance function is

the goal function，and many variables in process make up of the inputs of the

ANN．As the ANN has the advantages of dislributed parallel treating，nonlinear

mapping，self-adapting learning and robust，the topology structure，the number

of hidden layer and the neuron number of hidden layer are determined．The

weights and threshold is optimized through inherit arithmetic．

The Support Vector Machine(SVM)arithmetic based on Statistical

Learning Theory is studied on paaern recognition of waste segment ofjig and it

is found that the SVM based on limit samples shows the better results

compared with ANN in test error．After compared the SVM kernel with linear,

polynomial，RBF and S functions，using simulation of least-square SVM，it is

found that the training error and the test error is smaller when the RBF as the

kernel．

As the predict control pay more attention tO the model function rather than

structure form,the description of process Can be got through simple test and it

IS unnecessary to realize the inside mechanism of the process．So the predict
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control algorithm changed the strict request of model s仃ucture from the modem

control theory．To build multiformity model in most convenient route is

established according to the function desire．This method is SO suitable to the

jig process，which its theory got great behind the practice．

Proceeding with model algorithm，dynamic matrix control，generalized

predict control and the predict control based on NN analysis，the method is

offered of how to use the off-line pretrained ANN to predict the Coal Lost In

Waste to achieve the predict control of air valve cycle of jig．The predictor of

Coal Lost In Waste and optimizer is constructed using BP Neural Network．The

results of simulation using sample data shows that the Coal Lost In Waste is

KEY WORDS：jig，artificial neuro network，coal lost in waste，stratification，

Discharging，support vector machine
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1．1课题研究的背景与意义

第一章绪论

1．1．1煤炭在我国能源结构中的主体地位将是长期的

我国是世界产煤大国，煤炭是我国的主要能源，在一次能源生产和消费结构中，

煤炭的比重一直都在70％左右皿。而且在未来相当长的时期内，以煤炭作为主要能源

的战略地位不会改变。充分发挥煤炭资源优势、立足煤炭、立足国内，是我国能源工

业发展的现实和必然选择。

我国煤炭资源具有很大优势：

(1)分布广泛，总量丰富，为世界所瞩目。我国煤炭资源分布面积约60多万平

方公里。根据第三次煤炭资源预测与评价，全国煤炭资源总量为5．57万亿吨，保有

储量10032．6亿吨，其中已利用储量3469．09亿吨，尚未利用储量6563．5亿吨。

(2)种类齐全，煤质优良。煤类从褐煤到无烟煤均有分布，低变质烟煤占33％，

其次为中变质烟煤、贫煤、无烟煤和褐煤。我国煤炭以特低硫、低硫煤为主， 占56％；

低中硫、中硫煤占33％。灰分中等，低中灰、中灰煤占查明资源量的76％，特低灰、

低灰煤也比较丰富，占查明资源量的22％。发热量高，中高热值煤占92％，中低热值

煤很少。我国北方的中西部地区分布着丰富的优质动力用煤，其中特低灰煤占36％，

集中分布在陕北和内蒙古东胜地区，是全球少有的优质动力用煤。

(3)具有其他能源无可比拟的优势，煤炭约占我国化石能源的95％，储量的90％。

(4)煤系共伴生矿产资源丰富。煤系地层中具有煤层气、锗、铀、高岭土等多种

矿产。我国煤炭地质总局组织的《全国煤层气评价》表明，我国2000米以浅煤层气

资源量达15万亿立方米，内蒙古胜利煤田查明锗资源量1600吨，占全国查明资源量

的近1／3。新疆、内蒙古等省区煤田中含有丰富的铀矿。

然而煤炭资源与人口、区域经济和环境矛盾十分突出。我国人均占有煤炭储量仅

为世界人均占有煤炭储量平均水平一半左右。煤炭资源分布与区域经济发展和消费需

求极不适应。我国是世界第一产煤大国，也是煤炭消费的大国。

我国煤炭资源虽然比较丰富，但分布极不平衡。西部资源比较丰富，但地区发展
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比较滞后，运输也不便利；东部资源较少，但市场需求大，运输条件比较好；北部资

源集中，南部分散且较少，两需求较大；因此形成了西煤东运，北煤南调的格局，煤

炭运量占铁路货运总量的40％左右。煤炭行业已经成为国民经济高速发展的重要基础。

煤炭的基础性地位还体现在，与其他能源相比具有明显的成本优势。与所有石化

能源相比，煤炭是最便宜的一种能源，同等的发热量，用煤的成本只相当于用油的30％，

天然气的40％。专家预测到2010年，使用石油、天然气的成本将是煤炭的8倍，甚至

更高。依靠大量使用石油、天然气来解决我国能源问题的设想，是不实际的。

我国经济发展的阶段性、区域经济的不平衡性和资源禀赋的特殊性，决定了煤炭

是我国的主要能源。在可以预见的未来几十年内，煤炭仍将是我国的主要能源和重要

的战略物资，具有不可替代性，煤炭工业在国民经济中的基础地位，将是长期的和稳

固的。在最近完成的《我国可持续能源发展战略》研究报告中，20多位中科院和工程

院院士一致认为，到2010年煤炭在一次性能源生产和消费中占60％左右；到2050年，

煤炭所占比例不会低于50％HL删。

同时，随着煤炭科学技术的发展，煤炭迸一步转化成为新型洁净能源，减少开发

使用过程中所造成的污染正在成为全社会关注的焦点。最近十多年来洁净煤技术产生

重大突破，目前我国已经研究出脱硫、脱氮、除尘以及煤炭气化、液化、水煤浆等技

术。这些技术的发展和推广，将使煤炭的应用基本上能够达到环保要求，从而树立起

全新的形象。

此外，煤炭的应用领域不断拓宽，正在逐步摆脱单纯的一次性能源形象。在煤化

工方面，目前已经可以从煤炭中提炼出硅、焦油、苯等上百种化工产品。煤炭液化和

“煤变油’’技术的开发，使煤炭改变了其原始的固体形态，使用领域相当广阔：

到2020年，中国规划投资逾1万亿元大力发展煤化工产业，这有助于解决中国

日益紧张的能源需求问题。《煤化工产业中长期发展规划征求意见稿》显示，2010年、

2015年和2020年，煤制油规划年产分别为150万吨、1000万吨和3000万吨(2015

年和2020年，煤制油占成品油的比例分别为4％和lo％)；掺烧于汽油的二甲醚的规划

是，在上述三个时间点上年产分别为500万吨、1200万吨和2000万吨。煤烯烃的规

划是，在上述时间点上年产分别为140万吨、500万吨和800万吨，占烯烃总量比例

分别为3％、9％和11％。煤制甲醇的规划增长速度也很大，在上述时间点上年产分别

达1600万吨、3800万吨和6600万吨，到2020年，煤制甲醇占甲醇总量的94％。二

2
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甲醚和煤烯烃由甲醇转化而来，前者转化比例为1．5：1，后者转化比例为2．92：1，

两者合计在2010年、2015年、2020年共约用甲醇1 170万吨、3300万吨、和5400

万吨。

中国计划在全国打造七大煤化工产业区，分别是黄河中下游、蒙东、黑东、苏鲁

豫皖、中原、云贵和新疆。按规划初稿，黄河中下游、新疆、蒙东将形成大规模甲醇、

二甲醚、煤制油生产基地。

综上，煤炭是我国最安全、最经济、最可靠的能源，我国煤炭资源总量远远超过

石油和天然气资源，随着高新技术的推广应用，煤炭生产成本正在并将继续降低，洁

净煤技术已取得重大突破，这些都将使煤炭成为更加廉价、洁净、可靠的能源，而所

有煤炭利用技术的基础都来源于它的第一道工序：选煤。

1．1．2我国选煤大发展是必然趋势

我国是世界上除南非和印度以外少数的一直以煤为主要能源的国家。目前我国煤

炭消费存在的主要问题，首先是煤炭利用技术落后，效率非常低。其次是能源利用强

度仍然大大高于发达国家与世界平均水平。我国煤炭的大量生产和消费，无论是对大

气污染、酸雨等区域性环境，还是对气候的变化等全球环境来说都有很大影响，我国

的“节能减排"形势将变得越来越严峻。因此，洁净煤技术的提出和推广逐渐成为煤

炭行业的重点课题。洁净煤技术不仅能够有效地减少有害气体和烟尘的排放，而且还

能提高煤炭的利用效率，节约资源。

洁净煤技术涉及面很广，贯穿煤炭生产、运输、加工、利用的全过程。我国洁净

煤技术的重点不同于发达的工业化国家，在美国、欧洲各国、日本、澳大利亚等国，

煤炭基本上都经过洗选加工后利用，而且主要用于发电，因此，他们的洁净煤技术重

点是发展先进的燃烧器，实现洁净燃烧和控制污染。我国的情况则不同，全国原煤入

洗率仅为30％左右，70％的原煤未经洗选就用于燃烧和其他利用，而且用于发电的部

分仅占30％，其余则用于国民经济各部门和人民生活，因此，目前阶段，洁净煤技术

仍着重于燃烧前的洁净生产，即对原煤进行洗选加工、提高煤炭质量。

选煤技术是洁净煤技术中最成熟、投资最少、成本最低的技术，也是洁净煤技术

的第一个环节、第一道工序。机械选煤可以除去煤中的杂质，包括灰分和50"'70％的

黄铁矿，减少燃煤的烟尘和S0。，建选煤厂的投资仅为电厂脱硫装置的1／10。根据我
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国的煤炭实践，选煤厂脱除1t的S02成本约为500---600元，而电厂脱除lt的S02成

本约为1400"---1600元。

纵观我国选煤的发展历程，选煤在中国起步较晚。中华人民共和国1949年成立

时，全国只有10个选煤厂，年入洗原煤能力只有几百万吨。新中国成立后，选煤发

展加快，大致分为三个阶段口1：

第一阶段为起步阶段(1949--1980)，也称“洗煤保钢”阶段，在此期间建设的

一大批选煤厂采用了波兰、苏联和中国自己制造的选煤设备，原煤入洗量由510万吨

／年增加到1142万吨／年，原煤入洗比例由7．67％提高到18．4％。

第二阶段为成长阶段(1981--2000)，也称“洗煤节能’’阶段，这一阶段，中国

能源供应极度紧张，国家非常重视节约能源以及提高燃烧效率，把选煤作为提高煤炭

质量、节约能源的重要手段来抓。1980年，邓小平提出“开发煤炭，首先应当做出必

须做的，是要提高洗煤比重’’。1982年，国务院颁发了“发展洗煤，节约能源"的第

五号指令，对促进选煤的发展起到了重要作用。在此期间，我国先后从美国引进了平

朔安太堡、兖州兴隆庄选煤厂，从波兰引进了钱家营选煤厂，从苏联引进了山西晋阳

选煤厂等，这些选煤厂的工艺和设备大大提高了我国选煤的技术水平。全国原煤入洗

能力也从1．1亿吨／年增加至2000年的5．0亿吨／年，原煤实际入洗量从1981年的1．2

亿吨增加至2000年的4．0亿吨。

第三阶段为快速发展阶段，从2001年起，中国煤炭生产和消费大量增加，引起

的大气污染和环境问题受到各方的关注和重视，许多省市出台了燃用煤炭严格的质量

标准，促使煤炭企业重视煤炭质量，促进了动力煤的洗选。与此同时，中国钢铁工业

的大发展也使炼焦煤的洗选大幅度增长。这一阶段，选煤作为洁净煤技术的基础和前

提进入了快速发展阶段，入洗原煤能力从2000年的5．0亿吨／年提高到了2005年的

8．3亿吨／年，原煤入洗量由4．0亿吨提高到了7．03亿吨，原煤入洗率达到了32％。

尽管在“十五”期间煤炭洗选加工在我国得到了较快的发展，但是和世界发达国

家相比，差距还是比较明显的。目前，全世界原煤平均入洗比在50％左右，国外一些

发达国家都明显高于这一比例。虽然美国煤炭入洗比例只有55％，但据统计，剩余部

分煤质好，无需洗选即可符合用户要求。另外，这些国家的精煤产品质量高，炼焦精

煤灰分一般<7％，硫分<1％，水分<10％。分析其原因，除有的国家原煤易选外，主

要原因是工艺系统合理，设备性能可靠，尤其是近年来强化了以“脱硫降灰"为宗旨

4
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的细粒和极细粒级煤分选设备。另外一个原因是，在一些国家，重介选工艺逐渐升到

主导地位。80年代国外所用的选煤方法中基本以跳汰选为主，到了90年代，一些国

家重介选所占比重已由原来的第二位上升到第一位。如美国，在80年代，重介选占

31％，跳汰选占49％，到1996年，重介选升到45％，跳汰选下降到35％。澳大利亚、南

非跳汰选使用量很少，甚至不用。但德国由于煤易选，且巴达克跳汰机技术成熟，跳

汰选一直是主要选煤方法。

可以看出，我国原煤入洗比例相当低，并且质量较差，但从国家发展规划上看出，

“十一五"期间，煤炭入洗率要由目前的32％提高到50％，原煤入洗量提高到2010年

的13亿吨。这样的发展速度在世界上是空前的。

我国的选煤技术在“十一五”期间还要取得明显的进步，研制一批具有自主知识

产权的先进选煤技术和设备，大大提高选煤技术和装备水平，在重介质选煤方法发展

迅速的今天，常用的跳汰选煤方法也必须发挥出应有的作用。

1．1．3跳汰选煤研究意义重大

跳汰选煤是在垂直升降的变速介质流中按矿粒密度进行分选的过程∞1。是否采用

跳汰方法的关键是看原煤的可选性。而原煤的可选性即是原煤在洗选过程中获得一定

质量产品的可能性和难易程度。它是一种工艺技术评价指标，主要评价在某种选煤过

程中能否获得既定质量的产品。影响原煤可选性难易的因素主要是产品的质量要求、

选煤方法和工艺技术。而可选性难易又决定采用哪种选煤方法。原则上，中等可选、

易选的和极易选的3种原煤采用跳汰选煤方法。难选煤是用跳汰选还是用重介选，应

通过技术经济比较后来确定，对极难选煤，原则上必须采用重介法，以求高水平、高

质量和高效益。近年来重介选煤发展很快，尤其对难选煤具有较高的分选效率，但其

建厂投资和生产成本要比跳汰高，生产管理和设备维护也比跳汰工艺复杂，两种方法

各有优势，要根据具体条件确定。但跳汰选在现阶段乃至今后相当长的时间内，仍将

是最常用的选煤方法之一。

目前，我国各种选煤方法的比例为：跳汰45％，重介39．5％，浮选9．5％，其它6％口1，

跳汰选仍占据主导地位。近几年来，我国重介选煤呈上升趋势，这主要是因为设备磨

损问题、介质回收问题等都得到了解决，但对于易选煤来讲，跳汰选仍显示出工艺流

程简单、处理量大、加工费用低的优势，随着我国煤炭洗选的大力发展，原煤入洗比



太原理工大学博士研究生学位论文

例将逐步向发达国家看齐，这是历史发展的必然趋势n1。因此，跳汰选在我国未来若

干年内，随着重介选的比重上升，仍将占有较大的比例。

然而，和重介选煤方法相比，跳汰选煤最大的弱点就是其分选效率低，表现在“矸

石带煤"上一般均在5-12％左右，与重介选煤方法的2％相差甚大，而在跳汰机制造水

平相差无几的基础上，进一步完善检测手段以及提高智能控制水平进而深入研究物料

分层机理、了解和掌握影响物料分选的相关因素成为重点和难点。那么，从全国范围

看，即使把跳汰机的分选效率普遍提高1％，也将产生巨大的社会效益和经济效益。

1．2跳汰选煤研究的历史与现状

跳汰选的应用，最初见于德国矿冶学家阿格里科拉(Georgius Agrieola)于1550

年撰写的论述16世纪欧洲开采、冶金技术的巨著“矿冶全书"

(DereMetallica LibriⅪI)，中译本定名为“坤舆格致”。书中介绍了用“动筛跳汰法’’

洗选矿石的情况，当时采用脉动式跳汰筛板浸入固定的水槽。到19世纪初，跳汰技

术得到了进一步的发展，活塞跳汰法代替了动筛跳汰法。1891年鲍姆申请空气脉动跳

汰法专利，1930年，该工艺与自动调控装置相结合才使其受到重视。到1960年将排

料技术与透筛技术相结合，研制出了连续排料的跳汰机畸1。

1．2．1跳汰理论滞后于实践

1851年法国的倍尔罗利特发表“对矿物机械加工的研究、确立现用操作制度和可

能操作制度的理论试验"，它从个别颗粒的运动动力学角度探讨了跳汰分选原理。从

这篇论文算起，跳汰理论的研究已经有140多年的历史D加，但有些问题仍未真正解决，

尽管一些假说从各个不同侧面已经触及到问题的核心部分，但是始终未能揭开跳汰机

理的实质。究其原因是，流体力学是一门非常复杂的科学，流体对固体的作用就更为

复杂，很难甚至不可能用精确的数学表达式描述，只能通过大量实验，用经验方程描

述；至今为止的各种假说‘叫包括：
(1)古典理论：

研究颗粒在水中的运动特性，但却忽略了加速期内颗粒阻力牵引确定这一重要命

题，事实上，实际跳汰过程中颗粒很少能达到它们的沉降末速。

(2)重介理论：

6
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认为颗粒分层来自于对颗粒的重介作用，但没有注意到重介分选很少依靠颗粒与

流体的相对作用。

(3)位能理论：

由Mayer提出，认为跳汰床层在跳汰过程中寻求位能最低状态，只要能使床层松

散、使颗粒能重新排列，就会得到好的分层效果，但没有考虑颗粒的大小在跳汰过程

中的影响，也未提出如何达到颗粒松散的操作制度。

(4)统计理论：

基于处理大批量、散状原煤的情况，利用统计理论来描述分层和分离现象，比较

具有现实性，也易于接受，但至今对分层性能与操作制度在对应性研究上注意得不够。

近年来，国内外还有一些新的理论出现，如陈迹提出的等压强同层位分选理论，

认为颗粒在跳汰床层中主要受压强作用而不是按密度分层等。

上述理论使人们对跳汰过程的认识逐渐加深，但相对于跳汰机型的不断更新、相

对于控制系统的不断进步来说，跳汰理论已经远远落后于生产实践，不能有效指导实

际的跳汰生产，也解释不了宽级别或不分级入选的现象。

但在长期的生产实践中人们已经对跳汰分层的现象取得了一些共识，正是这些共

识使跳汰技术得到了发展。这些共识可以归纳为以下几点：

跳汰分层基本上是按密度分层，同时也受粒度的影响。分层后，相同粒度密度大

的物料分布层位相对靠下，相同密度粒度大的物料分布层位也相对靠下。

跳汰过程离不开床层，床层是矿粒按密度分层的介质。

跳汰过程是周期性脉动过程，需保证一定的松散度范围，松散度上限过大或过小，

对矿物按密度分层都不利。

人们经过长期实践得到这些共识的同时，跳汰机也从“活塞式机械脉动"发展为

“空气脉动"，进而从“周期性运动机械风阀"发展成为“数控气动风阀”，以至出现

了以德国“巴达克”为代表的跳汰机时代。

1．2．2跳汰机过程控制的现状及技术难点

跳汰机过程控制主要是两个方面：一是重产物排出过程的控制，需要在保证床层

分层稳定的前提下，达到一定的分离精度。二是床层分层过程的控制，应使选取的风

水操作制度能满足物料按密度进行分层，尽量减少不同密度层间的污染。

7



太原理工大学博士研究生学位论文

多年来，重产物排出过程的控制一直是先由人工设定好重产物床层厚度期望值，

用浮标传感器获取重产物层的厚度，与设定值相比较后，通过偏差对排料闸板或排料

轮进行控制，一般采用简单的逻辑比较法或PID算法。这种控制的效果较差，具体表

现为排料闸板或动作迟缓或大起大落，床层或超厚或排空，波动很大，严重时发生压

斗子事故。目前，在邢台矿业集团的邢台矿和东庞矿选煤厂采用了由太原理工大学机

械电子工程研究所开发的模糊排料系统，该系统运用模糊控制技术，克服了上述床层

不稳定的状况，已取得良好的控制效果。

床层的分层过程控制的现状是：跳汰周期和频率等参数均通过数控箱的拨码盘由

人工设定，操作工人完全依赖于手工探查和自己的经验来做调整。所谓手工探查即工

人用探杆(木棍)插入动态床层中来感觉重产物层的厚度和床层的松散程度。显然，

这样的控制很难实现合理的风水制度，以使分层效果达到最佳状态。这就导致了灰分

控制不精确、数量效率低和大量的精煤流失。

事实上，床层按密度分层是一个非常复杂的液固两相流相互作用的过程，受到很

多因素的影响(如风阀工作制度、脉动水流的速度、加速度、风压、项水量等)，加

上检测环节不完善，所以控制的难度很大。主要技术难点集中在以下几个方面：

(1)要实现对床层分层状态的自动控制，首先要检测或估计出床层状态的优劣，

但适合跳汰机分层状况检测的传感器的发展很不成熟。检测手段的落后，制约了跳汰

机自动控制的发展。

(2)跳汰分选是一个非常复杂的过程，相关因素很多，且互相关联，互相影响，

无法建立精确的数学模型，传统控制方法难以实现精确控制。

(3)尽管国内外对跳汰分选的作用机理进行了多方面的研究，取得了很多有益

的结果，但对何种风水操作制度对床层的松散状况和分层效果更为有利，还没有取得

共识。

1．3自动控制技术的发展及对跳汰控制的影响

这里从古典控制理论和现代控制理论二个方面讨论自动控制技术的发展和可能

应用于跳汰机控制的若干方面。

古典控制理论是以传递函数为基础，研究单输入单输出自动控制系统的分析和设

计问题。这些理论研究较早，现在已经比较成熟。并且在工程实践中得到了广泛的应
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用。

现代控制理论是二十世纪60年代在古典控制论的基础上，随着科学技术的发展

和工程实践的需要而迅速发展起来的。其内容主要以状态空间法为基础，研究多输入

多输出、变参数、非线性、高精度、高效能等控制系统的分析与设计问题。最优控制、

最佳滤波、系统辩识、自适应控制等理论都是这一领域研究的主要课题。特别是近年

来由于电子计算机技术和现代应用数学研究的迅速发展，使现代控制理论又在研究庞

大的系统工程的大系统理论和模仿人类智能活动的智能控制、生物控制、模糊控制等

方面有了重大进展聃1。

工业生产过程控制技术是一种运用控制理论、仪器仪表、计算机和其它信息技

术，对工业生产过程实现检测、控制、优化、调度、管理和决策，达到增加产量、提

高质量、降低消耗、确保安全等目的的综合性技术，主要包括工业自动化软件、硬件

和系统三大部分。工业控制自动化技术作为20世纪现代制造领域中最重要的技术之

一，主要解决生产效率与一致性问题，对企业生产过程有明显的提升作用。

1．3．1跳汰控制的发展

跳汰控制同过程控制的发展一样，大致经历了以下三个阶段：

第一阶段是70年代以前的简单控制系统。采用PID控制规律的单输入单输出反

馈控制回路成为当时过程控制的核心，其基础理论是经典控制理论。单回路PID控制

无法处理复杂工业过程中多变量间的耦合，而且控制系统的给定值由人工事先设定，

不能根据生产过程的变化和相应的过程信息及时进行调整。这严重限制了连续工业过

程的发展。

而对于跳汰控制技术而言，目前绝大多数的跳汰机仍然停留在这一阶段，即只是

对复杂的跳汰过程中的排料部分进行简单的PID控制，从理论上和实践上都反映出了

这种方式的局限性：重产物层厚度即使在跳汰机的操作变量稳定不变的情况下也是随

着入洗原料煤的性质而波动的，人工给定值的确定不能及时反映这一变化，因而成为

有限控制。在世界范围内比较著名的德国巴达克跳汰机也仅仅局限在这一层次。如图

l—l所示。

第二阶段是70年代至80年代的先进控制系统。在这一时期，计算机技术的迅速

发展，分布式工业控制计算机系统(DCS)的出现与成熟为在生产过程中实施先进控

9
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制创造了技术基础。这一时期的控制理论在深度和广度上有了许多进展，像鲁棒控制、

非线性控制、预测控制在理论上都有重大突破。但是，控制理论的完美性与实际过程

控制的实用性的鸿沟依然存在，控制理论的发展仍不能满足工程实际的需要。这就迫

使人们去研究生产过程的特点与难点，以缩小理论与应用的距离。

图1—1德国45m2巴达克跳汰机

figure 1—1 45m2 Batac jig from Germany

跳汰控制在此时期开始在多参数检测方面有所发展，例如澳大利亚的Apic跳汰

机可检测脉动速度、空气室液位、床层密度的核测量等，但对入料粒度、密度和脉动

波形的影响不能分辨；日本的跳汰机能够测量床层脉动的波形、排料量，根据这些数

据，可以控制高低压风的进风量和频率，设计出了能够满足不同煤质的可变波形跳汰

机，使选煤效率得到提高，但仍然没有把最优分层状态和分选效率作为目标函数，仍

然停留在对局部变量的控制上，因而没有得到推广应用。

第三阶段，二十世纪80年代后期特别是90年代以来，随着多学科如控制论、信

息论、系统论和人工智能等学科的渗透与交叉，同时信号处理、数据库、计算机技术

的迅猛发展，为实现高水平的工业过程自动控制提供了强有力的工具。这一阶段的特

点是人工智能技术开始在连续过程控制中应用并取得成果。

此时的跳汰控制取得了一些成果，但主要是针对局部变量、个别问题的研究，从

跳汰机整体控制研究方面，有代表性的当属由抚顺老虎台矿选煤厂与抚顺市三元工业

测控技术研究所联合完成的“TKX一1型跳汰机自动控制系统的研究”项目，该项目于

1999年10月6日在老虎台矿通过了辽宁省科委组织的鉴定，鉴定认为该系统的特点

是：紧紧抓住床层检测、给煤、排料三个重要环节(风、水为手动调节)，实现“通
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过控制跳汰机二段重物料层厚度的稳定来间接稳定精煤灰分”的目标嘶1。然而，该系

统仍然属于通过浮标传感器实现跳汰机给、排料的粗放控制。

1．3．2智能控制技术在跳汰控制中的应用现状

智能控制代表了自动控制的最新发展阶段‰刀，也是应用计算机模拟人类智能实

现人类脑力劳动和体力劳动自动化的一个重要领域。智能控制象征着自动化的未来，

是自动控制科学发展道路上的又一次飞跃。

智能控制是人工智能和自动控制的重要部分和研究领域，人工智能的发展促使自

动控制向智能控制方向发展。20世纪60年代中期，自动控制与人工智能开始交接，

著名的美籍华人科学家傅京琼教授首先把人工智能的启发式推理规则应用于学习系

统；然后又于1971年论述了人工智能与自动控制的交接关系，至此，智能控制开始

发展应用。近几十年来，随着人工智能技术的快速发展，对智能控制的研究出现了一

股新潮。各种智能决策系统、专家系统、学习控制系统、模糊控制系统和神经网络系

统等已被应用于各类工业过程控制。

模糊控制是智能控制的一个活跃研究领域，扎德于1965年发表了他的著名的论

文“模糊集合”，开辟了模糊控制的新领域。此后，在模糊控制的理论探索和实际应

用两方面，都进行了大量的研究，并取得可喜的成果。模糊控制已应用于工业生产系

统的众多方面。

神经网络又是智能控制的一个重要研究领域，早在1943年麦卡洛克和皮茨就开

发了脑模型，其最初动机在于模仿生物的神经系统。随着超大规模集成电路、光电子

和计算机技术的发展，人工神经网络已引起更广泛的注意。近年来，基于神经元控制

的理论和机理已获得进一步的研究和应用。由于神经网络控制器具有学习能力、记忆

能力、概括能力、并行处理能力、容错能力和适应于超大规模集成电路制造等重要特

性，有许多基于神经网络的控制器被设计出来。这类控制器称为神经网络控制器。神

经网络控制器具有并行处理、执行速度快、鲁棒性好、自适应性能强和适合应用等优

点，因而具有广泛应用前景。以神经网络控制器为基础而构成的神经网络控制系统已

在非线性和分布式控制系统，以及学习系统中得到不少成功的应用。

随着智能控制技术的成熟，智能控制作为一门独立学科已正式建立，而且自1987

年以来，一些国际组织定期或不定期地举行各类有关智能控制国际学术会议，在一定
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程度上反映了智能控制发展的势头。近十多年来，国内对智能控制的研究也比较活跃，

相关学术组织不断出现，学术会议频繁召开，尤其是在现实生产中得到了应用，在跳

汰控制中的应用条件逐渐成熟。

目前，人工智能的研究是与具体应用相结合进行的。基本上有如下方面：专家系

统、机器学习、模式识别、理解自然语言、机器人学、智能决策支持系统以及人工神

经网络。

一、专家系统的应用

专家系统是依靠人类专家已有的知识建立起来的知识系统，目前专家系统是人工

智能研究中开展较早、最活跃、成效最多的领域，广泛应用于医疗诊断、地质勘探、

石油化工、军事、文化教育等各方面。它是在特定的领域内具有相应的知识和经验的

程序系统，它应用人工智能技术、模拟人类专家解决问题时的思维过程，来求解领域

内的各种问题，达到或接近专家的水平。

专家系统在跳汰上的应用比较典型的是1992年底由原煤炭部组织的在东庞矿

309跳汰机上的实验系统。

该系统通过在线检测跳汰机的床层厚度、排料闸板开度、斗子提升机电机电流、

风压、循环水流量、给煤机转速、总精煤灰分、入洗原煤灰分等参数，将操作人员的

经验包括风阀控制经验汇入知识库，在各参数高低限范围内，使跳汰机自动处于较稳

定的工作状态。

该专家系统的内核试图通过床层水压传感器在线检测每个脉动周期内水压变化，

通过计算有限颗粒群的运动轨迹预测出床层内的分层状况，但毕竟仅仅一个水压的信

息，不足以反映其他变量对床层的影响；另外，床层水压的变化不仅仅是由床层物料

的变化引起的，风阀的开闭速度以及给水压力、供风压力的变化对床层水压的影响很

难计算出来。但这一思路仍为我们考虑跳汰床层状态检测提供了很好的借鉴。

二、人工神经网络的应用

跳汰过程的复杂性需要人工智能技术的支持，而近年来迅速发展起来的应用模糊

数学模式、人工神经网络模式的方法逐渐取代传统的用统计模式和结构模式的识别方

法，特别是神经网络方法在模式识别中取得了较大进展。人工神经网络是在研究人脑

的奥秘中得到启发，试图用大量的处理单元(人工神经元、处理元件、电子元件等)

模仿入脑神经系统工程结构和工作机理。

12
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在人工神经网络中，信息的处理是由神经元之间的相互作用来实现的，知识与信

息的存储表现为网络元件互连间分布式的物理联系，网络的学习和识别取决于和神经

元连接权值的动态演化过程。

多年来，人工神经网络的研究取得了较大的进展，成为具有一种独特风格的信息

处理学科。当然目前的研究还只是一些简单的人工神经网络模型。要建立起一套完整

的理论和技术系统，需要作出更多努力和探讨。然而人工神经网络已经成为人工智能

中极其重要的一个研究领域。

人工神经网络在跳汰上的应用近几年有不少学者进行了不同程度的研究。

朱金波等人在实际分选资料的基础上，利用人工神经网络学习操作因素和分选指

标的映射关系，用计算机经250000次训练学习后，所映射的关系达很高的精度；预

测了一定操作条件下分选指标，并确定了最佳操作参数，实验验证了用人工神经网络

所得的结果。其中给出一定的分选指标确定操作因素和在一定的操作因素下会得出怎

样的结果一直是选矿工作者研究的重要课题之一【10】，但实验未给出测试误差。

钱立全，杜长龙提出了一种新的松散度表达形式，并在此基础上设计了床层松

散度灰色预测控制器及神经网络控制系统。仿真结果表明该系统有可能实现对床层松

散度的有效控制【111。

贾廷贵，刘剑针对跳汰选煤过程受多种非线性因素的制约、不能稳定精煤灰分这一

现象，利用模糊优选BP神经网络从非线性角度对跳汰选煤及其影响因素进行了理论

分析，并使用老虎台选煤厂现场数据对智能网络进行训练、学习和预测精煤快灰的稳

定性【121。

太原理工大学机械电子研究所利用BP回归神经网络对跳汰风阀控制进行了实验

室设计和试验，控制结果显示出人工神经网络可以满足现场对风阀的控制要求。

三、支持向量机

人工神经网络这种方法利用己知样本建立非线性模型，克服了传统参数估计方法

的困难。尽管神经网络在理论上还有很多根本性的问题没有解决，但在实际中得到了

较为广泛的应用。然而，这种方法缺乏一种统一的数学理论，在理论上缺乏实质性进

展，与神经网络相反，统计学习理论(Statistical Learning Theory或SLT)是建立在坚

实的数学基础之上的毋¨，具有较完整的理论体系，所以统计学习理论开始受到越来越

广泛的重视。
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Vladimir N．Vapnik等人早在20世纪60年代就开始研究小样本情况下的机器

学习问题。当时这方面的研究尚不十分完善，且数学上难于理解和接受，直到90年

代以前还没有能够提出将其理论付诸实现的方法。加之当时正处于其他学习方法飞速

发展的时期，因此这方面的研究一直没有得到足够的重视。90年代中期，小样本情

况下的机器学习理论研究逐渐成熟起来，形成较完善的理论体系——统计学习理论。

而同时，神经网络等新兴的机器学习方法的研究则遇到了很多困难，在这种情况下，

试图从本质上研究机器学习问题的统计学习理论逐步得到重视。

统计学习理论是建立在一套较坚实的理论基础之上的，为解决有限样本学习问题

提供了一个统一的框架。它能将很多现有方法纳入其中，有望帮助解决许多原来难以

解决的问题(比如神经网络结构选择问题、局部极小点问题等)；同时，在这一理论

基础上发展了一种新的通用学习方法一支持向量机(SupportVectorMachine或SVM)，

已初步表现出很多优于已有方法的性能。

支持向量机是根据Vapnik提出的结构风险最小化原则来提高学习机泛化能力的

方法，即由有限训练样本取得的决策规则对独立的测试集仍能够取得小误差的一种方

法。支持向量机算法是一个凸二次优化问题，能够保证找到的极值解就是全局最优解。

这些特点表明支持向量机是一种优秀的学习算法。支持向量机本质上是一种非线性数

据处理工具，在模式识别、函数逼近、函数拟合、回归估计、数据挖掘、遥感图像分

析和非线性系统控制中均有很好的应用。

鉴于所研究的跳汰系统问题取得大量样本的困难，本文在小样本情况下利用SVM

对跳汰分层进行分析探索。

四、基于模型的预测控制

1．现代控制理论的不足

尽管以状态空间法为基础的现代控制理论解决了反馈控制理论所不能解决的复杂

问题，尤其在航空航天领域取得了令人瞩目的成就，同时对自动控制技术的发展起到了

积极的推动作用。但随着科学技术的迅速发展，对大型、复杂和不确定性系统例如跳汰

机实行自动控制的要求不断提高，使得现代控制理论的局限性日益明显，出现这些问

题的主要原因是：

(1)现代控制理论过分依赖于被控对象的精确数学模型，而在现实工业过程中，往

往很难建立精确的数学模型，即使一些被控对象能够建立起数学模型，但因其结构十

14
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分复杂，难于设计和实现有效的控制。

(2)由于生产环境的改变和外部扰动的影响，实际工业过程经常伴随着非线性、时

变性和不确定性。在这种情况下，按理想模型设计的所谓最优控制系统只不过是数学

意义上的最优罢了，而对实际工业过程而言失去了最优性，更有甚者会导致控制品质

严重下降而无法正常生产。

(3)在现代化复杂工业过程中，为了取得良好的经济效益和优良的调节品质，往往

要求在多变量、多目标和有约束的情况下设计相应的控制系统，而以状态空间法为基

础的最优控制难以满足这一要求。

这些来自工业实际的因素和要求，使得现代控制理论无法在工业过程中得到有效地

应用。其结果是在工业过程领域，应用现代控制理论设计的过程控制器的控制效果，

往往还不如按经典控制理论设计的PID调节器好，跳汰系统的控制就是一个非常好的

例子。因此，迫切需要一种能解决实际问题的理论出现。

基于现代控制理论的不足，人们开始探索寻求新的方法来解决遇到的问题。20世

纪70年代，美国和法国几家公司从管理学得到启示，融合滚动优化思想和反馈校正的

策略提出了基于模型的预测控制技术，一经问世，就引起学术界的重视，不少研究人

员开始研究发展这个理论，并且在石油、电力和航空等领域取得十分成功的应用，随

后又出现了各种其它相近的算法。虽然这些算法的表达形式和控制方案各不相同，但

基本思想非常类似，即以预测模型为基础，采用在线滚动优化性能指标和反馈校正的

策略，来克服受控对象建模误差和不确定因素的影响，有效弥补了现代控制理论对复

杂系统所无法避免的不足之处。

2．预测控制的特点

预测控制发展至今主要算法有：Mehra(1979)的模型算法控制(MAC)H3一耵、

Cutter(1980)的动态矩阵控制(DMC)、Clarke(1987)的广义预测控制(GPC)等算法H51。

虽然有不同的表示形式，但归纳起来，它的任何算法形式不外乎包括：①预测模型，

②参考轨迹，⑨在线校正，④目标函数作为性能指标，⑤在线滚动优化等五个方

面并且具有以下几个特征：

(一)预测模型的多样性

在预测控制中，注重的是模型功能，而不是结构形式，过程的描述可以通过简单

的实验获得，不需要深入了解过程的内部机理。因此，预测控制算法改变了现代控制
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理论对模型结构较严格的要求，更着眼于根据功能要求，按最方便途径建立多样性模

型。这一点对于诸如跳汰机这种理论严重落后于实践的系统尤为适用。

(二)滚动优化的时变性

预测控制采用在有限时域内的滚动优化策略，即在线反复进行优化计算这种时变

性，虽然在每一时刻只能得到全局的次优解，然而却能使模型失配、畸变、干扰等引

起的不确定性及时得到补偿，从而得到较好的动态控制性能。在跳汰过程中，这种时

变性主要表现在大批量、散状的入洗原煤性质快速多变上。

(三)在线校正的鲁棒性

在预测控制中，把系统输出的动态预估问题分为预测模型的输出预测和基于偏差

的预测校正两部分，由于预测模型只是对对象动态特性的粗略描述，而实际系统中通

常存在非线性、时变性、模型失配与随机干扰等因素，因此，预测模型不可能与实际

对象完全相符，预测模型的输出与实际系统输出问必然存在偏差，采用这种偏差进行

在线校正，使系统构成具有负反馈环节的系统，则能广泛用在各种控制系统中，从而

提高了预测控制系统的鲁棒性。对跳汰过程控制而言，即表现在精煤灰分的稳定性以

及错配物含量的最小方面。

3．预测控制的研究动向

预测控制早期研究的成果主要体现在理论分析、算法的改进与推广以及算法的比

较分析几方面。理论分析包括解释预测控制的算法机理；推导预测控制系统的闭环传

递函数；分析参数对其稳定性、鲁棒性的影响及其定量分析等。近几年来，预测控制

的研究已经突破早期研究的框架，摆脱了单调的算法研究模式，从而开始了与极点配

置、自适应控制、鲁棒控制、精确线性化、解耦控制和非线性控制相结合的一类先进

预测控制策略的研究。随着智能控制技术的发展，预测控制也向着智能预测控制方向

发展，并将人工智能、大系统递阶原理等引入预测控制，构成多层智能预测控制模式，

由此，进一步增强了预测控制处理复杂对象、复杂任务的能力，拓展了应用领域。智

能预测控制弥补了单纯预测控制算法在性能上精度不高、仅适用于线性系统、缺乏自

学习、自组织、鲁棒性不强的缺陷，达到了日益提高的控制性能要求。这类控制主要

有模糊预测控制和神经网络预测控制。模糊预测控制最早由日本学者安信等提出，并

成功地应用于地铁的列车运行控制上。近几年来我国学者在这方面也取得了不少研究

成果，如将模糊辨识与广义预测控制相结合进行在线修正的模糊预测控制算法。随着
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神经网络发展成熟，预测控制与神经网络的结合日益受到人们的青睐，逐步广泛应用

于各种控制系统中。

以跳汰床层密度在线探测为基础，基于跳汰床层动态辨识的预测控制研究目前仍

是空白，从致力于测试误差最小化、进一步提高跳汰系统洗选效率出发，进行预测控

制在跳汰过程控制中的应用研究是非常必要的。

1．3．3跳汰机智能控制研究的必要性和可行性

从前述分析看出，煤炭是我国的基础能源和重要原料，在国民经济中占有重要的

战略地位。未来几十年内，煤炭依然是我国的主要能源，以煤炭为主的能源结构将难

以改变。然而，随着我国经济的高速增长，能源趋紧的信号时有出现，加大入洗原煤

比例、提高选煤效率成为可持续发展的关键所在。而选煤的基础工作则在于如何在现

有工艺流程和生产设备的条件下，发展在线信息获取技术并利用过程信息，以经济效

益为目标，实时在线确定生产过程参数，使整个生产过程实现自动运行并处于尽可能

优化的状态，切实提高跳汰选煤的分选效果成为目前跳汰选煤过程自动控制所要解决

的主要问题。

传统控制理论的思想是建立在精确数学模型基础上的，然而对像跳汰机这样的在

实际应用中一般依靠经验进行操作的非线性、时变性、不确定性和不完全性的系统，

迄今为止无法获得精确的数学模型。一般来讲，这类生产过程的自动化控制存在相当

的难度，原因是没有过程模型，传统的优化控制策略就缺乏基础，许多工艺过程参数

无法优化获取，只能靠操作人员根据经验设定，难免造成生产过程的不良波动和产品

指标的恶化，这一点在跳汰选煤行业尤为突出。

在跳汰选煤过程中，由于分层机理复杂，影响因素众多，有很多变量同时在起作

用，而且互相耦合，互相影响；实际生产过程中有关物料分层的问题无法用现有的跳

汰理论来圆满解释；分层状态难以通过合适的检测手段来得到。同时对运行状态和过

程信息了解甚少，环境干扰不确定等原因，生产工艺操作参数(如跳汰频率、跳汰周

期)与系统所需达到的目标(如分层状态)之间难以用传统的机理模型描述。所以基

于精确数学模型的经典控制方法对跳汰机分层过程无能为力皿盥。

但是人的智能对复杂现象的分析和判断能力是很强的，对于许多复杂的难以用自动

控制系统实现的生产过程，在有经验的操作人员的操作下可以得到较满意的控制效果。
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跳汰生产过程中的风阀操作便是如此，大多数情况下，具有丰富跳汰生产经验的操作

人员根据自己的经验能够使跳汰机达到较好的分选效果。这充分说明跳汰过程需要将

人的知识和智能行为融入控制系统。而现代计算机控制技术的发展也为其实现提供了

有效的工具。计算机在处理逻辑运算，模糊信息，模式识别，知识与经验的积累方面，

完全可以取代人的操作。智能控制系统正是利用计算机实现的具有人工智能的控制系

统。因此，利用智能控制技术对跳汰过程进行控制是值得探索的，用智能控制方法去

解决一直困扰跳汰选煤自动化的问题有望得到稳定高效的控制效果。

未来几十年，煤炭仍将是我国的主要能源和重要的战略物资，具有不可替代性，

煤炭工业在国民经济中的基础地位，将是长期的和稳固的。煤炭进一步转化成为新型

洁净能源，减少开发使用过程中所造成的污染正在成为全社会关注的焦点。

选煤技术作为洁净煤技术的第一个环节，是洁净煤技术中最成熟、投资最少、成本

最低的技术，在我国原煤入洗比例要由目前的32％提高N50％以上、原煤入洗量提高到

2010年的13亿吨甚至更多的过程中，作为主要选煤方法的跳汰选煤技术，在理论滞后、

控制方法原始的大环境下，利用智能控制技术改善跳汰分选效果条件成熟、意义重大。

1．4本文结构及技术路线

全文共分五章，结构如图1—2所示。从与发达国家的差距及国民经济发展等角

度看，中国的煤炭洗选将要得到很快的发展，跳汰仍占据很大的比重；而鉴于跳汰系

统的复杂性，跳汰机分选效率低下的问题一直没有得到根本的解决。在分析了影响跳

汰分选效果诸因素、控制现状以及智能控制技术的发展后，本文立足于研创的Y射线

床层检测技术以及在此基础上的工业应用系统，以减少矸石带煤为直接控制目标的思

路，在现场试验的基础上，采用ANN以及SVM等方法对跳汰过程进行仿真，并以

此为基础进行基于神经网络的预测控制研究。

图1-2文章结构figure 1-2 structure ofthe thesis
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第二章影响跳汰机分选效果的因素及测控方式研究

众多的矿粒混合物，在垂直升降的变速介质流中，按密度差异进行分层和分离的

过程，即所谓跳汰选矿过程。跳汰选矿过程中，所使用的介质可以是水，也可以是空

气。以水作为分选介质时，称为水介质跳汰或水力跳汰；若以空气为分选介质，则为

风力跳汰。

当今，国内外选煤或选矿的工业生产中，水介质跳汰的应用最为广泛，相比之下，

风力跳汰应用很少。从基本原理来看，风力跳汰与水力跳汰相似，突出的区别是由于

空气易作单向运动，物料分选只能依靠在间断的上冲气流作用下来完成。

水力跳汰机类型很多，根据设备结构和水流运动方式不同，大致可分为五种：(1)

活塞跳汰机；(2)隔膜跳汰机；(3)空气脉动跳汰机；(4)水力脉动跳汰机；(5)动

筛跳汰机。

目前，国内外广泛采用的是空气脉动跳汰机。空气脉动跳汰机中的水流垂直交变

运动是借助压缩空气进行的。按跳汰机空气室的位置的不同，可分为两类：筛侧空气

室跳汰机和筛下空气室跳汰机。筛侧空气室跳汰机因空气室设在一侧，如增大跳汰面

积将造成沿跳汰室沿宽度各点受力不均影响分选效果。而筛下空气室跳汰机的空气室

安设在跳汰机机体内筛板的下方，这样可以克服筛侧跳汰机的不足，在占地面积相同

的情况下，处理量提高，分选精度好。目前绝大多数的选煤厂采用的都是筛下空气室

跳汰机，大型跳汰机更是如此。筛侧空气室跳汰机一般只用于少数跳汰室宽度不超过

2．5m的小型跳汰机上。本文研究以国内广泛采用的筛下空气室跳汰机为主。

按照国标规定，跳汰机的分选效果主要用数量效率或错配物含量来表示。

数量效率是指：一定量的某种原煤经跳汰机分选，在生产出合格精煤的前提下，

实际精煤产率与理论精煤产率之比的百分数。这里，一定量的原煤指的是跳汰机在运

行一段时间后所处理的原煤数量，表明了对跳汰机的分选效果的考核只能在分选完成

后进行，即为选后考核，到目前为止，还没有在线考核的规定，同时也是煤炭洗选行

业的特殊性质决定的，即大批量、散状、物理性质多变的物料，在线考核以数量效率

为代表的分选效果是不实际的：实际精煤产率即为精煤产量与入洗原煤量之比的百分

数；而理论产率则指的是入洗原煤中小于分选密度的比例，测定方法为：用规定密度

级的密度液对入洗原煤代表性样品进行浮沉试验。
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错配物含量是指：跳汰机各产品中不符合各自分选密度的部分占各自总量的百分

数。由于精煤产品的灰分即能代表其中包含的中煤甚至矸石含量并且精煤灰分为产品

合格与否的标志性指标，因此，错配物含量主要指矸石中小于矸石分选密度的含量和

中煤中小于中煤分选密度的含量，也即“矸石带煤”和“中煤带煤’’。

错配物含量或者“矸石带煤”和“中煤带煤’’这项指标与数量效率是一一对应的，

但是却比数量效率易于考核并且非常直观，更是现场日常关注的指标，在控制系统中

也比较方便地检测，因此，本次研究对分选效果的考核即以“矸石带煤"和“中煤带

煤”为目标。

影响跳汰机分选效果的因素众多，但归结起来主要为三个方面，即跳汰机的结构

特征、原煤物理性质以及操作或控制水平。

2．1跳汰机的结构特征

即使对同一种原煤、同样的操作制度，跳汰机结构不同，直接影响着分选效果，

而不管是否采用了智能控制抑或智能控制的作用如何。

众多中外制造商、研究机构，在跳汰机的结构完善方面进行了不懈的努力，形成

了各具特色的跳汰机类型。但尽管跳汰机的种类很多，其结构的主要部分都包括：机

体、筛板、风阀、溢流堰、排料装置、检测控制装置等，以图2—1为例说明。

矸石 中煤

卜机体；2—风阀；3一溢流堰；4一浮标传感器； 5一排料装置；6q,板；7，8-矸石中煤排料道

图2—1跳汰机结构图

figure 2一l jig structure
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2．1．1跳汰机的机体

跳汰机机体是由厚钢板焊接而成，沿跳汰机纵向可分为单段、两段或多段，一般

为两段。在每段又分成2个或3个隔室，每个隔室都设有风阀和筛下顶水管。在顺煤

流方向各段的末端均设有排除重产物的闸门和通道，每段的长度均已系列化并可根据

原料性质和产品质量要求选定。

跳汰机的带孔筛板与机体联合构成床层的分层空间，筛板承托床层，筛孔的大小

和冲水的大小又控制着透筛排料速度和重产物床层的水平移动速度，因此，要求筛板

具有一定的刚性、耐磨性、适当的开孔率和坚固耐用性，并须有一定的倾角和孔形便

于比重大的小颗粒物料透筛。筛板合理的倾角和孔形可克服上升水流的阻力，使床层

顺利移动又不易堵塞筛孔或便于清理。

2．1．2跳汰机的空气室

国内外主要跳汰机代表品牌其空气室设置各具特点：

1、德国Batac跳汰机空气室的位置由原来的在跳汰室两侧各设一个空气室，改

为在跳汰室中间设一个空气室(图2_2)，并适当加宽了空气室的宽度并降低了进气

口，改善了空气室内液位的稳定性。末煤Batac跳汰机筛下物采用了钢管导出的方式，

既防止了能量扩散，又可以避免扩散的能量破坏排料的平衡：

2、日本的筛下空气室式跳汰机每一个分室内有两个空气室，基本位于跳汰室的

中间；

3、中国的X型跳汰机空气室在跳汰室的中间(图2—3)，空气室的下方设有流

线型的导流板，可减少能量扩散和产生涡流：

4、中国的SKT跳汰机采用了单格室漏斗形组合式机体，各室侧面设一个空气室

(图2叫)，洗水呈无干扰U形振荡，可减少能量损失；上升水流沿导流板扩散产生
一前冲力，有利于输送物料前行，提高处理能力；各室底口收缩成漏斗状通过钢管将

透筛物导入排料端，既可阻尼脉动水流向下扩散损失能量，还可大大地减少机体自身

重量和容水量。

上述几种机体结构各具特点，但目的都是通过优化设计，使脉动水流平稳、均匀，
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图2—2 Batac跳汰机 图2—3 X型跳汰机 图2—4 SKT跳汰机

figure 2—2 Batacjig figure 2—3 Xjig figure 2—4 SKTjig

以提高物料的整体分层效果，同时减少动力消耗，并减轻机体的体积和重量。

2．1．3跳汰机的风阀

风阀是跳汰机的重要部件，是跳汰周期的产生源，其功能是周期性地使空气室与

压缩空气和大气相连或隔绝，以在跳汰室形成脉动水流。风阀的结构和工作周期对水

流在跳汰机中的脉动特性有很大影响，不仅直接影响跳汰机的分层效果，同时对跳汰

机的生产能力影响也很大，风阀控制是跳汰机控制的核心之一。

长期以来，围绕着风阀结构及控制方式，专家们进行了大量的研究和改进H1。老
，

式跳汰机所采用的电动旋转阀因打开速度慢且难于调整而被数控气动风阀所取代，而

数控气动风阀又经历了多次的更新换代。

一、气动盖板阀

德国Batac跳汰机在上世纪70年代应用了数控气动盖板阀技术，随之我国的一些

跳汰机上也采用了这种风阀(图2—5)。

电磁阀

l

图2—5气动盖板阀

figure 2—5 air-operated cover board valve



太原理工大学博士研究生学位论文

数控盖板阀结构简单，打开速度快，能够获得良好的工艺效果。其不足之处是盖

板上作用有数百公斤的背压，打开风阀必须克服背压，动力消耗大。此外盖板关闭时

和管口频繁撞击，易损坏橡胶垫和阀体。

二、气动蝶阀

近年来德国B粕、澳大利亚Apic和我国SKT等跳汰机还采用了蝶阀。蝶阀开
关省力，但传动机构较复杂，可靠性有待提高，目前尚未大量推广应用。

三、气动滑阀

为克服盖板阀的不足，煤科总院唐山分院在SKT跳汰机上采用了数控气动滑阀，

滑阀运动无背压、无撞击，不易损坏。但因阀芯和阀套间隙较小，调整不当时洗水进

入排气阀会阻塞阀芯灵活运动。为此，SKT跳汰机又将圆柱形滑阀改进为圆锥形滑阀，

当阀芯运动时和阀套产生较大的间隙，可减小摩擦阻力，防止煤泥水阻塞，使用效果

明显好于圆柱形滑阀。

四、无背压软接触盖板阀

为解决以上几种风阀的不足，2002年唐山分院研制成功了无背压软接触盖板阀专

利技术。该风阀和原有的盖板阀结构相似，但巧妙地改变了进风方向，将原来阻碍盖

板打开的背压转化成了推动盖板打开的动力，缩短了风阀的打开时间并加快了开启速

度。该阀还将过去的实心缓冲橡胶垫改成了弧形橡胶圈，盖板关闭时和弧形橡胶圈呈

软接触而无硬性撞击，风压的作用恰好促使橡胶圈贴紧盖板免予漏风。这一改进可谓

一举多得，它兼备了原有几种风阀的优点，又避免了它们的缺点：打开无背压、关闭

无撞击，运动无磨损，省力节能，不易损坏。现在装配该新型风阀的SKT跳汰机已

大量推广应用，使用效果十分理想。

图2--6无背压软接触盖板阀

figure 2—6 none back pressure&sofI-contact cover board、柚ve
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五、多室共用风阀

数控气动风阀能改善分选效果已得到一致认可，但风阀零部件多，系统复杂，维

护量较大，此外还需配用一台功率约40kw的空压机。为此，唐山分院于1999年开发

出了多室共用风阀专利技术，将常规两段五室跳汰机的10个阀简化为4个(每段设

进、排气阀各一个)，同时，将5套气源三联体改为一套集中净化加油装置。通过以

上改进，使风阀的故障率、易损件数量、维护量、高压风用量均下降了70％以上，空

压机功率减少近30kw。现在，中小型的SKT跳汰机随机自带一台小型空压机即可使

用，用户不再需要专门配备大空压机，既节省了资金，又方便了使用。

六、多频脉动风阀

跳汰机矸石段和中煤段物料的粒度组成、密度组成及可选性差异很大。矸石段物

料粒度大，密度高，应采用低频高振幅来提供较大的颗粒换位空间。而中煤段物料粒

度小，密度小，需要高频低振幅提高分层效率并避免过度透筛。因此跳汰机矸石段和

中煤段应采用不同的风水制度和跳汰制度，以适合各自的分选要求。但以往跳汰机的

矸石段和中煤段只能采用同一个频率，不能分别调整。对此，煤科总院唐山分院又开

发了多频脉动风阀，它可分别调节矸石段和中煤段的脉动频率和振幅，满足它们各自

的分选需要。

七、复振风阀

为了提高分选效果并降低分选下限，各国还把注意力放在了研究复振变波跳汰机

上。德国和美国采用的方法相类似，都是利用两套风阀分别作为主振阀和辅振阀，在

主振阀产生低频脉动的同时辅振阀高频进风，叠加在主脉动上。因主振、辅振压力不

同，故用两个风源分别向两个阀供风；日本采用的是二次进风方式，即在一个脉动周

期将一次进风变成二次进风，先用风压0．39Kg／cm2进一次风，使床层迅速起振到一定

高度，当床层回落时再用风压O．24 Kg沱m2进一次风，将正弦波形变成梯形波来延长

床层的松散期。我国的煤科总院唐山分院研制的复振跳汰机，采用主、辅两套风阀，

共用一个风源，它既可以产生叠加振动，也可实现二次进风。目前装备复振风阀的

SKT跳汰机已经应用于多家选煤厂。现场反馈信息表明：使用复振风阀后床层分层状

况明显改善，提高了精煤产率，降低了矸石及中煤的带煤损失，且有效节省了顶水用

量。
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2．1．4跳汰机的排料机构

排料机构也是跳汰机的重要部件之一，其作用是将按密度分层后的物料，准确、

及时和连续地排出重产品，并保证床层稳定、保证产品质量和跳汰机的处理能力。性

能好的排料机构，可使跳汰机得到较好的分选效果和较高的生产率。 跳汰机各段的

轻产物是通过水平水流的输送，随水流一起经过溢流堰排出的，各段的重产物，由筛

上末端排料机构和透筛排料两部分排出。块煤和末煤的排料方式不同，块煤和不分级

原煤的重产物是以筛上末端排料机构排出为主；末煤重产物则以透筛排料为主；煤泥

重产物几乎全随透筛物排出。

目前跳汰机的排料机构结构型式多种多样，大体上可以分为末煤、块煤和不分级

煤三种排料方式。

德国Batac跳汰机针对末煤和块煤采用了两种不同的排料结构。末煤跳汰机采用

液压闸门来调节排料口的大小(图2—7)，而块煤跳汰机则是用液压缸调节筛板倾角

来调节排料口的大小(图2—8)。

图2—7 Batac末煤排料机构

figure 2—7 Batac fine coal discharge framework

discharge framework

图2—8 Batac块煤排料机构

figure2—7 Batac coarse coal

discharge framework

波兰的BOSS一2000型跳汰机，采用了排料闸门和溢流堰互动的排料方式，动力

源是伺服马达，调整伺服马达的静态和动态工作参数确定产品的排出量。Apic跳汰机

的排料方式是在溢流堰和闸门内部设置脉动冲孔隔板，使闸门区域到床层术端能够连

续不断地脉动，这样闸门在不断运动时，开口也在随着脉动开闭，一是不会被堵塞，

二是大粒度的物料也会顺利通过。

中国选煤厂基本都采用不分级混合洗选，跳汰机入料粒度范围大，而且往往筛分
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破碎环节把关不严，超粒现象普遍存在，这就要求排料机构必须对宽粒级的物料具有

广泛的适应性。

中国目前常用的跳汰机有LTX型、LTG型、X型、SKT型等。LTX和LTG型跳

汰机是早期设计的机型，均采用溢流堰、直闸门、排料轮和护板组成的排料机构。由

于排料轮距下料口太近，排料轮上的物料易受脉动水流作用挤开护板而自行流出，使

排料轮难以控制排料量。此外，排料轮放在排料道内容易被大块物料卡住，因此这种

结构一直未能得到良好使用。

X型跳汰机采用液压拖板的排料方式(图2—9)。

图2—9 X型跳汰机排料机构 图2—10 SKT跳汰机排料机构

figure 2—9 discharge framework of X jig figure 2—1 O discharge framework of SKT jig

该结构和Batac末煤跳汰机相似，是通过液压缸推拉拖板来调节排料口的大小，

以此控制排料量。因末煤粒级窄，排料速度受粒度变化影响小，排料口大小与排料量

基本上对应，因此这种结构较适合用于末煤跳汰机。但由于块煤或不分级煤的流动性

受粒度变化影响大，流速不均匀，排料口大小与排料量不呈线性对应，故采用拖板排

料易造成排料量忽大忽小，不连续、不稳定。

为提高对各种不同煤质的适应性，SKT跳汰机采用了无溢流堰深仓式稳静排料方

式(图2—10)。这种方式有以下几项优点：

1、取消溢流堰可防止分好层的物料撞击和翻越溢流堰造成二次混杂；

2、增设活动溢流堤可灵活调节各段底流床层厚度；

3、加深料仓可阻止水流在排料道中上下窜动而影响排料稳定；

4、排料轮设在排料道底口下方可减小排料轮长度，增大过料断面，使大粒物料

不易卡轮。

5、排料轮强制性主动排料，其转速可无级调整并和排料量呈线性对应，跳汰机
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可以连续、稳定、准确地控制排料量，产品质量易于保障。

综上所述，排料是跳汰机的一个重要环节，跳汰机的排料系统应该具有以下功能：

(1)灵敏准确地检测出重产物床层高度：

(2)控制和保护好前期的分层状态；

(3)保证排料过程的连续进行。

为完成以上功能，跳汰机的自动排料装置应由检测和控制两部分组成。检测部分

的任务是检测重产物状况，现在广泛使用的是浮标检测。控制部分的具体要求是：排

放速度要与床层的运动速度相适应，排料时不产生瞬时局部塌陷和瞬时排空现象，避

免破坏床层的稳定，保证排料过程的连续进行，而且一定要做到排出的重产物是从床

层的最底层连续地排出的，以保证排料的纯净。

2．1．5跳汰机结构的可调参数

跳汰机结构的可调参数主要是筛板倾角，跳汰机筛板倾斜安装的作用在于调整重

产物的排放速度和床层按密度分选时间。筛板安装倾角的选择应与床层按密度分层的

速度相适应，对于矸石含量多中间煤含量少的可选性好的原料煤，特别是黄铁矿较多

的原料煤，床层按密度分层的速度快。矸石段筛板倾角应大些，以加快床层水平移动

速度。因为在矸石含量多的情况下，筛板倾角小，床层下部的矸石层运动速度慢，势

必影响跳汰机的生产能力。但是，对矸石含量少中间煤含量多的可选性差的原料煤，

筛板倾角就应小一些，因为倾角太大，床层不均匀，增加透筛损失，另外倾角大，床

层水平移动速度快，缩短了分选时间，影响分选效果，甚至造成排料口堆积。前者协

调量，后者协调质，两者都不容忽视。所以，筛板倾角应视原料煤性质而定，而表征

筛板倾角合适的特征是床层厚度均匀，这可在跳汰机正常生产时满载停机进行测试。

2．2原煤性质

入洗原料煤性质不同是影响跳汰机分选效果的一个重要方面，必须在控制系统

中予以考虑。原煤性质一般包括以下几个方面：

(1)煤的可选性

可选性好的煤在分选过程中，颗粒按密度分层的过程进行得明显且较快，因而分

选指标好，生产能力也较大；对可选性差的煤，虽然延长分选时间，颗粒也不能很好
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地按密度分离，产品中混入非规定密度物(错配物)较多。

(2)原煤的粒度组成

原煤的粒度组成决定跳汰机筛板上床层的水力阻力，决定水流下降时细小颗粒通

过大颗粒问的空隙而落入筛板下的条件，同时也决定上升水流将细小的沉矸冲到床层

上部与浮煤一起从溢流口排出的可能性。在跳汰机内颗粒按密度分层的过程中，较大

颗粒进行的快且明显，因而块煤跳汰机有较大的单位生产能力。块煤跳汰机的分选指

标一般比末煤跳汰机好。

(3)煤的机械强度

煤及其伴生矿物质的机械强度对于跳汰分选有一定的影响，当分选含有坚硬而不

易浸润的硬煤时，其分选效果较好。反之，当分选含有较多易泥化矿物的煤时，容易

在分选过程中产生许多高灰分细泥，使洗水浓度增加，以致精煤受到污染，灰分增高，

产品脱水困难，分选效果变坏。

(4)颗粒形状

颗粒的形状对分选同样有影响，特别是扁平形状。扁平的矸石颗粒在横向下降时，

会受到上冲水流的反向作用力而浮至床层上部，与精煤一起排出，从而增加了精煤的

灰分，在铺有长石床层的跳汰机内，扁平的矸石及中煤不易通过筛孔。

2．3跳汰机的操作变量

2．3．1跳汰过程

在跳汰机中水流运动包括两部分：垂直升降的变速脉动水流和水平水流。前者对

颗粒按密度分层起主要作用，后者对颗粒按密度分层也有影响，但主要是起润湿和运

输的作用；润湿是为了防止物料进入水中后结团，运输是负责将分层之后居于上层的

低密度物料冲带走，使其越过溢流堰排出机外。

跳汰机筛板承托的全部物料即为跳汰床层，由被选物料给入跳汰机内落到筛板上

形成。在给料的同时，从跳汰机下部周期性给入上下交变的水流，此垂直变速水流透

过筛孔进入床层，促使物料按照密度差异在这种脉动水流中完成分层。

当水流上升时，床层被冲起，呈松散及悬浮的状态。此时，床层中的矿粒，按其

自身的特性(密度、粒度和形状)，彼此作相对运动，开始进行分层。在水流已停止

上升，但还没有转为下降水流之前，由于惯性力的作用，矿粒仍在运动，床层继续松
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散、分层；水流转为下降时，床层逐渐紧密，但分层仍在继续；当全部矿粒落回筛面，

彼此之间已丧失相对运动的可能时，则分层作用基本停止。此时，只有那些密度较高、

粒度很细的矿粒，穿过床层中大块物料的间隙，仍在向下运动，这种行为也可看成是

分层现象的继续。下降水流结束时，床层完全紧密，分层便暂告终止。水流每完成一

次周期性变化所用的时间即为跳汰周期。在一个跳汰周期内，床层经历了从紧密到松

散分层、到再紧密的过程，床层内的各种颗粒得到了分选。

在经历多个跳汰周期之后，分层逐渐完善，床层从上到下密度由低到高排列，低

密度物料(精煤)集中在床层上部，高密度物料(矸石)集中在床层下部，二者之间

为中煤。

高密度的矸石从矸石排料口排出，其余的物料随横向水流进入中煤段，并在中煤

段将其分成中煤和精煤，中煤从中煤排料口排出，精煤则从跳汰机末端的精煤溢流堰

排出，从而得到跳汰洗选的三种产物。

跳汰过程流程可用下图2—11表示：

图2—1l跳汰过程流程图

figure 2一11 flow chart ofjig process

因此，物料在跳汰过程中之所以能分层，起主要作用的内因，是矿粒自身的性质，

但能让分层得以实现的客观条件，则是垂直升降的交变水流。

2．3．2跳汰周期分析

为了研究颗粒在跳汰床层中的分层过程，可以从一个跳汰周期内脉动水流的运动

过程分析入手。

一个脉动周期分为上升初、上升末、下降初、下降末四个阶段。脉动水流的上升

初期包括上升水速从零升至最大时整个上升过程的加速阶段。在上升过程中，跳汰床

层具有最大的上举力。由于颗粒自身所受压力的不同，这时低于分选密度的颗粒，包

括粒度大的低密度颗粒，从上升初期就开始持续地上升，而密度高的重颗粒的上升过
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程比轻密度颗粒晚一些，同时上升速度也小一些。在此过程中，应尽可能保证高密度

颗粒在筛板上产生一些位移，这样有利于床层的松散及重颗粒在筛面的运动和排放，

设定的关键即为进气期的长短。

脉动水流的上升末期，即上升水速由最大逐渐减小至零的阶段。在此过程中，脉

动水流的上升力逐渐减小，水流的加速度方向也由向上转为向下；床层中颗粒的上升

速度也逐渐降低，密度和粒度相对较大的颗粒也会从上升转为下降，此阶段床层的底

部也将会回到紧密状态，但此时一部分粒度和密度相对较小的颗粒仍处于上升状态，

较上层的床层仍会处于松散状态。

脉动水流的下降初期，即水流的加速下降阶段，在此过程中，水流速度和水流加

速度的方向都向下，所有颗粒都先后转为下降，床层的各部分都会逐渐回到紧密状态。

脉动水流的下降末期，即水流的减速下降阶段，在此过程中，床层大都仍处在紧

密状态。虽然粗颗粒已不可能随水流继续向下运动，但由于吸啜作用的存在，细颗粒

仍可穿过床层中的缝隙继续向下运动。

在跳汰过程中床层的松散是由于在脉动水流作用下床层中性质不同的颗粒运动

状况间的差异引起的，颗粒在床层中运动的基本方程如式(2-1)所示：

老=赤f2(旷枷等眦詈】(2--1)
其中：r颗粒运动速度；矿却质的密度；
店叫粒的密度： 卜床层的松散度；
，广一水流运动速度：a一水流运动加速度；广重力加速度；萨嘲粒粒度。
其中床层松散度定义为整个床层中孔隙体积占床层体积的百分数。床层松散是水

流脉动作用的结果，理论上，脉动水流特性(如速度、加速度)直接制约着床层的松

散状况。

从式(2—1)的颗粒运动方程可以看出，使床层向上运动的作用力是水流上升速度

以及上升期的加速度或下降期的减加速度产生的上举力。床层的松散与颗粒的上升运

动就是靠这两种作用力。床层何时开始松散由上升水速与方向向上的水流加速度(在

水流的下降期则是负加速度)两者的综合效应所决定。在一般情况下，床层开始松散

的时间发生在脉动水流的上升初期，因为这段时期水速与加速度都是向上，在上升末

期与下降初期床层的松散度达到最大，随着上升水速的减小，特别是下降水速的不断

增加，床层逐渐恢复紧密。

对上述影响分选的四个阶段的分析后可以看出，上升水流是影响分层的重要因

素。由于水流加速度对颗粒运动的影响只与颗粒的密度有关，与颗粒的粒度无关：而

水速对颗粒运动的影响则不但与颗粒的密度有关，也与颗粒的粒度有关，因此在上升
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初期，应尽量利用水流加速度对分层产生的作用。在水流脉动的上升初期与下降末期，

脉动水流的加速度方向向上，在上升期它可以使低密度颗粒获得比高密度颗粒更快的

上升运动；在下降期则可以使低密度颗粒获得比高密度颗粒更大的减速下降运动。因

此在这两个阶段希望脉动水流具有较大的加速度。反之，在脉动水流的上升末期与下

降初期，水流的加速度将会促使低密度颗粒比高密度颗粒更快的下降，对按密度分层

不利。所以希望在这两个阶段脉动水流具有较小的加速度。所以比较理想的脉动水流

速度波形应是两头陡(有较大加速度)，中段平缓(有较小加速度)的不对称波形。

水流速度对完全按密度分层是不利的，它对分层的影响具体表现在：在上升期，

水速会使细颗粒上升得比粗粒更快，可能会使一部分高密度细粒污染到上层中去；但

在下降期，水速会使细颗粒下降得比粗粒快，特别是当床层处于较紧密状态时，吸啜

分选作用将有利于将上升期被冲到上层去的一些高密度细颗粒重新回落到下层来，这

样可在一定程度上克服由水流速度带来的负面影响。

从上面可以看出脉动水流直接影响着跳汰床层的状态，面脉动水流直接受风阀周

期的控制。所以要得到好的跳汰床层的分层状态，就要合理地控制风阀周期。

在跳汰过程中，跳汰周期特性的基本形式有三种，即间断上升介质流、间断下降

介质流、呈升降突变介质流。跳汰周期的特性在一定程度上决定了跳汰分层的效果，

并间接地体现了跳汰机的主要结构特征。但在结构一定或者结构改进已经日臻完善的

情况下，跳汰机的操作变量便是影响分选效果的决定性因素并且始终将是研究的重

点。

2．3．3跳汰机的操作变量

跳汰机的控制系统必须在分析清楚对分选效果的影响因素后再进行设计，这些因

素可以归纳为如下几个方面。

(1)跳汰频率

跳汰频率的合理选择能解决跳汰机分离效果与单机生产能力之间的矛盾。实践证

明：低频率大振幅，床层松散度较大，分层较快，单机生产能力较大，但按密度分选

所受颗粒的粒度、形状以及水流速度等影响较大，对风、水、给料等变化较敏感，操

作较困难，所以只适应于块煤或易选煤的分选；而高频率小振幅跳汰机工作较稳定，

按密度分选所受上述影响因素较小，故操作容易，产品品质较好，但因松散度减小，

分层速度减慢，单机生产能力亦降低，故适应于末煤和较难选煤。

(2)风阀周期
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在一个跳汰周期内，风阀的进气期、膨胀期和排气期的作用是：进气期使床层产

生位移，膨胀期使床层松散分层，排气期使细物料透筛。因此，风阀进气期、膨胀期

和排气期的长短(或面积)应根据入选物料的性质来选择，选择不当，必将影响分选

产品的品质和产率。在一个跳汰周期内，加长其一，必缩短其二，过长过短都不利于

床层分选。风阀周期是控制系统的主要任务之一，控制系统必须能适应上述变化。

(3)给煤量

入选煤的数、质量能够稳定在适当范围内，是跳汰选煤获得良好分选效果的因素

之一。当其他操作因素一定时，给煤量过大，床层变得致密，破坏了按密度分层的条

件；反之，给煤量过小，床层变空容易被搅乱，同样破坏了跳汰过程，并且还降低跳

汰机的处理能力。因此，选煤司机或一个控制系统，必须严格地保证跳汰机的合适的

处理能力，不使入选煤的供给量有较大的变动。通常情况下，当原煤性质变动时，一

般是以调整跳汰机的其它因素来保证要求的分选精度，从而尽可能稳定给煤量。

(4)产物的排放量

产物排放应及时、合理，特别是重产物的排放速度应与分层速度及高密度床层的

移动速度相适应。必须保证床层的层次，应尽量保持排料口垂直闸门的开口高度或尽

量保持排料轮的旋转速度，稳定矸石层和中煤层在筛板上的固定厚度。排放过多，会

增加矸石(或中煤)中的带煤量，并使床层过薄、紊乱，不利于分选；排放过少会使

重产物床层加厚，在同样风、水、给料量的条件下，床层跳不起来、振幅变小、颗粒

换位空间不够、分层效果变差并导致一段矸石排不完，二段精煤受污染，分选效果同

样不好。排料闸门不可不调，也不可不按实际乱调，操作或控制时，应根据原料煤中

矸石和中间煤含量的变化，对排料闸门开口高度进行适当的调整。

(5)风、水量

风是松散床层的主要因素，是跳汰选煤的动力源。风量过大，床层易混乱，浮煤

损失大，回收率低，床层移动速度快，分选时间缩短；风量过小，床层紧密，细颗粒

透筛效果差，床层移动速度慢。用水量也应适宜，水量过大，床层显得无根，在水流

下降期，颗粒分层受粒度影响较大，细矸不易透筛排出；由于水速快，以致分选时间

短，分选效果差，还会给后续煤泥水处理带来不便。水量过小，床层过于紧密，颗粒

间无置换空间，床层整起整落且移动速度慢，造成分选效果差，生产能力降低。

(6)床层厚度

32
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跳汰机出厂时的结构特性基本决定了床层的厚度，但仍可具有可调节性，可以从

可调整溢流堰的高度、原煤给料量的大小、风水大小、排料机构负荷大小等几方面来

调控。

从床层的松散条件看，床层的厚度应该尽可能地小些，因为，床层过厚，在风压

和风量不足时，上冲水流难以保证颗粒上升到必要的高度，也就难以保证床层具有必

要的松散度，以致破坏了颗粒按密度分选的过程。但床层过薄，吸啜作用过强，轻产

物中透筛损失增加，物料压不住床层还会导致床层紊乱，不易分层。这个合适高度取

决于在整个筛面上形成清晰而稳定的分离床层，它与原煤的性质、筛板的宽度、筛孔

尺寸、频率以及振幅是相互制约的。

原料煤中末矸多，床层可以薄些，使其易透筛排出：原料煤中块矸多，重产物层

的孔隙度就大，为避免低密度物透筛损失，床层应该厚些。原煤可选性对床层厚度的

影响是：中间煤含量多时，床层就应该厚些，因为，中间煤含量多，精煤被污染的程

度严重，如果溢流堰低则床层薄，振幅势必增大，易使部分中间煤混入精煤中。

筛板宽度和筛孔尺寸对床层厚度的影响是：筛面越宽，沿宽度的脉动水流和给料

越难均匀，因此要求床层厚些；筛孔尺寸较大时，为避免物料透筛损失，床层应厚些：

反之宜薄些。

床层厚度与频率振幅的关系一般是：薄床层采用高频率、低振幅的跳汰制度，厚

床层则应采用低频率高振幅的跳汰制度。

从影响跳汰机分选效果的种种因素分析看，这些因素都构成了需控变量，并且变

量之间存在交互作用，在实际的跳汰机自动控制过程中，必须把这些变量进行梳理，

抓住主要矛盾，才能完成这一复杂控制系统。

如果把上述每一个变量均纳入控制系统，一是太复杂，尤其是考虑变量之间的交

互作用的存在，更使复杂程度加大：二是没有必要，因为在实际生产中，一些因素是

相对固定的，例如溢流堰高度、风压、水压等。

从跳汰机分选过程可以看出，整个分选过程可以概括为两部分：分层和排料。床

层的分层好坏是分选效果的前提，分好层的物料的准确、及时排出是必要条件，同时

排料的好坏又对分层产生影响，而床层的分层好坏主要来源于脉动水流的作用，即风

阀周期的合适选择。到目前为止，跳汰机的测控主要对象就是针对上述两方面。
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2．4跳汰机的测控方式

跳汰机的控制可概括分为排料和分层的控制，如果一台跳汰机既实现了分层的自

动控制又实现了排料的自动控制，则可称为实现了整机控制。分层的控制是给跳汰机

以合理的风水制度，使原煤按照密度较好地分开。风水制度有风阀周期、顶水、跳汰

频率几个控制变量，其中顶水和跳汰频率在生产过程中变化不大，主要是风阀周期的

控制。跳汰机的排料是跳汰机按比重分选的最后实现，直接决定了洗选产品的质量和

洗选效率，排料控制是跳汰机控制的一个重要环节。排料的控制应在分层状态比较好

的情况下，根据检测到的物料分层状态具体情况，控制系统给出控制信号控制排料闸

门的开度，使物料排出。

2．4．1传统方式下分层状态检测

对于跳汰过程状态和运行参数的测试技术的研究，国外开始于五十年代末，其

中风压和垂直水流位移的测试已有较成功的经验；松散过程的测试经历了一段时间的

研究，未有成熟的应用报道；水流脉动速度的测试近几年也有一定程度的进展，已取

得了丰富的经验数据，从本质上说，也不成为技术难点；跳汰床层分层状况的检测目

前仍然是手工探杆探测和浮标探测共存的状况，可以说停留在了目前的自由浮标水平

上，实际上已经限制了跳汰控制水平的提高。

在目前业内应用的跳汰机自控系统中，普遍的方法是利用浮标传感器对跳汰床

层的重物料层进行检测，探知重产物床层厚度，以此为依据对排料进行控制，目标是

保持这一层厚度的稳定。浮标替代了手工探杆所探测的部分工作，即使巴达克跳汰机

也是如此。究其内在结构，浮标是利用重力漂浮原理，模仿同密度的物料在跳汰床层

内的运动，浮标传感器比探杆探测的主要优势在于它是连续测量，并且通过机一电转

换，将床层重物料层厚度信号通过接口送入计算机，能较为准确地反映重物料层的厚

度，完成跳汰机床层重产物厚度自动检测和排放。综合而论，浮标传感器有代替人工

探杆探测跳汰重物料层之功绩，但仍仅是对床层分层状况的局部测量，并且受其自身

的机械性能影响而会影响其精度，不能提供确切的床层分层信息。

目前，出厂的跳汰机大都随机携带浮标，用以在线测量重产物床层厚度，但有很

大的局限性。为使分层效果达到最佳状态、精确控制精煤灰分、提高数量效率、减少
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精煤流失，研制可靠的床层检测手段，成为跳汰机自动控制发展的先决条件。

2．4．2传统方式下跳汰机的控制

目前，跳汰机自动控制的主要内容仍为自动排料，即通过对排料轮转速的实时控

制，维持重产物床层厚度的稳定，目的就是达到跳汰机按给定密度进行分选。重产物

床层厚度一般采用浮标检测，煤质变化时浮标的比重由人工调节配重，调节的结果由

在线精煤灰分仪反映，或由人工采样化验精煤灰分，再通知操作司机，实际上仍是由

人工来反复调节配重、摸索合适分选密度的过程。

控制系统一般采用一定值闭环调节：

+

床层厚度

给定

图2-12跳汰机PID自动排料系统

figure 2—12 j蟾PID control loop of discharge

控制核心是利用计算机实现PID控制，虽然采用的是PID的差分方程式，严格讲

是一种断续方式，但由于采样周期相对于被控对象的时间常数小得多，因此也可近似

于连续控制方式。

2．4．3 Y射线跳汰床层密度探测器

一、Y射线的工业应用

工业部门因多种不同的目的已广泛使用了同位素放射源的各种射线，包括各种过

程自动控制与最优化、质量控制等。

在大多数应用中，同位素技术尚不可能被现有可更替的技术所取代，因为它在目

前尚是最有效、最经济的选择。

在生产过程控制领域，采用241Am、137Cs和气。等放射源制成的同位素仪表，如密

度计、料位计和核子秤，已经大量用于在线非破坏性测量。同位素示踪剂如坦7Xe、∞Tc“、

85Kr、203Hg、跎Br和I被用来进行液体流动测量和泄漏探测。
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作为工业应用实例，法国在1995年总计有约5000个行业使用了10000台以上的

同位素仪表。其涉及的工业部门包括：石油和天然气、采矿和矿物原料的输送、核燃

料循环、钢铁、冶金、化学、塑料、民用建筑、宇航、造纸和卷烟工业等。我国近几

年来同位素的应用领域也越来越大，在煤炭行业，使用较多的是管道密度计、核子称、

灰分仪、料位计等，但同位素测量跳汰床层密度的应用不仅在国内，甚至在国外也未

见应用报道。作者参加太原理工大学机电所课题组的y射线床层密度探测器研制全

过程，并成功实现了工业应用。

二、Y射线密度测量原理

当Y射线穿过物质时，由于射线与物质的三种相互作用：光电效应、康普顿效

应和电子对效应，其强度受到衰减。对于窄束平行的射线，它遵从如下的指数衰减规

律：

I=Ioexp(一u．P d) (2—2)

式中， u。为质量吸收系数(cm2／g)，p、d为被穿透物质的密度(g／cm3)和厚度(am)，

I。、I为吸收前后Y射线的强度。

Il I-T．+o-+k (2—3)

T。、o．、)【_为光电效应、康普顿效应和电子对效应引起的质量吸收系数，大小与

Y射线的能量E，有关。当E，<0．3MeV时，光电效应起主要作用；E，>1．02MeV时，

电子对效应起主要作用：当强度在0．3MeV<E，<1．2MeV时，康普顿效应占主要地位。

在实际过程中，三种作用同时存在，因此对总的质量吸收系数都有贡献。实验发现，

对中等原子序数的材料，当强度在0．3MeV<E，<2MeV时，总质量吸收系数就与化学

成份无关(除少量重元素外)。此时穿过吸收体的射线强度仅仅取决于该吸收体的厚

度与密度。换言之，选取合适的射线能量，可以使Y射线强度的衰减只与P、d有

关，其它影响因素可以忽略。

目前工业使用的Y射线密度计就是根据这一基本原理而研制的。一定强度和特定

能量的Y射线，在距离d一定的情况下，射线强度的衰减随被测物质的密度而变，
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密度大衰减大：反之，衰减则小。对上式取对数，可知物质的密度是射线强度的对数

关系。由此通过测量射线强度强弱的变化，可以实现对物质(跳汰床层)密度的连续

监测。

三、跳汰机床层内密度的表述

第一，煤的物理性质及其密度组成

煤是成分和结构都很复杂的物质，它可看成由碳质、矿物质和水组成。碳质的平

均原子序数Z兰6，属于低原子序数物质；矿物质的Z-z-_-12，属于高原子序数物质。密度

是煤的主要物理性质之一，凡涉及到煤的体积和质量关系的工作，都使用煤的密度。

第二，真相对密度

煤的真相对密度，是指在20"C时煤的质量与同温度、同体积(不包括煤的内外表

面孔隙)水的质量之比，用TRD20／20表示，一般用煤的真密度来表征高变质的无烟煤。

第三，视密度

也叫容积密度或假密度，一般的测定方法有两种，一是掏槽法：在煤层中掏出一

个有规则的槽，量出它的体积并称出它的重量，换算出单位体积的重量；二是在实验

室利用阿基米德原理，用水或水银通过置换法测定。

跳汰机床层内某一层的密度一般指容积密度即假密度，因为床层在正常工作过程

中始终为水所浸泡，煤与煤的缝隙中为水所占据，利用射线在线测量的密度值是该层

煤和水的平均密度。

选煤厂生产过程中对各产品的密度检测主要是用浮沉法，即用氯化锌配置一定密

度的溶液，将待测的煤或矸石置于其中，捞出浮在上部的即为小于该密度液密度的部

分，沉在底部的即为大于该密度液密度的部分。这种方法只能区分各个密度区间的物

料量，如．1．3的量和+1．3的量等，也是一种近似估计测量，不能确定一个煤样的真、

假密度，因为不可能配置无限多密度的密度液供实验，仅可用于指导生产，不可能用

于在线控制。

四、跳汰床层密度探测器

跳汰床层密度探测器由辐射源和接收器、前置放大器、信号调理器与整形电路、

滤波电路、门控电路等组成，辐射源和接收器(含前置放大器)分别安装在两个密闭
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容器中，两者之间间隔一定的距离，置于床层内，位于排料口附近，检测待排料部分。

射源被置于铅罐内，铅罐壁厚按国家辐射防护标准由专门的核辐射研究所设计，以满

足安全需要，探测器在跳汰机床层内的位置如下示意图。

射源
敬器

图2—13密度探测器示意图

figure 2一13 sketch map ofdensity detector

五、Y射线探测器实验系统与试验设计

实验包括两部分：一是实验室实验，二是现场实验。实验室实验主要在太原理工

大学机械电子工程研究所进行，目的是用邢台矿现场采集的各密度级煤样，测试放射

性射源对煤炭密度的衰减特性，从而确定跳汰床层分层状态测试部分的参数：现场实

验在邢台矿选煤厂进行，主要工作是通过现场跳汰床层采样分析，完善工业实际应用

的床层分层状态(分层密度)探测系统。

重复性试验结果表明：跳汰机床层密度分布存在乘幂规律，考虑实验误差，规律

性很强；而且试验的重复性很好，Y射线密度探测器可以用有限的几个置于床层不同

的层位内，即可完整表述该密度分布；完全可以满足跳汰床层密度检测需要。即使考

虑实际操作误差因素，也可以认定：同位素探测器可以测量跳汰机床层的真密度。只

要检测到了床层内某点的的密度，不管是散密度还是真密度，即可确定该点的灰分值，

这样只要测出某层散密度，即可算出该层内+1．8的含量，在实际控制系统中，这一点
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非常珍贵，因为只要算出下部矸石层散密度，并计算出+1．8含量，即可知道最终产品

矸石中的带煤损失，控制住这一指标，可非常有效地控制数量效率。

同样，只要测出中煤段某层散密度，即可算出该层内1．4．1．8的含量，在实际控

制系统中，这一点同样非常珍贵，因为只要算出下部中煤层散密度，并计算出1．4—1．8

含量，即可知道最终产品中煤中的非中煤所占的比重，即错配物含量。控制住这一指

标，可非常有效地控制数量效率。

可以知道，错配物含量的多少就是数量效率的高低，知道了床层内沿高度的密度

分布也就等于知道了床层下部待排料的错配物含量，在此基础上在进行风、水、排料

的控制，依据就非常强了。

因此，跳汰机仅有的两段：矸石段和中煤段，利用Y射线测出床层内各层的散密

度，即可十分明确而可靠地确定床层的密度分布状况，并可通过该数据的分析计算，

来控制跳汰机的操作，来达到稳定和提高洗选数量效率的目的。

本文通过实验室和现场工业试验取得实时数据，对跳汰过程中床层的分层状况进

行分析研究。

2．4．4现场基于床层密度探测的跳汰机排料系统的模糊控制

跳汰机通过排料来实现最终产品(矸石、中煤、精煤)的分离，在物料分层状态

一定的情况下，排料控制的优劣是影响精煤灰分与产率的主要矛盾。排料过程中，稳

定床层是一个很重要的控制指标，若因排料造成床层不稳，会严重影响分离精度，因

此，排料控制方法研究意义重大。

跳汰机排料控制具有一定的特殊性：传统意义上是要追求床层厚度的稳定，这

是一个动态“稳定”量，精确意义上的稳定点是不要求的，因此，基于Y射线密度

探测器探测床层密度上的排料系统，最能准确反映床层的波动。在控制系统的综合特

性中，响应速度是主要矛盾，稳态误差是次要矛盾。因此需要一种合适的控制系统。

而模糊控制最大特征是，它能将操作者或专家的控制经验和知识表示成语言变量描述

的控制规则，然后用这些规则去控制系统。模糊控制器是一类非线性控制器。模糊控

制器特别适用于数学模型未知的、复杂的非线性系统的控制。

在“跳汰过程物料分层状态检测"研究成果的基础上，现场开发了一套模糊控

制系统，并在此系统基础上进行必要的试验、数据采集及本文的后续分析研究。
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一、模糊控制的基本原理及组成

1)模糊控制基本原理

最基本的模糊控制系统结构如图2—14所示。图中R为设定值，代表Y射线密

度探测器最底部位置处床层平均密度给定值，Y为系统的输出值，代表Y射线密度探

测器最底部实际测量值，它们都是清晰量。从图中可以看到模糊控制器的输入量是系

统的偏差量e，它是确定数值的清晰量。通过模糊化处理，用模糊语言变量E来描述

偏差。模糊推理输出U是模糊量，在系统中要实施控制时，模糊量U要进行清晰化处

理，得到可操作的确定值∥，这就是模糊控制器的输出值，通过∥的调整控制作用，

使偏差尽量小。

图2—14模糊控制器原理图

figure 2—14 schematic diagram of fuzzy controller

2)模糊控制器的组成

模糊控制器的基本组成如图2一15所示。它包含有模糊化接口、规则库、模糊

推理和清晰化接口。模糊控制的核心是包含语言规则的规则库和模糊推理。模糊推理

就是一种模糊变换，它将输入变量模糊集变换为输出变量的模糊集，实现论域的转换。

规则库是由若干条语言控制规则组成，它是模糊化、模糊推理和清晰化的语言变量及

其赋值的总则。

输入变量是系统实测值与给定值之间的差，输出变量是系统的实时控制修正变

量。模糊化接口将清晰量模糊化具有两个作用：(1)将基本论域转化到语言变量的论

域；(2)求出对应语言变量的隶属度。清晰化接口是将模糊的集合转变为可执行的清

晰变量。

一般的模糊控制器可分为单变量模糊控制器和多变量模糊控制器，单变量模糊控

制器就是一个或多个输入对应一个输出的模糊控制器，多变量模糊控制器是多输入对

应多输出的模糊控制器。本文所研究的排料系统是偏差和偏差率两输入对应一个输出
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控制量的单变量模糊控制器。

出

y

图2--15模糊控制器的基本组成

figure 2—1 5 ultimate composition of fuzzy conlroller

二、排料系统模糊控制系统的设计

跳汰机排料，必须是一个连续的过程，尽管限于床层移动速度只能在10。1m／s数

量级上，但鉴于一般跳汰机都在处理着成百上千吨／小时的原煤并且从系统稳定出发，

所研究的排料模糊控制器还是要保证高的响应速度，并寻求小的稳态误差域。采用带

自调整因子的双输入单输出模糊控制器，如图2—16所示，图中，H，为实测床层密度，

H。为床层密度设定值；e和吾为实际的床层密度偏差及偏差变化率。控制器模型结构

所涉及的3个语言变量的模糊集合是偏差豆(P)、偏差变化率f c(百)和输出控制

量疗。

图2—16带自调整因子的模糊控制器框图

figure 2—1 6 fuzzy controller with self-adjust gene

设选定偏差营(P)的离散论域为{-6，-S，⋯，一0，+O，⋯，+5，+6)偏差变化率

f c(百)和痧的论域为{一6，-5，⋯，0，⋯S，6)，并取F c(百)和痧分别有7个
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语言变量值为PB、PM、PS、Z0、NS、NM、NB；豆(P)8个语言变量值为PB、PM、PS、

PO、NO，NS、NM、NB：各模糊集合对应的隶属度函数取GAUSS函数。

设偏差e的基本论域为[-15，15]，则偏差量化因子k,=2／5，根据隶属度函数确

定出偏差模糊子集并建立语言变量营(P)的赋值表2-1；同时设偏差变化率毒和“的基

本论域为[-lO，+10]，量化因子k和后。为5／3。同样得到岳c(百)的赋值表2—2

表2-1语言变量￡(e)赋值表

table2—1 Language variable E(P)endued list

警《． ≈ ．S ．t -3 ·2 ·l 钉 I 2 3 4 ' 6
囊窟kt嚣1

KL 1．o O，8 o．7 蚴 O．1 O O O O O 9 O O

NM O．2 0．7 l母 O，7 套．3 O O O O D D 0 O

Ns O 0．I 们 钒7 l力 O．2 锨 O O O 口 O 0

№ O O O 0 O．1 1．o l。O O O O O O O

PO 0 O O O 0 貌I 1,0 O囊 o-I n O O O

骼 O 0 O O 0 O 0．2 OJ l。巷 O．7 00 馥l O

辑谭 O 0 O D O 秘 O 9 O。2 O．7 l。O O，7 O．，

儿 0 0 O O 备 O a O O。l 0A 轨， O，3 lm

表2-2语言变量E c(百)赋值表

table2—2 Language variable E c(占)endued l i st

‘黛 西 ·5 -4 -， ·2 ·l O l 2 3 碡 5 ‘

NI． 1 O。S O．4 O．1 O 0 O 9 狰 O § O 勺

NM 02 0．7 1．O 9，7 O。2 O 稳 O O 臼 O O O

NS 珏 0 O．2 O．7 1．o O．9 O O O 番 O 0 O

∞ O O 0 O O O．， j力 】。．， O O O o O

懿 O D O O O O O O．9 I．O O．7 O。2 O O

P荸魄 O O O O O O O O 0．2 O．7 l。0 屯7 O．2

PL 0 b O O O O O O O O．1 O．蠢 O名 1．o

一般的模糊控制规则算法为：

U=(E+Ec)／2 (2_4)

且规则固定不变。这些规则都是人工经验并带有主观因素，使控制规则往往在某种程

度上显得精度不高或不完善，并且当对象的动态特性发生变化，或受到随机干扰的影

响时，都会影响到模糊控制的效果。因此需要对控制规则和查询表不断及时地进行修

正。如果在上式的基础上引入一个可调整因子即口(或称加权系数)就可以对规则进
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行调整即：

U=-{施+(1一a)E。】 (2—5)

其中口∈[0，1]为在线调整。对于x∈R，正态模糊数豆∈X取自系统偏差的模糊量化

童=<七。P(f)>，正态模糊数犀∈x取自系统偏差变化率的模糊量化

E～c =< k i百(t)>，U～∈Y(Y∈R)仍为正态模糊数。

口的调整规则为：

口2专(吼一％)阱％ (H)
式中，口。和口。为口的上下限，o≤口。≤口。≤l； N取lEI。。

由式(1)知，口表征了按偏差大小自动调整偏差和偏差变化对控制作用的权重， 口

选取得当与否对系统响应速度、超调量及鲁棒性有很大影响。如口取小值时，虽无超

调，但响应速度太慢。为此，对口。和口。进行寻优。

定义X为模糊控制误差矢量：

．Y=ko，)x13f，+1)⋯x(t，)r f，=1，⋯，f．r一1

式中X为床层厚度误差标量值，ts和tf分别表示调整期间的离散时间起点和终点。

定义J为控制系统性能指标：

J=IIxll／(t，+l-t，)¨2 (2-7)

式中11．|l为欧范数。令ay／ax=0，得到优化控制量。

当输出语言变量论域上的模糊子集疗，确定后，由论域Y上的每个元素

Yi(f=l，2，⋯，忍)对输出模糊子集玩的隶属度∥c(y，)取加权平均，将得到模糊控制系统

的非模糊判决结果：

∑Y，∥c(y，)

Yo=号-一 (2_8)

∑∥c(y，)
i=l

控制器输出精确值“。=k。oy。．当Vt、VH分别表示第i和i一1时刻的闸板开度时，有：

■2 yf—l+“f。
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2．5本章小结

跳汰分选的核心是按密度差异进行物料的分层和分离，从跳汰机结构上看，以唐

山分院研制的SKT跳汰机为代表，在风室结构、风阀构造、排料机构等方面进行了

大量改进工作，日臻完善；从跳汰分选过程看，分选效果、生产能力受诸多因素共同

影响。

而分选效果体现在分层和排料两个过程中，两个过程同时发生，共同作用，互相

影响，涉及到的跳汰机控制变量众多，是一个复杂、时变、非线性系统。

跳汰床层密度探测是跳汰机理研究和跳汰控制等所有问题分析的基础，Y射线密

度探测器实现了跳汰床层在线测量，再加上通过大量实验确定的不同工况下床层密度

分布规律，于是有限的几个探测器置于床层不同的层位内，即可完整表述床层的密度

分布口朝，、这是跳汰床层密度检测的重大突破。并且，只要检测到了床层内某点的密度，

即可间接测量出该层内+1．89／cm3密度级含量，而对于跳汰机两段的重产物层位的密

度探测即是最终产品矸石、中煤的带煤损失，也即错配物含量，也即数量效率。

我们研发的基于跳汰床层密度在线探测的模糊排料控制系统，一改传统的浮标探

测，利用Y射线密度探测器实测床层密度，与床层密度设定值、排料闸板开度一起

根据模糊规则，实行模糊推理输出控制，效果显著。本文在现场大量采样、试验的基

础上，利用该控制系统实时收集系统信息数据，为进一步分析研究奠定了基础。

但是，这种控制方式仍然没有把分层和排料这两个过程完全地结合起来考虑，对

两者之间的相互作用也未能充分体现，尤其是对入洗原煤性质改变情况下如何根据床

层分层状况进行操作变量的适时调整仍没有得到解决，利用人工神经网络的映射功能

进行分析、研究显得尤为必要。作者采用人工神经网络对上述问题进行分析、研究，

提出了解决方法。



第三章基于人工神经网络的跳汰过程状态识别

人工神经网络(Artificial Neural Network)是一种全新的模拟人类智能的技术，它

无需建立物理模型和进行人工干预，而是通过神经元建立起输入、输出状态间的映射

关系。通过训练学习，它能自动调节各神经元之间的结合强度，使网络能正确映射其

输入输出关系。

人工神经网络具有的对任意非线性对象的良好逼近能力，给为非线性辨识、非线

性建模提供了新的方法，跳汰控制系统的问题有可能得到较好的解决。作者使用神经

网络中应用最广泛的基于误差反向传播算法(BP网络)和多层前向径向基函数网络(RBF

网络)，对跳汰控制系统的工业实验数据进行分析。

3．1现场实验及样本数据

在正常生产的条件下，每一小时左右人工采集某矿307#1眺汰机入洗原煤、矸石各

2—3kg，分别做密度为1．59／cm3、1．89／cm3的浮沉试验，以确定入洗原煤性质以及矸

石带煤量的大小。

考虑矸石样品在排料斗采集与矸石排料门采集间存在一定的运输距离，矸石带煤

量与其对应的风水量及床层在线密度在时间上有一定的差距，所以采用示踪法确定其

时间差，从而使样本中各个数据在时间上相对应。具体做法是将带漆矸石放在排料门，

当排料时开始记时；当在采集点看到带漆矸石时停止记时，这一段时间即为人工修正

的时间差。部分样本数据如附录1所示。

表中所列数据中，床层的三个层位的密度值(FLl，FL2，FL3)、排料门的开度值

(GATElL)和风阀周期(JQl，PZl⋯⋯)等参数由计算机系统自动记录，而矸石带煤

(wASTE)为人工测定的矸石中密度小于1．8部分的含量，RC表示入洗原煤中密度大

于1．8部分的含量，和原煤灰分正相关，人工测定，代表入洗原煤性质的变化，实际控

制系统可采用原煤在线灰分仪的数据。

从附录1可以看出，样本中包含了对分层起主要作用的控制变量、分层状态数据、

原煤性质数据、排料状态数据，这些数据成为跳汰系统分层和排料两个过程的完整信

息集合。

要使人工神经网络具有良好的泛化能力，合理的样本选择是其必要条件。首先通
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过观察采集来的样本数据，对于样本密集的地方，由于外在的因素的干扰有可能出现

矛盾数据，进行人工删减。另外通过观察删除了一些由于实验因素而导致的明显异常

数据。最后选出了600组样本数据作为神经网络的训练和测试。

尽管对于跳汰机这样复杂的设备，如果没有足够多的训练样本，就不足以表征所

研究问题的基本特性。但是可以使网络通过合理的学习机制和以后的应用过程中不断

补充的典型样本采集而不断在线修正，使网络逐渐提高泛化能力。

3．2基于BP网络的模式识别

BP网络的误差反馈特性解决了隐含层引入以后的学习问题。其实质是采用梯度下

降法使权值的改变总是朝着误差变小的方向改进，最终达到最小误差。网络实质上实

现了一个从输入到输出的映射功能，而数学理论已证明它具有实现任何复杂非线性映

射的功能L2引。由于其结构简单，可塑性强，使得它在函数逼近，模式识别和信息分类

等领域得到了广泛的应用，而且具有一定的推广、概括能力和自学习的能力。BP网络

目前是采用最多，理论发展最完善，应用最广泛，最为成熟的训练算法之一。但是BP

网络的收敛速度比较慢，由于采用了梯度下降法，就有使网络容易陷入局部极小值的

可能，而且网络的泛化能力比较差。而遗传算法具有全局随机搜索能力，所以用遗传

算法优化神经网络的初始权值和阈值，使其减小陷入局部极小值的可能性。

3．2．1矸石带煤BP网络拓扑结构的设计

BP神经网络是一种前向网络。典型的BP

网络是三层网络，由输入层、隐含层和输出层

组成，见图3—1。同层节点间无关联，异层

神经元之间前向连接。复杂的BP网络是由多

个隐含层组成的。网络结构的设计包括确定网

络的隐含层数、隐含层节点数及输入输出节点

数。

输入隐单元输出

图3—1 BP网络的拓扑结构

figure 3—1 topology structure ofBP

作者首先利用BP网络对跳汰机矸石段矸石带煤与分层状态、排料之间的关系进行

识别：给定网络输入层为5个输入节点(三个层位的密度值，排料门的开度值，原煤
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中+1．8部分含量即灰分值代表)，输出层1个输出节点(矸石带煤值)。

在把数据输入神经网络前需要对输入样本数据作必要的预处理，主要考虑归一化：

使原始输入数据尸分布在[一1，1]之间，归一化后的数据用P。表示，公式为：

P。=2幸(P一只。抽)／0乙瓠一只血)一1 (3—1)

归一化的原因有：避免具有不同物理意义和量纲的输入变量不能平等使用，BP中

常采用sigmoid函数作为转移函数，归一化能够防止净输入绝对值过大引起的神经元

输出饱和现象，保证输出数据中数值小的不被吞食，另外还可以提高神经网络的训练

效率。

3．2．2隐含层函数的选择

BP网络常用的非线性传递函数有以下几种：

(1)Sigmoid函数

似)=专
(2)Tansig函数。

m)=筹g-r E

(3—2)

(3—3)

(3)purelin函数。

厂(x)=z (4—4)

由Kolmogorov定理乜∞知，采用S形函数作为节点作用函数就可使神经网络模型逼

近任何连续函数。所以用sigmoid函数作为隐含层激活函数。中间层用S型函数是分

类用的，使网络有非线性映射能力，而输出层用线性型函数，这样即可不会导致输出

数据被压缩。

3．2．3 BP网络算法

网络学习的指导思想是，对网络权值(％，毛)修正，使误差函数E沿负梯度方向下

降。BP网络三层节点表示为，输入节点：xJ，隐节点：Y，，输出节点：D，。

47



太原理工大学博士研究生学位论文

输入节点与隐节点间的权值为％，隐节点与输出节点间的网络权值为毛，当输

出节点的期望输出为t，时，BP模型的计算公式如下：

1)隐含层节点的输出：

Y，=厂(∑缈i，工，一幺)
j

2)输出节点的计算输出：

3)输出节点的误差公式：

(3—5)

(3—毛)

E=寺∑(‘一q)2=寺∑o，一厂(∑死y，一岛))2
二7 二。 i (3～7)

=三莩r，一厂(军毛厂@驴_一幺)一舅))2
式中：‘∥，0∥分别为期望输出和网络的计算输出。

BP算法实质上是梯度最快速下降法的一种应用结果。所谓梯度最快速下降法，指

在点x处按厂G)的负梯度方向进行搜索的一种优化方法。

因此，BP算法可小结为：设网络有m层，第一层为输入层，第m层为输出层，

有s个输入样本

1)选定初始权值形；

2)重复下述过程直到网络收敛。

a)对于任何一个输入样本，计算网络的实际输出即网络中任意一个节点的输出

值(正向传播过程)。

b)从第m层到输入层对各节点反向计算误差信号(反向传播过程)。

c)修正权值：％(七+1)=％(七)+△嘞

3．2．4隐含层数目的选择

根据“Kolmogorov神经网络映射存在定理”n瓢氟211，它证明了：一个三层前向

馈入式神经网络，当隐含层神经元数目足够多时，可以以任意精度逼近任何一个具有

有限间断点的非线性函数。然而这仅是一个存在定理，它并未指明是否能够使该网络

学习到正确的权值。在Kolmogorov的工作的基础上，Hecht-Nielson及其他人也证明：
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具有正确权值的三层后向传递神经网络能按照指定精度实现任意平方可积函数，但是，

应用现有的学习规则仍不能保证一定能学到正确的权值。鲍立威，何敏，沈平引证了

Kolmogorov定理，并得出了四层网络才可任意逼近任何连续函数的结论。而且采用严

格的数学证明说明了在三层网络中，隐节点数不能任选，它其实恰好是对应函数展开

式的项数，可见，隐含层节点的数目是很固定的。这又说明了三层BP网络用于学习及

记忆时，为了记住较多样本并能逼近一个函数，需要相当数量的隐含层节点，但是理

论及实践都证明这样的三层网络对样本数据携带的噪声的鲁棒性极差，且计算效率随

隐含层节点数的增加下降很大。由上面论述可见：三层网络很难说最好。

所以虽然三层神经网络可以拟合任何非线性函数，但是并不代表三层就是最好的选

择。相反很多复杂问题用四层网络效果表现更好。但是四层网络比三层网络更容易陷

入局部最小，由于实验数据少又会出现过度拟合现象，从而使网络的泛化能力变差。

考虑前面所论述，为了使网络有良好的泛化能力，先考虑设一个隐含层。而一般经

验表明：采用两个隐含层时，如在第一个隐含层设置较多的隐节点而第二个隐含层设

置较少的隐节点，则有利于改善多层前馈网的性能。此外考虑对于有些实际问题，采

用双隐含层所需要的隐节点总数可能少于单隐含层所需的隐节点数，所以，当一个隐含

层的节点数很多仍不能改善网络性能时，再考虑增加一个隐含层。

3．2．5隐含层节点数的选择

在一般情况下，神经网络的训练能力差时，预测能力也差，并且一定程度上，随

训练能力的提高，预测能力也提高。但这种趋势有一个极限，当达到此极限时，随训

练能力的提高，预测能力反而下降，即出现所谓“过拟合”现象。

“过拟合"现象是网络隐含层节点过多的必然结果，它的出现影响了网络的泛化

能力，在满足精度的要求下，逼近函数的阶数应该越少越好，低阶逼近可以有效防止

“过拟合"现象，从而提高网络的预测能力，反映到多层前向神经网络中，就是在精

度满足的要求下，网络的隐节点数越少越好。但是隐含层神经元数目如果太少网络就

无法进行训练，如果刚好能够进行训练则网络的鲁棒性差，抗噪声能力不强，不能辨

识以前没有遇到的模式。而如果网络隐含层的神经元数目太多就会需要大量的训练样

本，而且伴随而来的是为训练而耗费大量时间和内存，甚至出现过拟合。

因此，关于隐含层的节点数的选择是个复杂的问题，对于不同的解决问题，节点
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数是不相同的，在实际应用中，还没有一套成熟的理论方法来确定网络的隐节点，隐

节点的确定基本上依赖经验，主要是采用递增或递减的试探方法来确定。但有下面几

个经验公式值得参考：其中m为隐含层节点数，玎为输入节点数，0为输出节点数，a

为卜10之间的常数，特别情况可以大于lO。

1)m=sqrt(n+D)+口 (3—8)

2)m=l092” (3—固)

3)m=sqrt(n十D) (3—10)

参考上面的经验公式，作者选定隐含层节点数的范围为3到13之间。如果在此区间

网络的性能不能满足要求时，再考虑增加一个隐含层。

而为了提高神经网络的泛化能力，针对过拟合问题采用以下解决方法：

1)正则化方法：

正则化方法是通过修改神经网络的训练性能函数来提高其推广能力，一般情况下

神经网络采用均方误差函数mse作为训练性能函数，函数如下：

嬲P=专善@)2=专善@一q)2 c3一lt，

式中P厂预测值与实际值的误差；
卜样本对的个数。
在正则化方法中，网络的性能函数经过改进变为如下形式：

msereg=Y·mse+(1一y)msw (3—12)

其中y为比例系数，所删为所有网络权值平方和的平均值，即

研sw=万1善一，)2 c3一-3，

可见，采用新的性能指标函数后，可以保证网络训练误差尽可能小的情况下，还

要使网络具有较小的权值，即：使得网络的有效权值尽可能少，这实际上相当于自动

缩小了网络的规模。

但是常规的正则化方法通常很难确定比例系数y的大小，当y太大时网络可能会出

现过拟合，若厂太小，则网络将无法进行训练。最好的策略是能自动地设置调整参数，
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一种较好的方法是基于贝叶斯决策规则的调整方法即贝叶斯正则化方法【29～41。该方法

假定网络的权值和偏置值是具有特定分布的随机变量，可以用统计方法来估计调整参

数，从而使网络不会产生过拟合。在matlab的N]叮Fool中，贝叶斯正则化方法是通过

trainbr函数来实现的。它依据Levenberg-Marquardt优化理论对网络的权值和阈值进行

调整。

2)提前停止法：

提前停止法是避免产生过拟合、提高网络的泛化能力的另外一种有效的方法。在

该方法中，训练样本集被分为训练集，验证集和测试集，其中测试集是可选的。训练

集用来对神经网络进行训练，验证集用于在对神经网络训练的同时监控网络的训练进

程。在训练的初始阶段，验证集形成的验证误差通常会随着网络的训练误差的减小而

减小，但是当网络出现过度训练时，验证误差就会逐渐增大，当验证误差增大到一定

程度时，网络训练就会提前停止。这时训练函数会返回当验证误差取最小值时的网络

对象。其中测试集形成的测试误差在网络训练时没有被使用。

以上两种方法能消除过拟合现象，但是不能选择最合适的隐含层神经元数目，无

法获得最佳的网络结构。而其中的贝叶斯正则化方法只用于小规模网络的函数拟合或

函数逼近问题，不适用于解决模式分类问题，而且其收敛速度一般也比较慢。

另外对于样本的划分，最简单的技术就是把有待训练的样本分为两个互不相交的

集合，即训练集合和检验集合，若两个集合中的向量的数量均很多，这样检验集合所

得出的抽样误差率比较高。这里，把2／3的可变向量归入训练集合，而另外1／3

则归入检验集合。对于交叉检验方法，即把有待训练的样本分成k个互不相交的子集。

然后，选其中一个子集作为检验集合而另外忌一1个子集作为训练集合。这样做k次，

每次选不同的一个子集作为检验集合而剩下的作为训练集合。

为了得到好的网络结构，综合考虑上面提到的各种方法，作者采取下面的办法：

根据经验公式首先把隐含层的节点数PIlaU在3至U13之间，采用试凑法从小到大逐渐

增加隐含层数目。其中神经网络的初始权值和阈值采用遗传算法优化得到，遗传算法

的终止条件设为最大进化代数为200。对于每个隐含层数目，采用提前终止方法。把数

据分为4个互不相交的子集，选其中一个子集作为验证集合，一个集合作为测试集合，

而另外两个子集作为训练集合，这样有12种不同的组合方法。记录每次训练终止时的

训练步长，训练达到的目标误差值，和测试误差的相对大小的平均值。对于每个隐含
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层都训练12次，然后计算12次训练步长，取目标误差值和测试误差的相对大小的平均

值。

当取得的测试误差的平均值随着隐含层的增加开始增加时，训练结束，其中的测

试误差的平均值最小时对应的隐含层节点数即为设计的神经网络的隐含层节点数。

经过仿真，当隐含层节点数为3，4，5时网络不能收敛，当隐含层节点数大于5时

网络能够收敛，其收敛情况整理如下表3—1所示：

表3—1神经网络仿真结果

table 3一l emutation results of f6INN

隐含层节点数 6 7 8 9

训练步长 58．2 42．4 49．5 35．8

训练结果mse 0．0258251 0．0266238 0．0198324 0．0122568

测试误差 21．3873％ 11．2505％ 1 6．6426％ 20．8577％

从上表中可以看出，当隐含层节点数为7时，测试误差达到了比较小的程度而且训

练误差也很小了，同时随着隐含层节点数的增加测试误差反而增加了，所以采用隐含

层节点数为7的神经网络结构。

3．3遗传算法与神经网络的结合

最近十多年来，人工神经网络，尤其是BP神经网络获得了极其广泛的应用。它有

效地克服了多层网络无法解决的非线性分类问题的缺陷，但BP算法属于梯度下降算

法，从本质上来说属于局部寻优算法，在存在较多局部极小的情况下很容易陷入局部

极小点，而且要求误差函数必须可导，受网络结构限制等缺点。针对这些问题，国内

外研究人员进行了不懈的努力，提出了很多改进算法和新的算法，但到吕前为止，前

向网络的训练问题还远没有得到解决。

而遗传算法具有全局随机搜索能力，它能够在复杂的、多峰值的、不可微的大矢

量空间中迅速有效地寻找到全局最优解，能够弥补传统神经网络学习算法存在的不足，

另外，由于适应度函数无需可导，因此进化学习算法可适用的神经元(激活函数)类型更

为广泛。同时由于遗传算法使用简单，鲁棒性强的特点，用遗传算法进化神经网络无

疑具有重要的意义。

所以为了解决BP网络易于陷入局部极小值的现象，本文用遗传算法来优化BP网
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络的初始权值和阈值。有两种方法可以优化，一种是直接用遗传算法优化神经网络的

权值和阈值，另一种是先用遗传算法优化BP网络的初始权值和阈值，把网络的权值和

阈值限定在一个合适的范围内，然后用神经网络的梯度下降法在这个范围内快速找到

最小值。

由于遗传算法也有其自身的缺点，如计算量大、训练速度慢等，它擅长全局搜索

而局部搜索能力不足，研究发现，遗传算法可以用极快的速度达到最优解的90％左右呻4’

蚓，但要达到真正的最优解还要花费很长的时间。这样如果用第一种方法进行优化，优

化的速度将会很慢。而采用第二种优化方法把遗传算法和BP算法结合起来，形成GA-BP

混合训练算法，以遗传算法优化BP网络的初始权值和阈值，再由BP算法按负梯度方

向修正网络权值及阈值，这样神经网络可以快速找到极小点。所以采用后一种方法进

行网络训练，只要遗传算法设计得当就可以避免BP网络易陷入局部极小问题，达到优

化网络目的。

3．3．1遗传算法分析

遗传算法(Genetic Algorithm,GA)是近些年发展起来的一种自适应全局优化概率

搜索算法，是一种模拟生物界自然选择和自然遗传机制的随机化搜索算法，它借用了

生物遗传学的观点，通过自然选择、遗传、变异等作用机制，实现各个个体的适应性

的提高。这一点体现了自然界中”物竞天择、适者生存”进化过程。其主要特点是群体

搜索策略和群体中个体之间的信息交换，搜索不依赖于梯度信息。在实现机制上，它

又是一种离散动力学系统，在给定初始群体和遗传操作的前提下，通过迭代实现群体

的进化。它尤其适用于处理传统搜索方法难于解决的复杂和非线性问题，可广泛用于

组合优化、机器学习、自适应控制、规划设计和人工生命等领域n引。

遗传算法研究的目的，一是抽取和解释自然系统的自适应过程，二是设计具有自

然系统机理的人工系统。1975年，Holland在《自然界与人工系统中的适应性》一书

中，正式提出遗传算法的概念和理论框架。当前，遗传算法与进化策略、进化程序设

计共同构成了“进化计算’的主干，而且它们之间的边界也被打破了。

遗传算法是一种由一个“染色体群"通过“自然选择"的机制转化成另一个“染色体

群”的方法。目前关于遗传算法的定义说法不一。但是，所有称为“遗传算法"的方

法都至少具有如下特征：染色体群，依据适应度进行的选择，通过交叉产生新的子代，
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随机产生的的子代突变现象等等。

在遗传算法中，染色体对应的是数据或数组，在标准遗传算法中，通常是由一维

的串结构数据来表现的。串上的各个位置对应上述的基因座，而各个位置上所取的值

对应上述的等位基因。遗传算法处理的是染色体，或叫基因型个体。一定数量的个体

组成了群体，也叫集团。群体中个体的数目称为群体的大小，也叫群体规模。而个体

对环境的适应程度叫做适应度。此外，遗传算法的执行包含两个必须的数据转换操作，

一个是表现型到基因型的转换，另一个是基因型到表现型的转换。前者是把搜索空间

中的参数或解转换成遗传空间中的染色体或个体，郾编码操作；后者是前者的一个相

反操作，即译码操作。

每个染色体可以看作搜索空间中的一个点，代表了一个候选解。遗传算法对染色

体群进行处理，不断地用一个新的染色体群替换原来的染色体群，也就是不断地尝试

新的候选解。为测试候选解的可行性，需要一个适应度函数来检查每一个候选解的适

应性。这个函数给出每一个候选解的适应性的度量，也就是这个候选解对于所给定问

题的有效性的度量。

3．3．2遗传算法的实现

遗传算法是一种群体型操作，该操作以群体中的所有个体为对象。最简单的遗传算

法中最常用的算子有如下几种：

(1)选择算子(selection／reproduction)：选择算子从群体中按某一概率成对选

择个体，某个体xi被选择的概率Pi与其适应度值成正比。

(2)交叉算子(Crossover)：交叉算子将被选中的两个个体的基因链按概率Pc进

行交叉，生成两个新的个体，交叉位置是随机的。其中Pc是一个系统参数。例如，两

个染色体分别为10000100和11111111，随机选定的位置是第三位，进行交叉的结果是

10011111和11100100。交叉操作粗略地模拟了两个单倍体生物进行繁殖时染色体的配

对过程。

(3)变异算子(Mutation)：变异算子将新个体的基因链的各位按概率pm进行变

异，对二值基因链(0，1编码)来说即是取反。例如，二进制串O1000100在第二位上发

生变异，变成00000100。变异可能发生在符号串的任意位上。通常发生变异的概率很

低。



太原理工大学博士研究生学位论文

上述各种算子的实现是多种多样的，而且许多新的算子正在不断地提出，以改进

GA的某些性能。

再次，采用串行运算的遗传算法(Sequential Genetic Algorithm，SGA)，按如下过程

进行：

(1)对待解决问题进行编码；

(2)随机初始化群体x(o)=S，x：，⋯，X。)：

(3)对当前群体xO)中每个个体x，计算其适应度F伍。)，适应度表示了该个体的

性能好坏；

(4)应用选择算子产生中间代x，O)；

(5)对Xr(t)应用其它的算子，产生新一代群体xO+1)，这些算子的目的在于扩

展有限个体的覆盖面，体现全局搜索的思想；

(6)f=t+1；若遗传代数达到允许值或其他收敛条件以满足时，停止，否则转到

步骤3。

3．3．3遗传算法优化神经网络权值及阈值的步骤

一、编码方式分析：

编码是应用遗传算法首先要解决的问题，也是设计遗传算法的一个关键步骤。编

码方法除了决定个体的染色体排列形式之外，还决定了个体从搜索空间 的基因

型变换到解空间的表现型时的解码方法，编码方法也影响到交叉算子、变异算子等遗

传算子的运算方法。所以，编码方法在很大程度上决定了如何进行群体的遗传进化运

算以及遗传进化运算的效率。

用遗传算法优化BP网络的初始权值和阈值，首先要考虑网络权值和阈值的编码。

编码原则：

针对跳汰系统具体应用问题，如何设计一种完美的编码方案是重点课题，也是遗

传算法的一个重要研究方向。可以说目前还没有一套既严密又完整的指导理论及评价

准则能够帮助我们设计编码方案。

作为参考，De Jong曾提出了两条操作性较强的实用编码原则(又称为编码规则)‘17】：

·编码原则一(有意义积木块编码原则)：应使用能易于产生与所求问题相关的且
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具有低阶、短定义长度模式的编码方案。

·编码原则二(最小字符集编码原则)：应使用能使问题得到自然表示或描述的具

最小编码字符集的编码方案。

由于遗传算法应用的广泛性，迄今为止人们已经提出了许多种不同的编码方法。

总的来说，这些编码方法可以分为三大类：

1、二进制编码方法：

二进制编码方法是遗传算法中最常用的一种编码方法，它使用的编码符号集 是

由二进制符号0和l所组成的二值符号集{O，l}，它所构成的个体基因型是一个二进

制编码符号串。

二进制编码方法的优点：

·编码、解码操作简单易行；

·交叉、变异等遗传操作便于实现；

·符合最小字符集编码原则；

·便于利用模式定理对算法进行理论分析。

格雷码编码方法

格雷码编码方法是二进制编码方法的一种变形。其连续的两个整数所对应的编码

值之间仅仅只有一个码位是不相同的，其余码位都完全相同。

格雷码编码优点：

·便于提高遗传算法的局部搜索能力；

·交叉、变异等遗传操作便于实现；

·符合最小字符集编码原则；

·便于利用模式定理对算法进行理论分析。

二进制编码的缺点：

·二进制编码存在着连续函数离散化时的映射误差。个体编码串的长度较短时，

可能达不到精度要求；个体编码串的长度较长时，虽然能提高编码精度，但却会使遗

传算法的搜索空间急剧扩大。

·二进制编码不便于反映所求问题的特定知识，这样也就不便于开发针对问题专

门知识的遗传运算算子，人们在一些经典优化算法的研究中所总结出的一些宝贵经验

也就无法在这里加以利用，也不便于处理非平凡约束条件。
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2、浮点数编码方法：

个体的每个基因值用某一范围内的一个浮点数来表示；个体的编码长度等于其决

策变量的个数。因为这种编码方法使用的是决策变量的真实值，所以浮点数编码方法

也叫做真值编码方法。

在浮点数编码方法中，必须保证基因值在给定的区间限制范围内；遗传算法中所

使用的交叉、变异等遗传算子也必须保证其运算结果所产生的新个体的基因值也在这

个区间限制范围内。当用多个字节来表示一个基因值时，交叉运算必须在两个基因的

分界字节处进行，而不能在某个基因的中间字节分隔处进行。

浮点数编码方法的优点：

．·适合于在遗传算法中表示范围较大的数；

·适合于精度要求较高的遗传算法；

·便于较大空间的遗传搜索；

·改善了遗传算法的计算复杂性，提高了运算效率：

·便于遗传算法与经典优化方法的混合使用；

·便于设计针对问题的专门知识的知识型遗传算子；

·便于处理复杂的决策变量约束条件。

浮点数编码方法的缺点：

·’有些问题需要专门的遗传操作算子．

3、符号编码方法：

个体染色体编码串中的基因值取自一个无数值含义、而只有代码含义的符号集。

这个符号集可以是一个字母表，如{4B，C,D⋯}；

也可以是一个数字序号表，如{1，2，3，4，5⋯}；

还可以是一个代码表，如 {么。，爿：，A3，A4⋯}等等。

符号编码的主要优点：

·符合有意义积木块编码原则。

·便于在遗传算法中利用所求解问题的专门知识。

·便于遗传算法与相关近似算法之间的混合使用。

但对于使用符号编码方法的遗传算法，一般需要认真设计交叉、变异等遗传运算
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的操作方法，以满足问题的各种约束要求，这样才能提高算法的搜索性能。

综上考虑，由于对跳汰系统神经网络样本值而言，优化的神经网络的初始权值和

阈值是实数，二进制编码存在着离散化时的映射误差，而且有精度要求和搜索空间之

间的矛盾，个体编码串的长度较短时，可能达不到精度要求。由于优化的目标总体数

目比较多，个体编码串的长度较长时，每个个体的二进制编码的符号串长度就会很长，

大的搜索空间寻优肯定会使得遗传算法的运行性能相当差，甚至可能无法进行下去。

符号编码方法一般用于解决一些专门的问题。而浮点数编码是连续参数优化问题的自

然描述，个体的编码长度等于其决策变量的个数，有比较高的精度，便于较大的搜索

空间，对于一些复杂的问题也有较高的运算效率，而且便于和其他搜索技术相结合。

所以采用浮点数编码的方法进行具体编码：

设输入层有m个节点，隐含层有s个节点，输出层有n个节点。这样对BP网络的

权值(共有m木s+s·玎个权值)编码如下：

形。，％l，．一，％，⋯，％，⋯，％，⋯，既

其中％为输入层第f个节点到隐含层第_，个节点的连接权。％为隐含层第_『个节

点到输出层第s个节点的连接权。

对阈值b进行编码，有隐含层和输出层共有s+n个阈值，编码如下：

曰l，曰2，⋯，噩+。

最后得到的遗传算法的种群个体由权值和阈值向量组成。表示如下：

％。，％l，．一，％，⋯，％，⋯，％，⋯，既Bi，B2，⋯，E+。

遗传算法编码长度为m掌J+s事以+s+n。

二、遗传算法的初始化：

首先对BP网络初始化。其中包括网络的输入，输出向量的生成，网络的输入层，

隐含层，输出层神经元节点的个数和遗传算法编码长度的确定。

1、适应度函数的确定：

遗传算法的一个特点是它仅使用所求问题的目标函数值就可得到下一步的有关搜

索信息。而对目标函数值的使用是通过评价个体的适应度来体现的。适应度函数是评

价个体优良的标准，优秀的个体适应度值大。评价个体适应度的一般过程是：

(1)对个体编码串进行解码处理后，可得到个体的表现型：
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(2)由个体的表现型可计算出对应个体的目标函数值；

(3)根据最优化问题的类型，由目标函数值按一定的转换规则求出个体的适应度。

这里设计的神经网络是以均方误差函数嬲P最小为目标函数，

， Ⅳ
2

， N 2

rose 2专善Q，)2专善“一口，) (卜14)

这样目标函数总是取非负值，但是遗传算法要把问题转化为求目标函数最大值的

优化问题，故可直接用总的训练样本的均方误差函数m8P的和的倒数作为个体的适应

度。适应度厂即为：

厂=击=^
∑Q，) ∑纯q)

(3一15)

2、初始群体的设定：

遗传算法中由众多的个体组成了群体，遗传操作是对众多个体同时进行的。群体

中所含的个体数目称为群体规模。群体规模越大，群体中个体的多样性越高，算法陷

入局部解的危险越小。所以，从考虑群体多样性出发，群体规模应该大一些。但是，

群体规模太大，其适应度评估次数就会增加，从而影响算法的效能，另一方面，群体

规模太小，会使遗传算法的搜索空间分布范围有限，因而搜索有可能停止在未成熟阶

段，引起未成熟收敛现象，必须保持群体的多样性，即群体规模不能太小。通常种群

规模为20到1 00之间，这里取其平均值选定初始种群为60，根据隐含层节点数目的增

加可以适当增加种群中个体的数目。由于遗传算法是一种全局最优化方法因此初始群

体的选择对算法的收敛性不会产生太大的影响，所以采用最简单的随机方法产生初始

群体。由于神经网络的权值和阈值应该是比较小的实数，所以把遗传算法编码的范围

定在．1到l之间。随机产生初始种群P=防．，X2，⋯⋯，以】，对任一石，为一个神经网

络的权值向量和一个阂值向量组成。

3、遗传操作：

遗传操作是模拟生物基因遗传的操作。通过编码组成初始群体后，遗传操作的任

务就是对群体的个体按照它们对环境的适应的程度进行的操作，从而实现优胜劣汰的

进化过程。从优化搜索的角度而言，遗传操作可使问题的解，一代一代的逐渐优化，

从而逐渐逼近最优解。遗传操作包括三个基本的遗传算子t选择操作，交叉操作，变
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异操作。这三个遗传算子的操作都是在随机扰动情况下进行的。遗传操作是随机化操

作，但是这种随机化操作和传统的随机搜索方法是有区别的。遗传操作进行的是高效

有向的搜索而不是如一般随机搜索方法所进行的无向搜索。其效果和编码方法、群体

大小、初始群体以及适应度函数的设定密切相关。三个基本遗传算子的操作方法和操

作策略随具体求解的问题不同而异。和个体的编码方式直接有关。下面针对本文中的

问题选择合适的遗传算子。

4、选择算子：

选择是从群体中选择优胜的个体，淘汰劣质个体的操作。其目的是把优化的个体

直接遗传到下一代或通过配对交叉产生新的个体再遗传到下一代。选择操作是建立在

群体中个体的适应度评估基础上的。常见的选择算子如下：

适应度比例选择：

适应度比例选择是目前遗传算法中最基本的选择方法。也叫赌轮选择。该方法中

各个个体被选中的概率与其适应度大小成正比。设群体大小为M，个体f的适应度为

曩，则个体i被选中的概率￡，为：

忍=E／∑互 (f=1⋯2．．，M) (3一16)

显然，概率只，反映了个体f的适应度在整体的个体适应度总和中所占的比例。适

应度越高的个体被选中的概率也越大，适应度越低的个体被选中的概

率也越小。但是由于随机操作的原因，这种选择方法的误差比较大，有时甚至连

适应度较高的个体也选择不上。

5、分级选择或称排序选择：

在遗传算法中个体适应度数值上的差别有时会很大，尤其是在算法的早期这种差

别更是悬殊。因此，个别特优个体会多次被选中进行复制，经过几代后它们在群体中

数目愈来愈多，冲淡了群体的多样性。因此，人们提出分级的概念，用连续渐变的分

级代替数值悬殊的适应度。

操作方法如下：

设群体中有m个个体，将它们按降序方法依次排序，规定个体优劣的等级依次为：

l，2，3，⋯，f，⋯，M。

采用线性分级，使各个个体被选中的可能性有如下线性关系：
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pO)=g—O—1)掌d

其中， g——最优个体被选中的概率；

d——相邻个体被选中概率之差。

上述线性关系使p(f)构成等差级数，即：

g，g—d，g一2d，⋯，g—i*d，⋯，g一(IM一1)·d

由于概率定义要求∑p(f)=1，按级数求和，有：
i=l

即

M．q-—M(M了-一1)a=1

g=—(M了-1一)d+万1

(3-一17)

(3一16)

(3—17)

分级选择能够消除个体适应度差别悬殊时的影响，代替适应度的缩放技术。但是

却抹杀个体适应度的实际差别，未能充分运用遗传信息。

6、竞技选择法：

这种选择法通过相互竞争，优胜者成为下一代的个体。在每一代群体中，每次都

随机选择k个个体构成一个小群体，然后从这k个个体中确定性地取适应度最大的个体

复制，进入下一代群体。被复制后的个体仍返回父代群体中，参加下一次k个个体的

随机选择。这种随机选择重复M次，产生M个下一代个体．

在竞技选择法中，选择的力度取决于k值的大小。k值愈大，每次选出的优胜者具

有很高的适应度。反之，七值愈小，优胜者的适应度或高或低，随机性很强。

最优保存策略：

在遗传算法的运行过程中．通过对个体进行交叉、变异等遗传操作而不断地产生

出新的个体。虽然随着群体的进化过程会产生出越来越多的优良个体，但由于选择、

交叉、变异等遗传操作的随机性，它们也有可能破坏掉当前群体中适应度最好的个体。

希望适应度最好的个体要尽可能地保留到下一代群体中。为达到这个目的，可以使用

最优保存策略进化模型来进行优胜劣汰操作。
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其基本思想是当前群体中适应度最高的个体不参与交叉运算和变异运算，而是用

它来替换掉本代群体中经过交叉、变异等遗传操作后所产生的适应度最低的个体。

最优保存策略可视为选择操作的一部分。该策略的实施可保证迄今为止所得到的最

优个体不会被交叉、变异等遗传运算所破坏，它是遗传算法收敛性的一个重要保证条

件。但是它容易使得某个局部最优个体不易被淘汰掉反而快速扩散，从而使得算法的

全局搜索能力不强。

这里用遗传算法优化神经网络的权值和阈值的初始值，是利用了遗传算法的全局

搜索能力，避免其出现早熟现象。而分级选择算法的在遗传早期能避免由于个体适应

度数值上的差别有时会很大时个别特优个体会多次被选中进行复制，而使遗传算法早

熟现象的产生。所以选择分级选择算子。

7、交叉算子的选择：

在生物的自然进化过程中，两个同源染色体通过交配而重组，形成新的染色体，

从而产生出新的个体或物种。交配重组是生物遗传和进化过程中的一个主要环节。同

样，遗传算法中起核心作用的是遗传操作的交叉算子。交叉操作是指把两个父代个体

的部分结构加以替换重组而生成新个体的操作。通过交叉，遗传算法的搜索能力得以

飞跃提高。

交叉算子的设计和实现与所研究的问题密切相关，一般要求它既不要太多地破坏

个体编码串中表示优良性状的优良模式，又要能够有效地产生出一些较好的新个体模

式。另外，交叉算子的设计要和个体编码设计统一考虑。其设计包括如何确定交叉点

的位置和如何进行部分基因交换两方面的内容。

算术交叉：

算术交叉是由两个个体的线性组合而产生出两个新的个体。为了能够进行线性组

合运算，算术交叉的操作对象一般是由浮点数编码所表示的个体。

算术交叉产生的新个体如下：

x二+1=伉碓+(1一口lY： (3——18)

X。t+1=Q吠二+(1一口工碓 (3——19)

式中：X为个体；口为一0到1的参数，它可以是一个常数，此时所进行的交叉

运算称为均匀算术交叉；它也可以是一个由进化代数所决定的变量，此时所进行的交

叉运算即为非均匀算术交叉。
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算术交叉的主要操作过程

1．确定两个个体进行线性组合时的系数。

2．依据上式生成两个新的个体。

纵上所述，本文采用浮点数编码方法，而算术交叉对浮点数编码方法操作比较方

便，能够进行线性组合运算，在一定程度上能够产生出性能更优的新个体，可以使算

法有较好的稳定性。所以采用算术交叉运算。其中的参数口每次交叉运算前随机生成。

8、变异算子的选择：

变异运算是对群体中的个体串的某些基因座上的基因值作变动。尽管只是产生新

个体的辅助方法，但它也是必不可少的一个运算步骤，因为它决定了遗传算法的局部

搜索能力。在遗传算法中使用变异算子主要有以下两个目的：一是使遗传算法的局部

的随机搜索能力。当遗传算法通过交叉算子已接近最优解邻域时，利用变异算子的这

种局部随机搜索能力可以加速向最优解收敛。二是使遗传算法可以维持群体的多样性，

防止出现早熟现象。交叉算子与变异算子的相互配合，共同完成对搜索空间的全局搜

索和局部搜索，从而使得遗传算法能够以良好的搜索性能完成最优化问题的寻优过程。

常用的变异方法如下：

基本位变异：

基本位变异操作是指对个体编码串中以变异概率随机指定的某一位或某几位基因

座上的基因值作变异运算。基本位变异操作改变的只是个体编码串中的个别几个基因

座上的基因值，并且变异发生的概率也比较小，所以其发挥的作用比较慢，作用的效

果也不明显。

均匀变异：

均匀变异操作指分别用符合某一范围内均匀分布的随机数，以某一较小的概率来

替换个体编码串中各个基因座上的原有基因值。

均匀变异的具体操作过程如下：

1．依次指定个体编码串中的每个基因座为变异点。

2．对每一个变异点，以变异概率从对应基因的取值范围内取一随机数来替代原有

基因值。

均匀变异操作持别适合应用于遗传算法的初期运行阶段，它使得搜索点可以在整

个搜索空间内自由地移动，从而可以增加群体的多样性，使算法处理更多的模式。
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边界变异：

边界变异是均匀变异操作的一个变形算法。在进行边界变异操作时，随机地取基

因座的二个对应边界基因值之一去替代原有基因值。

当变量的取值范围特别宽，并且无其他约束条件时，边界变异会带来不好的作用。

但它特别适用于最优点位于或接近于可行解的边界时的一类问题。

非均匀变异：

均匀变异操作取某一范围内均匀分布的随机数来替换原有基因值，可使得个体在

搜索空间内自由移动。但另一方面，它却不便于对某一重点区域进行局部搜索。而非

均匀变异不取均匀分布的随机数去替换原有的基因值，而是对原有基因值作一随机扰

动，以扰动后的结果作为变异后的新基因值。对每个基因座都以相同的概率进行变异

运算之后，相当于整个解向量在解空间中作了一个轻微的变动。非均匀变异的具体操

作过程与均匀变异相类似，但它重点搜索原个体附近的微小区域。

非均匀变异可使得遗传算法在其初始运行阶段进行均匀随机搜索，而在其后期运

行阶段进行局部搜索，所以它产生的新基因值比均匀变异所产生的基因值更接近于原

有基因值。故随着遗传算法的运行，非均匀变异就使得最优解的搜索过程更加集中在

某一最有希望的重点区域中。

高斯变异：

高斯变异操作是改进遗传算法对重点搜索区域的局部搜索性能的另一种变异操作

方法。

高斯变异操作是在进行变异操作时，用符合均值为甜、方差为仃，的正态分布的一

个随机数来替换原有基因值。

高斯变异的具体操作过程与均匀变异类似。具体实现高斯变异时，符合正态分布

的随机数可由一些符合均匀分布的随机数利用公式来近似产生。

从上面的讨论可以看出：基本位变异操作发生的概率也比较小，发挥的作用比较

慢，作用的效果不明显。边界变异，非均匀变异和高斯变异主要是改进遗传算法对重

点搜索区域的局部搜索性能的变异操作方法。而这里希望遗传算法在运算要有全局的

搜索能力，尽量使初期运行阶段的群体要有多样性。所以选用均匀变异操作。

9、终止条件：

遗传算法是一个反复迭代的过程，每次迭代期间，要执行适应度计算，复制，交
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叉，变异等操作，直到满足终止条件。

使遗传算法终止的方法有三种：

(1)规定最大迭代次数Ⅳ。一旦遗传算法达到了规定最大迭代次数Ⅳ，则停止操

作，输出结果。

(2)规定最小的偏差万。对于适应度目标已知的遗传算法，可以用最小偏差万制

定终止条件，即：

l‰一厂|<万

式中 厂为已知的适应度目标，‰为每代最大的适应度。

(3)观察适应度的变化趋势。在遗传算法的初期，最优个体的适应度以及群体的

平均适应度都较小，而随着操作，适应度值增加。到了遗传算法后期，这种增加已趋

缓和或停止，一旦这种增加停止，即终止遗传算法。

lO、实数编码交叉概率和突变概率的确定：

当选择策略确定后影响遗传算法收敛性的主要因素是交叉和变异算子。交叉和变

异算子对于遗传算法收敛性的影响在编码方式确定后通过交叉率和变异概率来体现。

较大的交叉概率可增强遗传算法开辟新的搜索区域的能力，但高性能的模式遭到破坏

的可能性增大，若交叉概率太低，遗传算法搜索可能陷入迟钝状态。变异概率对于保

持群体结构多样性，防止过早收敛是一种重要手段。变异概率过大将引起遗传算法的

振荡，过d,N影响各进化迭代搜索区域的范围。由此可知交叉率和变异率对于遗传算

法的收敛性有重要影响。对于交叉概率和突变概率的选择还没有一定的标准，目前常

用的参数范围是交叉概率为0．舡如．99，变异概率范围为0．005珈．1，为了增强遗传算
法的搜索能力，选择较大的交叉概率，为了使遗传算法稳定选取较小的变异概率。最

后选定交叉概率为O．7，变异概率为O．03。

3．4遗传算法与神经网络结合的仿真结果

神经网络结构确定后，对于矸石带煤模式识别用遗传算法优化神经网络的初始权

值和阈值和不用遗传算法优化神经网络的初始权值和阈值的matlab仿真结果的对比：

对于不用遗传算法优化神经网络的初始权值和阈值即随机给定网络的初始权值和

阈值：由于不同的初始权值和阈值可能会导致完全不同的训练结果，所以训练了10次
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网络，设训练最大步长10000次。在训练神经网络时由于不能过于追求较小的误差训

练目标，以免过小的误差训练目标值会使网络陷入局部最小点，即过拟合状态，同时

也会增加训练时间，甚至导致无法收敛，因此误差训练目标值设为0．01，完全可以满

足跳汰机的控制需要。实际运行发现，由于神经网络的初始权值和阈值是随机选取的，

十次仿真结果中有两次是收敛的。部分仿真结果如下：其中的elapsed—time为训练网

络所需要的时间，横坐标为训练步数，纵坐标为训练误差。

训练时间elapsed—time=113．3530

图3—2随机给定神经网络初始权值和阈值训练结果1

训练时间elapsed_time=167．0300

图3—3随机给定神经网络初始权值和阈值训练结果2

figure 3—2 train result 1 with random beginning figure 3—3 tram result 2 with random beginning

weights and threshold weights and threshold

训练时I司elapsed_time= 34．0390 训练时间elapsed_time= 1 1．5960

图3～4随机给定神经网络初始权值和阈值训练结果3 图3—5随机给定神经网络初始权值和阈值训练结果4

figure 3—4 train result 3 with random beginning f igure 3—5 train result 4 with random beginning

weights and threshold weights and threshold

在采用遗传算法优化神经网络的初始权值和阈值后再用神经网络训练的方法训练

网络时，共训练了10次网络，发现有9次网络能较好收敛。下面是部分训练结果。其中

的elapsed—time为训练网络所需要的时间，横坐标分别为遗传代数和训练步数，纵坐
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标为训练误差。

训练时间elapsed_time=125．7480

图3—6遗传最大迭代次数为200时训练结果

figure 3—6 train results with max inherit generation 200

训练时间elapsed—time= 18．7070

图3—7遗传最大迭代次数为100时训练结果

figure 3—7 train results with max inherit generation 100

由lJ练时间elapsed—time= 29．9030

图3—8：遗传最大迭代次数为80时训练结果

figure 3—8 train results with max inherit generation 80
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训练时间elapsed—time=219．4950

图3—9遗传最大迭代次数为500时训练结果

figure 3—9 train results with max inherit generation 500

训练时间elapsed_time=101．6100

图3—10遗传最大迭代次数为500_g．最大适应度值为0．0001时训练结果

figure 3—10 train results with max inherit generation 500&max adaptability is 0．0001

训练时间elapsed—time=208．5740

图3一11：遗传最大代数为5 00时训练结果

figure 3—1 1 train results with max inherit generation 500
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通过比较发现：采用遗传算法优化神经网络的初始权值和阈值，使神经网络能比

较好地摆脱局部极小，但是网络的计算量变大了。

而随机选择神经网络的初始权值和阈值，网络很容易陷入局部极小，但是如果网

络能收敛，训练时间还是比较短的。上面网络收敛时，迭代步数为2120时，仿真时间

为34．0390秒。当迭代步数为691时，仿真时间为11．5960秒。

采用遗传算法和神经网络相结合的算法时，仿真时间和选择的遗传算法最大迭代

代数有很大的关系，而和遗传算法终止时最终的适应度的大小关系不大。

如果选择了较小的迭代代数，就会使神经网络的迭代步数变大，最终的仿真时间

也就比较长同时可能会陷入局部极小，如果选择了较大的遗传算法最大迭代代数，神

经网络的迭代步数就会变小，但是遗传算法仿真时间就变得比较长。

如选择遗传最大代数为500时，仿真时间为208．5740秒，选择遗传最大代数为80时，

仿真时间为29．9030秒。但是当选择的遗传最大迭代代数为100时，仿真时间为18．7070

秒，仿真时间达到了比较小的值。

这表明如果选择了遗传算法合适的最大迭代代数，就会使训练达到比较好的效果。

3．5基于RBF网络的矸石带煤模式识别

BP神经网络虽然是用途最广泛的一种网络，但网络的学习算法存在训练速度慢、由

于利用梯度下降算法，在学习阶段可能会陷入局部极小，全局搜索能力差，虽然有一

些方法，如上面的遗传算法，虽然可以在某种条件下避免局部最小，但一般都需要巨

大的计算量，从而极大地限制了实时应用。而且网络存在难以确定隐含层和隐节点数

等缺点。

从理论上而言，RBF网络和BP网络一样可以近似逼近任何连续的非线性函数，两者

的主要区别在于各使用不同的作用函数，BP网络中的隐含层节点使用的是sigmoid函

数，其函数值在输入空问中无限大的范围内为非零值，而RBF神经网络的作用函数则是

局部的，是一种典型的局部逼近神经网络，网络的每个隐含层神经元传递函数都构成

了拟合平面的一个基函数，网络也由此而得名。

由于二者的构造本质不同，RBF网络与BP网络相比通常规模较大，但学习速度较快，

并且网络的函数逼近能力、模式识别与分类能力都优于后者，但它是在局部范围内而

言的。
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RBF网络是以函数逼近理论为基础而构造的一类前向网络。这类网络的学习等价于

在多维空间中寻找训练数据的最佳拟合平面。即对输入空间的某个局部区域，只有少数

几个权值影响网络的输出。而全局逼近神经网络对于每对输入输出数据对，网络的每

一个权值均需要调整，从而导致全局逼近网络学习速度很慢，这个缺点对于控制来说

常常是不可忽视的。RBF神经网络对于每个输入输出对，只有少量的权值需要调整，从

而使局部逼近网络具有学习速度快的优点。

3．5。1 RBF网络的结构

RBF神经网络通常是一种前向网络。也是由输入层、隐含层和输出层组成，见图4

一12。输入层只传递信号到隐含层，隐含层节点由像高斯函数那样的辐射状作用函数

构成，隐含层节点中的作用函数(基函数)对输入信号将在局部产生响应，当输入信号

靠近基函数的中央范围时，隐含层节点将产生较大的输出，因此这种网络具有良好的

局部逼近能力。

图3—12径向基网络结构

figure 3—12RBF NN structure

对于输入层，只负责信息的传输，其输入与输出相同；对于隐含层，每个神经元

将自己和输入层神经元相连的连接权值矢量∥1。(也称为第i个隐含层神经元的基函数

中心)与输入矢量x9陵示第g个输入矢量，x9=(xf，x；，．．．，x；，．．．，x：)】之间的距离乘以

本身的偏置值61，作为自己的输入，见图3一13。
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图3—13 RBF网络隐含层神经元的输入与输出示意图

figure 3—13 inputs&outputs ofRBF ofhidden layer ilearon

对应输入层第g个输入产生的隐含层第f个神经元的输入为后?：

鲜=，／∑(们∥一x；)2×bl，(3--20)
Y 』

隐含层第i个神经元的输入经过高斯函数的变换产生的输出为甲：

‘g=P·印，z=P<1f酽blj)2--e-([矽-，一x9I}(6·，r 。3—2。，

径向基函数的偏置值bl可以调节函数的灵敏度，但实际工作中常用另一参数C

(称为扩展常数)。bl和C的关系在实际应用中有多种确定方法，在MATLAB神经网络函

数中bl和l C的关系设置为bl；=0．8326／Ci，此时隐含层神经元的输出变为：

一(匹掣)z 删262(唑Wlj-一XqI)：妒=e L。
=e

q (卜22)

RBF网络的输出节点一般是线性的，即输出层的传递函数为线性函数。输出单元对

隐节点输出进行线性加权组合，整个网络执行的是通过非线性基函数的线性组合、从

输入空间到输出空间的非线性变换。对应输入层第g个输入产生的输出层神经元输出Y叮

为：

Y9=∑妒×w2， (3—23)
i=l

7l
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RBF网络的训练分为2步：第1步为非监督式学习，为了训练输入层与隐含层间的权

值形1和基函数的宽度，是一个非线性优化的问题，其求解方法较复杂，目前可选用的

学习方式较多，主要有随机选取RBF中心(直接计算法)、无监督学习选取RBF中心(k一均

值聚类法)、正交最小二乘法(OLS)等。第2步为监督式学习为了训练隐含层与输出层间

的权值W2。是一个线性优化问题，学习速度较快，且有唯一确定的解。

3．5．2 RBF网络设计

作者采用精确设计函数new-rbe和普通设计函数newrb两个函数来创建径向基神经

网络。

nelrrbe函数可用来精确设计径向基神经网络，所谓精确，是指该函数生成的网络

对于训练样本数据达到了零误差。函数newrbe的调用形式是

net=newrbe(P，T，Spread)

其中，P为输入向量；T为期望输出；Spread为径向基函数的分布系数扩展常数，代表

径向基函数的宽度，缺省值为1。0。

而ne鼍rrb函数的调用形式是

net=newrb(P，T，GoAL，Spread，MN，DF)

其中，P为输入向量；T为期望输出；GoAL为目标误差，删表示最大神经元个数，其最

大值为训练样本个数，DF表示迭代过程的显示频率，Spread为径向基函数的分布系数。

newrbe函数在建立网络时生成的隐含层神经元个数与训练样本数据的个数相同，

隐含层神经元的扩展常数为0．8632／Spread。

newrb函数利用迭代方法设计径向基神经网络，采用误差纠正RBF学习算法，是对

RBF网络的中心、基函数的宽度和输出单元的权值同时从样本中进行监督学习。训练过

程中，开始时网络径向基层(即隐含层)的神经元个数为零，通过检查输出误差使网络

自动增加神经元，在每次迭代中，网络首先进行仿真并找到对应于最大输出误差的输

入样本矢量，然后径向基层添加一个神经元并把权值设为该输入矢量，最后再修改线

性层(输出层)的权值以达到最小误差。并检查新网络的误差，重复此过程直到平方和

误差下降到目标误差以下或隐含层神经元个数达到最大值时迭代停止。

由上述可知当训练样本数据过多时，利用newrbe'函数生成的网络会过于庞大，从

而使网络的实用性变差。所以使用newrb函数对网络进行训练，随机抽取200组数据作
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为测试数据，其余的400组数据作为训练数据。

newrb函数的RBF网络结构设计中最重要的是目标误差值和径向基函数的分布的

取值，它直接影响到网络的拟合和泛化能力。

网络的误差目标是使网络的实际输出和目标输出在训练样本上允许相差的程度。

误差太大，网络训练不完全：误差太小、可能出现过度拟合现象，而使其泛化能力太

差。前面提到一般的工程问题误差训练目标值选No．01---,lOe一5即可，采用缺省的

Spread值，改变误差值，使误差值从lOe-5到0．01之间变化，经过仿真发现当误差值取

0．004时，网络的测试误差也达到了满意的结果。所以首先选定网络的误差目标值为

0．004。

表3—2 RBF神经网络仿真结果

table 3—2 emulation results ofRBF ANN

Spread 隐含层节点数 训练误差 测试误差

O．2 39 0．000340562 24．3873％

0．4 32 6．62643e-029 21．6153％

O．6 38 1．84593e-028 22．3032％

O．8 37 0．00294323 19．1516％

1．O 37 0．0242084 1 5．7699％

1．2 37 0．0145366 12．8585％

1．4 36 1．66844e．027 10．4620％

1．6 37 7．13998e．026 13．0194％

1．8 36 2．75581e．026 16．5181％

2．O 37 2．30799e-025 18．3671％

2．2 37 4。06876e-025 20．0030％

2．4 37 0．000462797 23．9882％

2．6 36 0．0196457 24．2263％

2．8 38 2．42864e．024 24．2498e％

3．O 36 8．38925e-02 24．3395％

4．0 36 4．63922e-022 23．7964％

5．0 37 5．80587e．021 24．91 58％
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然后确定Spread参数的值：Spread越大，需要非常多神经元来适应这种快速变化，

如果Spread过小，需要许多神经元来适应这种缓慢变化。因此，需要对Spread进行

尝试，以确定最优值。

对Spread参数采用采用从1为中心以0．2递增和递减用实验的方法确定Spread

参数。表3—2是RBF神经网络仿真结果，图3—14是RBF网络的部分训练结果。

训练时间elapsed—time= 1．6020 训练时间elapsed—time= 1．5130

图3—1 4：RBF网络的部舯ll练结果
figure 3—14 part tram results of RBF NN

从上面的表，可以看出，当Spread参数的值为1．4时，训练误差达到了

1．66844e．027，同时测试误差是仿真的最小值10．4620％。所以选定Spread参数的值为

1．4。

通过比较BP网络和RBF网络的仿真结果，可以看出：对于跳汰机的矸石段床层分

选模式识别，RBF网络的学习速度比BP网络快，同时测试误差也比BP网络要小些，尽

管网络的隐含层结点数目比较大即网络的规模比较大，但可以达到比较理想的结果，

测试误差可以达到10．46％。

3．6本章小结

以床层的三个层位的密度值、入洗原煤性质、排料门的开度值和风阀周期等参数

作为输入，而把矸石带煤作为输出，构建了BP和RBF人工神经网络。

选用600组样本数据用作神经网络的训练和测试：把数据分为4个互不相交的子

集，选其中一个子集作为验证集合，一个子集作为测试集合，另外两个子集作为训练

集合。
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用遗传算法优化BP神经网络的初始权值和阈值，遗传算法的终止条件设为最大进

化代数200；对于每个隐含层数目，采用提前终止方法；确定神经网络隐含层节点数为

7；采用浮点数编码的方法：选用均匀变异操作。仿真结果为：

当选择的遗传最大迭代代数为100时，仿真时间最小，为18．7070秒，而对RBF网络，

当Spread参数的值为1．4时，训练误差1．66844e．027，同时测试误差最小。

通过比较BP网络和RBF网络的仿真结果，可以看出：对于跳汰机矸石段床层模式

识别，RBF网络的学习速度比BP网络快，同时测试误差也比BP网络要小些，尽管网络

的隐含层结点数目比较大，但可以达到比较理想的结果，测试误差可以达到10．46％。

本章的研究说明，人工神经网络可以用来构建跳汰机分层、排料一体化模型，该

模型可以是BP网络也可以是RBF网络，并且模型中包含了跳汰机分层和排料的所有信

息：诸如风阀周期、排料门开度、床层分层状态、入洗原煤性质等，同时，模型的输

出直接是矸石带煤这一最终控制目标，即对于跳汰机这一复杂系统而言，人工神经网

络模型可以通过简单的实验来获得并能表现出较好的功能。

然而，可以看出，尽管采用了遗传算法优化BP神经网络的初始权值和阈值等方法，

测试误差仍高达10％以上，如果不尽可能降低测试误差，势必影响其使用效果。

逐渐提高网络泛化能力、降低测试误差，尽管可以在以后的应用过程中通过采集

典型样本不断对模型在线修正实现，但是毕竟样本的采集具有一定的困难和复杂性，

如何提高小样本情况下模型的适应性成为必然的研究对象，在此情况下，研究支持向

量机在跳汰系统模式识别中的应用可能及效果就显得尤为必要了。

75
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第四章基于支持向量机的跳汰过程状态识别

鉴于利用GA+ANN对跳汰机床层状态识别存在误差大(10％)、网络构建复杂和

需要大量的训练样本等问题。特别是后者，生产过程中要获取大量样本需要很长的时

间，在这段时间内过程参数(例如入洗原煤性质等)可能发生很大变化，所取得的样本就

有很大差别，不可能全部用作训练样本，这就给上述神经网络的应用产生困难。于是，，

作者考虑当出现这种情况时，采用只需要有限样本的基于支持向量机跳汰过程状态识

别方法。

支持向量机方法及其应用于跳汰过程辨识的几个主要优点：

1．它是专门针对有限样本情况的，其目标是得到现有信息下的最优解而不仅仅是样本

数趋于无穷大时的最优值；

跳汰过程辨识不可能采集数千个甚至更多的样本，原因之一是采集过程复杂、大

量散状的煤炭样品其代表性就是一个非常值得探究的问题；原因之二是即使跳汰机控

制参数不变，入洗原煤却在时时刻刻改变着，采集的样本就必须加入入洗原煤性质这

样的参数，使样品的复杂性大大增加。

而支持向量机的第一个优点正好适应了这种情况。

2．算法最终将转化成为一个二次型寻优问题，从理论上说，得到的将是全局最优点，

解决了在神经网络方法中无法避免的局部极值问题：

局部极值问题在跳汰过程中的表现一方面表现在控制变量适应性差，不能像有经

验的人工操作那样可以进行大幅度的调整；另一方面表现在对目标函数(矸石带煤)

反映的准确性上面，即：矸石带煤在某种情况下是有超常值出现的，例如，在出现机

械故障甚至人为故障致使床层出现排空时即是如此。支持向量机的二次型寻优问题，

即可有效避免局部极值的发生。

3。算法将实际问题通过非线性变换转换到高维的特征空间(Feature Space)，在高维空

间中构造线性判别函数来实现原空间中的非线性判别函数，特殊性质能保证机器有较

好的推广能力，同时它巧妙地解决了维数问题，其算法复杂度与样本维数无关；在SVM

方法中，只要定义不同的内积函数，就可以实现多项式逼近、贝叶斯分类器、径向基

函数(Radial Basic Function或RBF)方法、多层感知器网络等许多现有学习算法。
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这一特点的有效应用，应该可以使跳汰系统辨识推广能力得到提高，从而使智能

控制得以实现。

4．1统计学习理论的基本思想

统计学习理论的基本思想就是通过让机器对大量信息的认知，进行内部学习、分

析归类、记忆存储和随时更新等处理过程，达到做出预期输出的目的，基本结构框图

见图4—1。

出Y

出夕

图4—1统计学习理论基本结构框图

figure 4—1 basic slmc眦ofstatistical learning theory

统计学习理论是研究小样本统计估计和预测的理论，其核心内容主要包括四个方

面：

(1)经验风险最小化准则下统计学习一致性的条件；

(2)在这些条件下关于统计学习方法推广性的界；

(3)在这些界的基础上建立的小样本归纳推理准则：

(4)实现新的准则的实际算法。

其中，最有指导性的理论结果是推广性的界，与此相关的一个核心概念是VC维

(VC Dimension)。它是描述函数集或学习机器的复杂性或者说是学习能力(Capacity of

themachine)的一个重要指标，在此概念基础上发展出了一系列关于统计学习的一致性

(Consistency)、收敛速度、推广性能(Generalization Performance)等重要结论呻¨。统计

学习理论是建立在一套较坚实的理论基础之上的，为解决有限样本学习问题提供了一

个统一的框架。它能将很多现有方法纳入其中，有望帮助解决比如神经网络结构选择

问题、局部极小点问题等。

4．1．1 VC维

在模式识别方法中VC维的直观定义是：对于一个指示函数集，如果存在h个样本
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能够被函数集里的函数按照所有可能的26种形式分开，则称函数集能够被h个样本打

散。函数集的vC维就是能够打散的最大样本数目h。如果对任意的样本数，总有函数

能打散它们，则函数集的VC维就是无穷大。有界实值函数的VC维可以通过使用阈值

将函数转化成指示函数来定义。它描述了组成学习模型的函数集合的容量，也就是说

刻化了函数集合的学习能力。VC维越大，函数集合越大，其相应的学习能力就越强。

VC维是统计学习理论的核心概念，它是目前为止对函数集学习性能的最好

描述指标。一般而言，VC维越大，学习机器的学习能力就越强，但学习机器也

越复杂(容量越大)。遗憾的是，目前还没有通用的关于计算任意函数集的VC

维理论，只有对一些特殊函数集的VC维可以准确知道。例如：n维实数空间中线性分

类器和线性实函数的VC维是n十1。而对于一些比较复杂的学习机器(比

如神经网络)，其VC维除了与函数集的选择有关外，通常也受学习算法的影响。因此

要确定其vC维将更加困难。对于给定的学习函数集，如何用理论或实验的方法计算其

VC维是当前统计学习理论研究中有待解决的一个问题。

4．1．2推广性的界与结构风险最小化原理

对于各种类型的函数集，统计学习理论系统地研究了经验风险和实际风险之间的

关系，也即推广性的界。它是分析学习机器的性能和发展新的学习算法的重要基础。

根据统计学习理论中关于函数集推广性界的结论，假设输出变量Y与输入变量X之间

存在某种对应的依赖关系，即为未知概率分布P(X，y)，p(x，Y)反映了某种知识。学

习问题可以概括为：根据Z个独立同分布的观测样本，学习到一个假设H=f(x，w)作

为预测函数，其中w是广义参数。它对P(X，Y)的期望风险尺(w)是(即统计学习的实际

风险)：

R(w)=曲y—m，w)ldP(X，y)
‘卜1’

而彤一胞廿秘，叫螂P(X,Y=Yi)对观测样本嚣≥的风险
R～(w)被称为经验风险(学>-j的训练误差)：

‰(w)=击喜lM一厂(一，w)I
78

(4—3)
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首先只唧(w)和天(w)都是形的函数，传统概率论中的定理只说明了(在一定条件下)

当样本趋于无穷多时R唧(w)将在概率意义上趋近于R(w)，却没有保证使R唧(w)最小

的点也能够使尺(w)最小。

根据统计学习理论中关于函数集的推广性的界的结论，对于两类分类问题中的指

示函数集f(x，们的所有函数(当然也包括使经验风险最小的函数)，经验风险疋泖(叻和

实际风险R(w)之间至少以不下于1一，7(O≤哆≤1)的概率存在这样的关系：

R(们≤k(w)+矽(』Il／，)

删驴1]—h(1n(—2l／h—+D—-In(r巫]／4)

其中h是函数H=f(x，叻的VC维，Z是样本数。

4．1．3结构风险最小化基本想法

如果要求风险最小，就需要不等式(4—4)中的两项相互权衡，共同趋于极小：

另外，在获得的学习模型经验风险最小的同时，还需要使VC维h值尽可能小，这样对

未来样本才会有较好的推广能力，这就是结构风险最小化准则的基本思想。

一般的学>-3方法(如神经网络)是基于R～(们最小，满足对已有训练数据的最佳拟

和，在理论上可以通过增加算法(如神经网络)的规模使得R～(叻不断降低以至为0。

但是，这样就使得算法(神经网络)的复杂度增加，Vc维h增加，从而痧(五／，)增

大，导致实际风险尺(w)增加，实际是学习算法的过度拟和。
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4．2支持向量机基本方法

支持向量机(Support Vector Machine或SVM)方法是建立在统计学习理论的

VC维理论和结构风险最小原理基础上的学习方法。根据结构风险最小化原则，SVM通

过最优超平面的构造，在固定学习机经验风险的条件下最小化VC维h。

SVM是从线性可分情况下的最优分类面发展而来的，基本思想可用图4—2的二维

情况加以说明。图中，三角形点和圆形点代表两类样本，H为分类线，H。、H：分别为过

各类中离分类线最近的样本且平行于分类线的直线，它们之间的距离叫做分类间隔

(margin)。最优分类线即是要求分类线不但能将两类正确分开(训练错误率为0)，

而且使分类间隔最大。

H1

图4—2 最优超平面

figure 4—2 optimum super plane

设有聆个线性可分样本t及其所属类别只：戗，咒)声∈膏，咒∈㈣，f=】'一万
超平面方程w·x+b=0，w为权向量，b为阈值，能将两类样本正确区分，并使分类

间隔最大的优化问题表示如下：

在式：

乃【(w·薯)+6】一1≥O，f=1，⋯，聍 (4——6)

的约束下求

伊(w)=扣wIl2=虿l(w·w) (4—7)
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的最小值。满足式(4--6)且使号4wll2最小的分类面即最优分类面，Ht、Hz上的训练
样本点即支持向量。

利用Lagrange优化方法可以把上述最优分类面问题转化为其对偶问题，即：在约

束条件

∑y。口，=0， (4_8)

和 ％≥0 i

下对％求解下列函数的最大值：

Q(口)：窆口，一要窆口，口，y，y，Xi-xj)
每l ‘f．j=l

(4．一lO)

％为原问题中与每个约束条件(4—8)对应的Lagrange乘子。这是一个不等式约

束下二次函数寻优的问题，存在唯一解。容易证明，解中将只有一部分(通常是少部

分)％不为零，对应的样本就是支持向量。解上述问题后得到的最优分类函数是

厂(x)=s盟{“·x)+6)=s乒{∑嘶’Y，(t·工)+6+， (4—11)

式中的求和实际上只对支持向量进行，b’是分类阈值，可以用任一个支持向量(满

足(4q)中的等号)求得，或通过两类中任意一对支持向量取中值求得。
对非线性问题，可以通过非线性变换转化为某个高维空间中的线性问题，在变换

空间求最优分类面。这种变换可能比较复杂，因此这种思路在一般情况下不易实现。

但是注意到，在上面的对偶问题中，不论是寻优目标函数(4—10)还是分类函数(4

--11)都只涉及训练样本之间的内积运算b；，x，)。那么，设有非线性映射≯：Rd◆H将

输入空间的样本映射到高维(可能是无穷维)的特征空间日中。当在特征空间日中构造

最优超平面时，训练算法仅使用空间中的点积，即矽GJ矽b，)，而没有单独的矽“)出

现。因此，如果能够找到一个函数K使得K(‘，x』)=≯G，)·矽b，)，这样，在高维空间实

际上就只需进行内积运算，而这种内积运算是可以用原空间中的函数实现的，甚至没

有必要知道变换矽的形式。根据泛函的有关理论，只要一种核函数K(■，z，)满足Mercer

R1
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条件，它就对应某一变换空间中的内积。

因此，在最优分类面中采用适当的内积函数K(墨，一)就可以实现某一非线性变换

后的线性分类，而计算复杂度却没有增加，此时目标函数(4—10)变为：

Q(口)=羔口，一妻窆口，ctjy，乃KG，·x，)
i=1 Li．／=l

而相应的分类函数也变为

厂(z)=s印(∑口f+YfK(xf，功+6+)

(4一12)

(4—13)

即为支持向量机。

这一特点提供了可能导致的“维数灾难”问题陋u的方法：在构造判别函数时，不

是对输入空间的样本作非线性变换，然后在特征空间中求解；而是先在输入空间比较

向量(例图4一l最优分类面如求点积或是某种距离)，对结果再作非线性变换。这样，

大的工作量将在输入空间而不是在高维特征空间中完成。SVM分类函数形式上类似于

一个神经网络，输出是中间节点的线性组合，每个中间节点对应一个支持向量(如图4

—3所示)。

函数彤称为点积的卷积核函数，它可以看作在样本之间定义的一种距离。

X1 刀，'Xa
工 二 w

图4—3 支持向量机示意图

figure 4—3 sketch map of SVM
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其中权值为： 口f乃，输入向量为：X=(xl，x2，屯⋯⋯为)，输出为：

)，=s朗(∑吒MK(薯，x)+6)。
i=1

其中核函数在支持向量机中起了重要作用，它将高维特征空间中的非线性运算转

换为原输入空间的核函数计算，避免了“维数灾难"和确定非线性函数的形式和参数

等复杂问题。不过核函数的选择却并不是容易的一件事，根据Mercer定律，核函数是

满足Mercer条件的任意对称函数。常用的核函数有线性核函数、多项式核函数、径向

基核函数和Sig【noid核函数四种。

(1)线性内核：

K(毛，t)=芬·t
一 (4—14)

(2)径向基函数内核

地圳=eXp{_学} (4_15)

当采用径向基核函数时，支持向量机的实现等价为一个径向基函数网络，但这里

每一个基函数中心对应于一个支持向量，它们及输出权系数均是由算法自动确定的。

(3)多项式内核

K(而，乃)=[(赡’t)+1]孽 (4．一16)

此时得到的支持向量机是一个g阶多项式分类器。其中g是由用户决定的参数。

(4)S形内核

K(薯，勺)=tanh(u(五‘x，)+c) (4—17)

此时得到的支持向量机则等价为一个单隐含层前向网络，但隐含层结点数、各层

权系数均由算法自动确定，并且能达到最优分类效果。特别是对高维样本有积极意义。

显然，上面的方法在保证训练样本全部被正确分类，即经验风险Remp为O的前提下，
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通过最大化分类间隔来获得最好的推广性能。如果希望在经验风险和推广性能之间求

得某种均衡，可以通过引入正的松弛因子茧来允许错分样本的存在。这时，约束(4—

8)变为

只【(w·‘)+6卜l+参≥0'f=1，⋯，珂 (4-一18)

而在目标——最小化丢№j12中加入惩罚项c∑：，￡，这样，w。lf对偶NNNN
写成在

开

∑y；口，=0

和0≤口f≤C f=1，⋯，，z 条件下，

使

Q(口)=窆口，一昙之口，％儿yyK(x，．x，)
i=1 ‘i．i=t

(4一19)

取最大值。

这就是SVH方法的最一般的表述。为了方便后面的陈述，把对偶问题的最优解做

一些推导。

定义：

国如)=∑cqy，痧G，)
f

Fi=彩Q)-≯G，)一Y，=∑ct／y，K(xi,xj)一y。
歹

(4—20)

(4—21)

对偶问题的Lagrange函数可以写成：

三=圭国@)‘缈@)一莓口一莓万，口，+；甜，@i—c)一∥；am(4—22)
Ⅺ订条件为：

兰=纯一夕b；_鸲=。
瞑％=0且4≥0

(4-一23)
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％k—c)=o Vi

最优化求解得到的呸中，％可能是：％=0，0≤口。≤C，％=C。

若口，=0时， 则嗔≥0 略=0 由此佤一∥b；≥0

若0≤口。≤C时， 则4=0 咋=0 由此∽一∥涉，=0

若口，=C时， 则瞑=o 掰，≥o 由此僻一∥)y，s o

由于KKT条件是最优解应满足的充要条件，所以目前提出的一些算法几乎都是以

是否违反KKT条件作为迭代策略的准则。

4。3支持向量机算法

尽管SVM方法有较好的理论基础和现在已经在一些领域的应用中表现出来了优秀

的推广性能，但是标准支持向量机算法在计算上存在着一些问题，如训练算法速度慢、

算法复杂而难以实现以及检测阶段运算量大等。传统的利用标准二次型优化技术解决

对偶问题的方法可能是训练算法慢的主要原因：SVM方法需要计算和存储核函数矩阵，

当样本点数目较大时，需要很大的内存，例如，当样本点数目超过4000时，存储核函

数矩阵需要多达128兆内存；另外，SVM在二次型寻优过程中要进行大量的矩阵运算，

多数情况下，寻优算法是占用算法时间的主要部分。

近年来人们针对方法本身的特点提出了许多算法来解决对偶寻优问题。大多数算

法的一个共同的思想就是循环迭代：将原问题分解成为若干子问题，按照某种迭代策

略，通过反复求解子问题，最终使结果收敛到原问题的最优解。

同时，关于SVM算法本身的改进和算法的实际应用，都陆续提了出来。目前支持向

量机的变形算法主要有C-SVM系列、V—SⅧ系列、One—class SVM、 s—SVM系列、WSVM

(weighted SVM)和LS—SVM(1east-square SvM)等算法。这些变形算法主要是通过增加

函数项，变量或系数等方法使公式变形，产生出各种有某一方面优势或者一定应用范

围的算法。下面对几种算法进行必要的探讨。

一、s—Support VectorRegression(占--SVR)算法

设有数据妣，互)，⋯，“，zf))，其中xi∈R”为输出向量，z，∈R1为输出向量，则标准

的占一SVR算法形式为：

在国1矽(葺)+b—zf≤占+磊 ，
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zf--CO7’矽(．_)一b≤占+等，

舅，当≥0， i=1，⋯，，条件下

求翔缈82+c∑鼻+c窆等的最小值。
厶 i=1 i=1

采用拉格朗日乘子法求解这个具有线性约束的二次规划问题，得到的对偶问题为：

圭b；一口?)：o，

0 s％，口?≤C，i=l，⋯，，条件下使

圭仁一口+)rQo一口’)+s喜o，+口；)+喜z，o；一口；)取最小值。
这里岛=砘，吩)=如)r如)
决策函数变为：

圭(-％+口俸@，x)+6

二、v—SupportVectorRegression('，一SVR)算法

(4—_24)

设有数据眠，zll⋯，“，z，)}，其rpxi∈R“为输出向量，乙∈R1为输出向量，则标准

的s—SVR算法形式为：

在缈r≯(t)+6一zf≤g+磊 ，

z，一br矽(z，)一6)≤占+等，

等，缶≥0， i=1,---,z s≥0条件下

使圭㈣2+C(V￡+；喜＆+等)) 取最小值。
其对偶问题为：

在Prb一口+)=0，Pr(Ct+Ot’)≤cy，

0≤呸，口?s C／1，i=1，⋯，z 条件下
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使丢k一口’)rQ仁一口’+ZT仁，一口’)取最小值。
这里，可以认为把C／l看成参数C，这样问题就变为在

Pr仁二-口‘)=o，eT(cE+tT{’)≤饥，

o≤口f，口?≤C，江1，⋯，z 条件下

使丢仁一口+)rQ仁一口‘+zr@，一口’)取最小值。
决策函数同占一SVR一样为：

圭(_％+口?kk，x)+6
i=l

(仰5)

三、最小二乘支持向量机(1east．square SVM)算法

最dx--乘支持向量机是基于支持向量机方法的一种改进算法。它是支持向量机在

二次损失函数下的一种形式，通过构造损失函数将原支持向量机中算法的二次寻优变

为求解线性方程，其求解速度较快，在函数估计、逼近和系统建模中得到了广泛应用。

在最dx--乘支持向量机算法中，优化指标采用了平方项，只有等式约束，而没有

不等式约束，从而推出不同的一系列的等式约束，其问题表示为在

y。07’≯(t)+6)=l一点 i=1，⋯，，的约束下

使扣国82+三厂喜等取最小值。
n--j得剑线性万程组

[；二L∽胁圈 e一，
其中e E R(7)为元素为l的向量，J∈Ro×7)为单位阵，口=p。，口：，⋯，口，】r R(0，

Y=[Yl，％，⋯，乃r∈R∞，Q=阢L， q驴=儿Y，Kb，，x』)。式(5—26)用最小二乘即

可解。在最小二乘支持向量机算法中，将二次规划问题转交成线性方程组的求解，简

化了计算复杂性。
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4．4基于支持向量机的跳汰过程状态识别

采用支持向量机求解模式识别问题时需要选择一个合适的核函数。尽管只要满足

Merce条件的函数在理论上都可选为核函数，但是不同的核函数，其仿真的结果可能完

全不同。因此，针对跳汰过程状态识别这一特定问题，选择什么样的核函数是至关重

要的。而且，即使选择了某一类核函数，其相应的参数(如多项式的阶次、径向基函数

的宽度)对仿真结果也有影响。因此，分别用线性函数，多项式函数，径向基函数和S

形函数作为支持向量机的核函数对数据进行仿真，以探求最合适的核函数。

本文把前述600组数据分为两份，其中一份为400组，用来对支持向量机进行训

练，另外的200组数据用来检验训练的结果。

4．4．1基于占一SVR算法和V—SVR算法的仿真

对于占一SVR方法采用不同的核函数，选取不同的参数对跳汰过程进行仿真比较。

用线性函数作为支持向量机核函数时，改变损失函数e的值、允许的终止判据的

值和参数C的值，发现这3个参数对训练误差和测试误差的影响都很小，训练误差为

2．734％，测试数据的相对误差为11．23％。

表4一l采用多项式核函数预测结果

table 4一l predict results ofpolynomial kernel

Q的值 1 2 3 4 5

训练误差 2．872％ 1．356％ 3．642％ 2．546％ 3．634％

测试误差 14．57％ 8．717％ 11．43％ 18．57％ 20．35％

用多项式函数作为支持向量机核函数时，改变损失函数￡的值、允许的终止判据

的值和参数C的值，发现这3个参数对训练误差和测试误差的影响也都很小，当改变g

的值，从1逐渐增加，发现随着g的增加训练误差逐渐减小，但增加到2以后测试误

差开始增加了(见表4—1所示)。

用径向基函数作为支持向量机核函数时，改变口2的值，仿真结果和仃2值关系不大，

但随着参数C的增加，训练误差有所减少，增加到3以上时测试误差开始增加。
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表4—2采用径向基核函数预测结果

table 4—2 predict results ofRBF kernel

C的值 1 2 3 4 5

训练误差 1．576％ O．7147％ 1．234％ 3．557％ 4．352％

测试误差 11．12％ 8．08％ 7．143％ 10．42％ 13．52％

采用S型内核时发现测试误差和训练误差都比较大，在20％左右。

采用’，一SVR算法时也采用不同的核函数，发现仿真结果和s—SVR算法有相似的

结果。

4．4．2基于最小二乘支持向量机(Least—Square SVM)算法的仿真

对于最d,-．乘SVM算法，采用不同核函数进行仿真，发现采用线性函数，多项式函

数ads形函数作为支持向量机核函数时，训练误差和测试误差都比较大，而采用径向基

函数作为支持向量机核函数时训练误差比较小，而且测试误差更小。

从图4—4可以看出训练误差已经很小了，图中elapsed—time为matlab训练网络

所需要的时间，秒。表4～3是预测结果。

预狈·j时间elapsed—time=0．7343

图4—4采用径向基核函数预测结果

figure 4—4 predict results of RBF kernel
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表4—3采用径向基核函数预测结果

d2的值 O．1 O．2 O．3 O．4 O．5

测试误差 8．743％ 8．027％ 7．658％ 7．724％ 8．308％

由上述分析可以看出，采用神经网络为跳汰机建模时，需要根据经验设计网络的

结构，而用支持向量机建模时，可以自动确定支持向量机模型的结构。而且不会陷入

局部极小。通过仿真比较，神经网络的测试误差最小达到了10．46％。而支持向量机通

过选取合适的核函数或方法会使测试误差达到7．143％。在本文的问题上，支持向量机

表现出了更加优秀的性能。

4．5本章小结

建立在坚实的数学基础之上的统计学习理论开始受到越来越广泛重视的今天，鉴

于利用GA+ANN对跳汰机床层状态识别仍存在1005的误差和网络构建复杂、样本采集困难

等缺点，以及以统计学习理论为基础的支持向量基的许多优异性能，研究SⅧ在跳汰床

层状态识别上应用显得意义重大。

把已取得的跳汰过程的600组数据分为两份，其中一份为400组，用来对支持向量

机进行训练，另外的200组数据用来检验训练的结果。采用s—SVR算法时：

用线性函数作为支持向量机核函数时，仿真显示：训练误差为2．734％，测试误差

为11．23％。

用多项式函数作为支持向量机核函数时，仿真显示：训练误差为1．356％，测试误

差为8．717％。

用径向基函数作为支持向量机核函数时，仿真显示：训练误差为1．234％，测试误

差为7．143％。

采用S形内核时发现测试误差和训练误差都比较大，在20％左右。

采用径向基函数作为支持向量机核函数时训练误差比较小，而且测试误差更小。

采用神经网络为跳汰机建模时，需要根据经验设计网络的结构，而用支持向量机

建模时，可以自动确定支持向量机模型的结构，而且不会陷入局部极小。通过仿真比

较，神经网络的测试误差最小达到10．46％，而支持向量机通过选取合适核函数或方法

会使测试误差达到7．143％。在本文的问题上，支持向量机表现出了更加优秀的性能。
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第五章 基于神经网络预测控制的跳汰风阀控制研究

5．1 MPC应用现状及跳汰预测模型构建思路

模型预测控制MPCfModel Predictive Contr01)，对于预测模型与被控对象实际输出

之间的偏差，采用反馈校正环节进行修正，即在每一采样时刻，用实测偏差对模型预

测的未来输出进行修正，并按修正后的预测输出进行滚动优化，计算控制规律。

线性系统的预测控制问题已解决，但对于非线性系统，由于被控对象的非线性结

构未知，且不能充分描述，因此预测模型对其输出难以做出精确的预报，从而可能导

致控制失败。

本文前面提到的神经网络和支持向量机方法都具有极强的非线性逼近能力等优

点，因此，神经网络和支持向量机方法用于预测控制系统可以很好解决非线性系统预测

控制。

基于模型的预测控制研究方向主要有如下两方面：首先是利用神经网络或支持向

量机充分逼近任意非线性函数，学习和适应不确定性系统的动态特性，以及并行处理

算法进行快速运算等能力，建立模型作为预测模型。

此外，基于神经网络解耦的多变量系统广义预测控制，本文采用为了消除多变量

系统各控制变量间的相互约束和耦合影响，应用基于神经网络的静态解耦和动态解耦。

正如前面所述，预测控制不是某一独立体系理论的产物，而是在工业实践中不断

发展和完善起来的一类新型应用计算机的控制算法。随着预测控制的发展，应用范围

不断扩大。基于神经网络的预测控制在复杂工业过程控制中发展起来，并且取得了许

多成功的应用。

陈增强和袁著祉等从预测方式、控制律求解方法和典型应用等几个角度对基于神

经网络的非线性预测控制做了综述，对其中的关键技术做了深入阐述，并指明了今后

的发展方向。见文献[97]。

李彦琴在其硕士学位论文中，针对卫星姿态和轨道控制的可靠性和稳态精度的要

求越来越高的现状以及该领域中被控对象结构复杂，非线性严重等特点，提出了神经

网络和预测控制相结合的方法，对卫星姿态仿真系统进行了建模与控制。见文献[96]

陈兵，王华介绍了电弧炉计算机智能控制系统的特点与方法，并着重讨论了神经

9l
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网络预估模型的设计，包括遗传算法在建立神经网络模型的应用和神经网络模型实时

学习的要求，基于此基础对于多步预估进行了讨论和砑究。通过实际应用证实该系统

具有效率高，电能消耗低，电极消耗和耐火材料消耗少等一系列优点。见文献[98]。

休斯敦大学化学工程系的Michael Nikolaoul在他的论文“模型预测控制：理论与

实际应用的综合"中，从MPC的发展、理论分析、目前应用情况以及未来的需求出发，

提出性能更优异的MPC以及更多理论的支持是众多过程控制的急切需要。见文献[38]

柴天佑院士针对钢球磨中储式制粉系统具有多变量强耦合、非线性以及生产工况

变化大的特性，建立了钢球磨中储式制粉系统智能解耦控制仿真系统。该软件集成了

钢球磨中储式制粉系统的仿真模型以及针对钢球磨中储式制粉系统而设计的多变量智

能解耦控制技术，为钢球磨中储式制粉系统自动控制问题的深入研究提供了有力的实

验工具。见文献[99]。

此外神经网络预测控制在热电厂和太阳能电厂都有成功应用的实例。这些成功的

应用实践表明结合神经网络与预测控制的优势而形成的神经网络预测控制在复杂非线

性系统中具有广泛的应用前景，具有较大的发展空间。

通过上述章节的数据分析可以看出，跳汰过程作为一个高度非线性的过程，过程

参数相互影响、共同作用、系统直接输出可观测性差的特点，可以实现跳汰最终输出

—矸石带煤(I段)的较小误差预测。因此，本文通过神经网络实现跳汰过程的预测控

制。同时，鉴于BP网络的网络结构比径向基函数网络的网络结构小，作者采用BP网

络建立跳汰机的预测模型。

5．2预测控制的基本原理

预测控制最基本的算法有模型算法控制、动态矩阵控制和广义预测控制，其他算

法都是以它们为基础发展起来的。作者将从这三种预测控制算法和基于神经网络的预

测控制入手，研究跳汰过程控制。

5．2．1模型算法控制分析

模型算法控制(简称MAC)采用基于对象脉冲响应的非参数模型进行描述，主要流

程包括四部分：(1)输出预测的内部模型；(2)通过反馈校正纠正模型不确定性和外

部对模型的干扰；(3)预测输出跟踪参考轨迹进行滚动优化；(4)通过控制逼近参考
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轨迹。

模型算法控制分为单步模型算法控制和多步模型算法控制

一、单步模型算法控制：

单步模型算法控制的基本原理如图5—1所示。“(七)为当前时刻的输入，这里包括

了跳汰床层内的三密度值、排料门的开度、风阀周期、入洗原煤性质等跳汰过程变量，

y(七)为当前时刻的输出亦即矸石带煤，％(后)为内部模型的输出，J，m(|j}+1)为内部模

型对被控对象的预测输出，％(七+1)是虼@+1)经过校正的预测输出，只@+1)表示

七+l时刻的参考值。

图5—1单步模型控制基本原理图

figure 5—1 basic schematic diagram of single step model control

单步模型算法控制是应用过去时刻输入和当前时刻输入共同作用对下一时刻进

行预测，而过去时刻是已知量，当前时刻输入是待求量。假设系统的脉冲响应模型为：

y。(尼+1)=clu(k)+c2u(k+1)+⋯+cNu(k一Ⅳ+1) (5—1)

其中cjO=l，⋯，Ⅳ)是脉冲序列，如图(卜2)所示。醒(吏)是当前输入；“(惫)，⋯，u(k一聆+1)

是过去时刻输入；N是脉冲模型的长度。

图5—2脉冲响应及模型figure 5—2 pulse response model

93
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由于在模型中存在干扰与误差，而且尽管采用适当的控制可以使模型的预测输出

Y村@+1)接近是+f时刻的输出期望值)，，@+i)，但还是不能保证系统未来的实际输出

Y(k+f)接近y，@+f)。为了能更好地估计误差，算出比较准确的控制量，应当对输出

预测进行校正。但是由于模型的误差和未来时刻的噪音、干扰一般不容易测量，所以

通常都是采用前一时刻预测值的偏差来近似校正。按这种方法，输出预测的校正值为

e(史)=y(k)一Y。(露)

作为反馈校正量，可得下一时刻修正后的预测输出为

Yp(尼+1)2Ym(七+1)+^g(宓) (5—2)

式中h为反馈校正系数。

参考轨迹在设定值发生跃变时，若要求输出迅速跟踪这一变化，往往需要施加大

幅度的控制变量。这在工程上常常是很难办到的：即使能够办到，也往往会导致输出

变化不稳。所以在预测控制中一般都设定一条从当前时刻实际输出y(k)出发的指数曲

线作为参考轨迹曲线，使输出由当前值逐步地过渡到设定值。

令设定值为J，，(∞，它可以是常量，也可以是某个时间函数。通常采用参考轨迹是

一阶指数形式，即：

Yr(七+i)2q，y(豇)+(1一q，)ys (f=l，2⋯) (5—3)

式中g，=e-ro／r且O<靠<1，这里不为采样周期，f为参考轨迹的时间常数。对于单步

模型算法，i取l。可以看出，参考轨迹的时间常数f越大，靠的值越大，系统的柔性

越好，鲁棒性越好，但是控制速度却减慢，所以需要根据实际情况来确f的值。

有了预测输出和参考轨迹，就可建立k时刻滚动优化的性能指标：

几a[yp(七+1)一Y，(尼+1)】2+励2(5-4)

式中口，∥分别为跟踪误差和控制量的加权系数。它们用来平衡能量与跟踪误差，式中

一．第一项最小化可保证预测输出与参考轨迹最接近，第二项最小化保证跟踪参考轨迹所

需的能量最小。跟踪误差与所需能量是一对矛盾。当口一定时，增大卢可使控制量减

小，但跟踪误差将会增大；反之，减小声可使控制量增大，跟踪误差减小。但为了保
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证良好的跟踪特性，∥不能取值太大。

．为了使性能指标达到最小，令甜／锄(七)=O，便可得到最小控制量：

“(后)：【J，，(后+1)一^口(尼)／[c。+—生】
僦1 (5-5)

二、多步模型算法控制

多步模型算法和单步模型算法基本原理相同，多步预测同样是利用脉冲模型得到N

步预测。它的基本结构为：

匕(七十1)=CU(k)+FU(k—1) (5—6)

其中L(|j}+1)=【y。(七+1)+y辨(尼+2)⋯Y。体+忉r ， Ⅳ为预测长度。

u(尼)=阻(Jj})，"@+1)，⋯，u(k+M—1)r为当前和将来时刻的未知控制量，M为控制时域

长度。u(k一1)=睡(露一P+1)，铭(七一P+2)，⋯，u(k一1)r为过去时刻的已知控制向量，c和

F为脉冲系数，其形式如下：

F=

C=

q

C2 Cl

C辨 C嚣一l

N=科+l

∑c』
j=l

c
p Cp-z⋯c p．N+1

Cp ⋯Cp-N+2

由(5—6)式可知，Ⅳ步预测模型输出L(后+1)是有两部分组成，第一部分CU(尼)

含有当前时刻和将来时刻未知控制量，第二部分，U(七一1)由过去已知量构成。

与单步模型算法控制相同，由于建模误差和不确定性的影响，多步模型算法控

制的实际输出与模型输出存在误差即P(后)2)，似)一少m(舫，对N步模型输出进行反馈校

正，即可得到N部的预测输出
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rN Ck+1)=匕(七+1)+加(七)=CU(k)+FU(k一1)+办P(七) (5—7)

式中办=(红，h2，⋯玛)丁 在大多数情况下％=1

其参考轨迹y，(后+f)的选取仍与单步模型预测控制相同，由(5—4)式可得到K

时刻的优化性能指标：

N M

，=∑q，帆(k+i)-y，(|j}+咿+∑2t(u(k+j-1))2 (5—8)
t=1 ．，=1

为了方便下蘧公式推导设

Q= ： 人= ； Z=

Y，(七-I-1)

Y，(七+2)

Y，(j}+3)

因此性能指标可写成如下形式：

，=(匕(后+1)一‘(七+1))rQ(Yp(k+1)一r(七+1))+u7’(DhU(k) (5—9)

令Ⅳ／OU(k)=0，可得到如下优化控制率：

u(k)=(C7’Qc+A)。1CrQ(E(七+1)一FU(K一1)一he(k)) (5—10)

上述多步模型算法的基本原理可用图(5—3)来表示。从当前时刻实际输出y(f)出

发，利用设定值，在预测时域k+1到k+以内确定一条参考轨迹，通过确定控制

u(k)，u(k+1)，⋯u(k+M—1)，使整个预测时域内预测输出对参考轨迹误差最小．

k。／ k k+m 曼+n

图5—3多步模型算法的基本原理图

figure 5—3 schematic diagram of multistep model arithmetic
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在以上的理论推导过程中不难得出模型算法控制是有一定的实用范围的。以得到

模型算法控制应用条件是：(1)系统线性或近似线性：(2)过程和控制器都稳定．

5．2．2动态矩阵控制分析

一、动态矩阵控制基本原理：

动态矩阵控制(DMC)是一种基于对象阶跃响应模型的模型预测控制算法。该算

法的预测模型是基于非参数模型，采用在工程上易于获取的对象阶跃响应作模型，直

接在输入处施加阶跃信号，得到阶跃响应曲线。根据阶跃响应曲线，可以测出曲线在

采样时刻后=1,2⋯n的幅值a。。对于这样一个对象，它在k时刻的输出是k时刻以前所

有的输入增量产生的，即：

y(后)=alAu(k-1)+a2Au(k-2)+⋯+口。Au(k-n)=∑口fAu(k-i)(5—11)

其中，au(k—i)=u(k—f)⋯u(k i 1)为k-i时刻的控制增量．
DMC中的预测模型就采用上述阶跃响应表达式，但为了和对象的真正表达式加

以区别，预测模型的输出通常记为

yu(k)=∑昂，Au(k-i) (5—12)

式中，盈为预测计算所用阶跃响应系数； Yu(后)为预测输出。此式所涉及的是

当前k时刻，如果要控制k时刻以后M步，那么当前及未来时刻的控制增量序列为

au(k)，Au(k+1)，血(七+2)，⋯Au(k+M一1)，未来时刻的输出预测值为

Y．】l，(后+1)=alAu(k)+a2(七一1)+⋯

yJ|l，(七+2)=alau(k+1)+a2(尼)△“(尼)+⋯+a3Au(k-1)+⋯

YM(尼+M)=alAu(k+M一1)+⋯+a肼(k)+⋯+a—M+lau(k-1)+⋯

Y肼(七十p)=C—lp-M+lAu(k+M一1)+⋯+a．P(七)+⋯+ap“,Xu(k一1)+⋯



太原理工大学博士研究生学位论文

记k+l至k+p时刻的预测输出向量y^，和k至k+m-1时刻的控制增量向量幽为

％(后+1)=【YM(七+1)，y肘(丘+2)，⋯，YⅣ(豇+户)]f

aU(k)=[Au(k)，au(k+1)，⋯，Au(k+M一1)]r

那么输出预测值记为

％(后+1)=AAU(k)+4AV(k一1) (5—13)

式中，彳为Px M维矩阵，以为Px(N-1)阶矩阵，均由阶跃响应系数构成，

A=

Ao
2

口l

口2 口l

aM 口掰-1

a尹 口，一1

a^一口p1

： al

⋯ap-M+I

口靠．。一a^一2
⋯
a一一p“一口丹一p

⋯
口3一盘2 口2

口一一口一一l
⋯
a一一p—a一一．p—l

⋯
口4一口3 口3

a一一a^一I
⋯
ap+2一a|口+I aP+l

彳由对象动态响应系数构成，称为动态矩阵。显然，AAU代表当前及未来时刻的

控制对输出的影响，而A。2xu(k一1)则代表过去的控制所产生的输出。

与前面介绍的模型算法类似，动态矩阵控制在建模时存在误差和干扰，所以应当

对输出预测进行校正，输出的校正值为：

口(∞=yCk)一Y。(七)

可得到必步的预测输出为：

耳(尼+1)=匕(k+1)+he(k)=AAU(k+1)+AoU(k-1)+he(k) (5—14)

其中Yp(k+I)=[J，p(七+1)，Y，(七+2)，⋯，Y尹(七+p)】f；h=[^l，^2，⋯，hP】r

给定如下参考轨迹：

r=【Yr(尼+1)，Y，(尼+2)，⋯，Y，(七+P)】r

根据巧(后+1)和E(七+1)，可以得到二次性能指标
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J=(巧(七十1)一‘(豇+1”7Q(yP(七+1)一E(后+1))+AU 7’A△U

=(AAU(k+1)+Aou(k—1)+he(k)一r(元+1))1·Qo

(AAU(k+1)+4U(七一1)+he(k)-‘(后+1))+AUrAAU (5—15)

令OJ／OAU(k)=0，可求得如下优化控制率

AU(k)=(AQ，4r+人)。1 AQ(Y,(k+1)一AoU(七一1)一he(k))

这里Q和A分别为Px P维和M x M维加权阵。

二、动态矩阵控制参数的选择

(1)预测步程P

预测步程P表示对从k时刻起对输出y。@+f)逼近期望值”(七十f)(i=l，2，⋯，尸)

的步数。它是滚动优化的关键。

为使滚动优化真实存在，预测步程P应该包括对象的真实动态部分，也就是说应

把当前控制影响较大的所有响应包括在内。一般P选为近似等于过程的上升时间。对

于有时延的系统，P必须选得超过对象脉冲响应(或阶跃响应)的时延部分，并覆盖对

象的重要动态响应部分。

预测步程尸的选择，直接影响控制的稳定性和快速性。下面咱们进行具体讨论。

当是P取值足够小，最小为P=1，这时就变为单步内选择控制zXu(k)，达到输出y(k+1)

跟踪输)ky，@+1)，即y(k+1)=Yr@+1)。在这种情况下，如果模型准确，它可使对象

输出跟踪预定输出期望值，即实现一步控制。但对模型失配或有干扰情况，和对有时

延及非最小相位系统，上述一步跟踪目标无法实现，且有可能导致系统不稳定。当保

持有限的控制步程三，而把P取得充分大，这样虽然是动态优化，但实际上输出已接

近于稳态优化。此时系统的动态响应接近于对象的固有特性，这样动态响应很慢不具

有适时滚动优化。此外，大的P还会使控制矩阵的阶次显著增高，增加计算时间。总

结上述两种极端情况，前者虽然快速性好，但稳定性和鲁棒性较差；后者虽然稳定性

好，但动态响应慢，且增加了计算时间，降低了系统的实时性。P的这两种取法都是

不可取的。实际选择时，可在上述两者中间取值，使系统既能获得所期望的稳定鲁棒

性，又能具有所要求的动态快速性。
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(2)控制步程M

控制步程M在优化性能指标中表示要计算和确定的未来控制量改变的数目。由

于优化主要针对未来尸个时刻的输出预测误差进行的，它们最多只受到P个控制增量

的影响，所以M≤P。

在尸已经确定的情况下，M的选取通常考虑以下情况，一般M选得越小则越难

保证输出紧跟期望值变化，反映在性能指标中效果也越差。例如，若取M=1，则意味

着只用一步控制增量Au(k)使系统在以后的输出k+1，⋯，k+p时刻都能跟踪期望值变

化，显然，对于复杂动态过程，这是不可能的。为了改善跟踪性能，就要用增加控制

步数膨来提高系统的控制能力，使输出误差尽可能小，也就是说，把P个点的输出误

差优化，要求由给出的M控制变量来分担。但也不是M越大越好。M越大，控制的

机动性越强，可提高控制的灵敏度，但系统的稳定性和鲁棒性随之而下降。为提高系

统的稳定性和鲁棒性，又要求M选得小一些，因为M越小，远程跟踪控制能力虽然有

所削弱，但可以得到一个稳定的控制。总之，M的选择应兼顾快速性和稳定性，综合

平衡考虑。此外，当控制步程M增大时，控制矩阵的维数也增加，计算控制参数的时

间迅速增加，会降低系统的实时性。

还必须指出，通过许多仿真研究表明，在许多情况下，M和P在性能指标中起着

类似相反的作用，既增)'JI M与减小P有着类似的控制效果。所以，为简便，设计时可

以先根据对象的动态特性初选M，然后再根据仿真和调试结果确定P，以节省调试时

间。

(3)模型长度Ⅳ

为使模型较好地描述对象的动态特性，一般要求Jji，在f>聆之后约等于0。或者

要求h。与输出测量误差有相同的数量级。对于一般特性不太复杂的过程，N=30～50

即可满足要求。缩短采样周期，虽能使模型更加准确，但Ⅳ的增大会增加计算量；甚

至会因为t太小使控制量过强，或者导致病态矩阵出现。对于较慢的或特性复杂的过

程，必须适当加大Ⅳ，但仍以不造成矩阵计算困难及不影响实时计算速度为限。

综上所述，尸、M和Ⅳ的取值都应根据实际情况合理取值，一般情况下应使P、

M和Ⅳ保持N≥P≥M。

loo
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5．2．3广义预测控制分析

广义预测控制是以最小方差为基础采用最小化参数模型的一种预测控制，它的这

些特点决定了在预测和滚动优化过程中，计算量明显比较少。

广义预测控制采用的模型一般为CARIMA(Controlled Auto—Regressive

Integrated moving Average)模型，即受控自回归积分滑动平均模型，其具体模型为：

A(z。1)y(尼)=B(z一)“(七一1)+C(z。1)孝(尼)／△ (5—21)

式中参数代表的意义是：

A=1-z_1为差分算子，孝为零均值不相关的白噪音向量，

A(z-1)=1+口lz-l+，⋯，口wz一=1+∑口fz堋

B(z。1)=1+b,z。1+，⋯，kz一=l+∑玩z埘

C(z-1)=l+cIz-1+，⋯，c。。z一=1+∑口，z嘶

为了公式推导暂令C(z。1)=l，对于C(z。)≠1的情况可以仿照此法推导。

求解下面Diophantine方程，便可得到P步预测输出：

1=Ej(z一1)彳(z_1)△+z一1Fj(z-1)

Ej(z-1归(z-1)=g(zq)+z～H，z-1)

其中J=1，⋯，咒，并且

Ej(z一1)=‰+elz一1+，⋯，+％z一’+1

‘(z卅)=／o+Az‘1+，⋯，+乃一lz小1

GJ z一1)=g。+glz一1+，⋯，+g，一lz一^1

H』(z一1)=h。+AIz一1+，⋯，+jl，一lz一卜1

(5-22)

(5-23)

其中Ei(z-1)表达式中eo,el，⋯，巳一。是，=1，⋯，，l时由(4—22)和(4—23)求出Ej(z-1)的

解，同理lFj(z。1)，Gj0_1)，H』(z。1)表达式中系数所代表的意义与‰，Pl’．一，ej一。相同。
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为了书写方便，在下面的推导过程中将后移算予z叫省略。则P步预测输出司表

示为：

匕(七十1)=GAU(k)+Fy(k)+HAu(k一1)+E (5—24)

其中‘(七+1)=【y，(七+1)，Y，(七+2)，⋯，)，p(蠹+p)】r

2XU(k)=[Au(k)，△“(七+1)，⋯，Au(k+朋一1)】r

F=[E，E，⋯‘】r；H=[日。，日：，⋯Hp]r

富=【蜀孝(七+1)，E2孝(定+2),．--Ep孝(露+p)】r

G=

go

91

gm—l

g。

g．P一1

go

g，R一2

gm一1

g．P一2

设参考轨迹为：

‘(尼+1)=[Yr(后+1)，Y，(豇+2)，⋯，y，(七+p)]r

广义预测控制的目标同样也是使预测输出对参考轨迹的跟踪误差最小，由此可确定如

下性能指标：

歹=缈{(匕(竞+1)一r(竞+1))r(■@+1)一‘(七+1))+A汐r(女)u(露)} (5—25)

式中沙表示求期望值，人为加权因子，令OS／aAU(k)=0，便可以得到优化控制量

au(k)=(GrG+AI)_G，(Z(是+1)一毋(是)一HAUr(七一1)) (5—26)

5．3神经网络预测控制

5．3．1神经网络在预测控制中的应用

由前面讨论可知，预测模型、滚动优化和反馈校正是预测控制算法的本质特征。

由前面的预测控制理论可知，线性系统的预测控制问题已得到了解决，但这些算法的
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运算负荷相当大，不利于其在速快系统中应用。另外由于外界的不确定性干扰，引起

系统参数的变化，从而导致系统的真实模型与理论模型的失配，较大的模型失配使得

系统的动态特性和控制质量变差，甚至造成系统的不稳定。为此，作者采用支持向量

机建立系统模型，利用神经网络模型来提高其预测精度。

神经网络预测控制系统的结构框图如图(5—4)所示，为未来下一个时刻即下一

步的预测过程，而多步预测与此类似。图中预测模型采用神经网络构成，Y，(七)为未来

输出的期望值，“(尼+1)为经过优化的控制量，y@)为输出量，Ym@+1)为预测下一时

刻的输出结果。

图5—4神经网络预测控制系统结构

figure 5—4 system s仃ucture ofA_NN predict control

首先对用来描述跳汰对象的动态行为的预测模型，根据系统当前的输入输出信

息，预报系统未来的输出值。在线性系统的情况下，可利用叠加原理，并利用系统的

阶跃响应、脉冲响应或者状态空间模型等，预测系统的未来输出。由于跳汰系统的机

理结构未知，不能充分描述，作者采用神经网络来预测其模型，而将其用于MPC之中。

其次是神经网络的滚动优化，神经网络预测控制器的性能指标为

P 朋

／=∑e2(k+j)+flZAu2(k+j-1) (5～27)
． j=r 』=I

e(k+歹)=Yr(J|}+／)一yP(后+／) (5-28)

式中e(k+／)为未来时刻期望值与未来时刻预测值之间的误差，P称为最大输出预报区

间，表明了待优化的将来输出跟踪范围；m是控制长度，表明了要纳入考虑的未来控制

的范围；∥是加权因子，表示对控制能量变化的重视程度。
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有了未来输出的期望值y，(七十_，)及优化性能指标函数，就可以求出未来的控制

量，根据控制长度，在每个采样点，算出的未来范围的控制量有一定的时间长度，因

为控制是一步一步向前推进的，所以施加的控制信号只能是计算出来的第一个控制量

u(k)。在下一时刻，这些量一般与此之前的优化的未来控制量一致，因此必须重新优

化，即所谓的滚动优化。

再次就是反馈校正环节，反馈校正环节可以提高预报的精确值，其差值

y(k)一Y。∞)经过滤波器后作用于控制器。

经过上面的分析可知神经网络预测控制的算法过程：

(1) 由控制要求获取未来的期望输出序列值，即输入参考轨迹：

Y，(豇+／) (歹=k，k+1，⋯，聊)

(2)预先测量得到被控对象的开环输入输出数据，把它们作为训练神经网络辨识器的

样本，对神经网络进行离线训练，得到令人满意的神经网络模型。

(3)利用神经网络模型产生预报输出y。(后+，)，经模型偏差e(k)校正后得到系统的预

测输出Yp(后+J)，即Yp(七十J)=y。(后+／)+he(k)；h为反馈校正系数。

(4)计算与未来时刻期望值的误差Y，(尼+_，)一y，(忌+，)。

(5)极小化性能指标函数，，获得控制的最优控制量u(k+歹一1)

(6)将第一控制量u(k)作用于系统，返回(1)。

由以上分析可以得出，神经网络预测控制的实质就是利用作为对象辨识模型的神

经网络产生预测信号，然后利用优化算法求出控制矢量，从而实现对变参数、不确定

性系统的跳汰过程预测控制。

5．3．2基于BP神经网络的预测控制

BP神经网络预测控制的基本原理是根据对象的输入输出，利用BP神经网络来构造

对象的预测模型，以预测控制算法作为优化手段来实现系统的控制。所以BP神经网络

预测控制的结构如图5—4所示，神经网络预测控制器由BP网络构造。预测控制算法

中需要有一个描述对象动态行为，具有预测功能，即根据系统的历史信息和选定的未

来输入，预测未来输出的预测模型。
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基于神经网络设计预测控制系统主要分两部分进行：一部分是BP网络预测器的设

计：另一部分是优化器的设计。

神经网络预测模型(预测器)通过训练一个BP神经网络来实现对未来时刻输出的

预测。BP神经网络预测模型如图5—5所示，三层结构，有一个输入层，输入节点个数

为行-I-m+1，n，矾表示k时刻以前输入和输出阶次，有一个隐含层和一个输出层。其中

作为预测器，输入层的输入量为当前时刻以及以前时刻的输出结果和经过不断优化的

控制量。

y《k)

图5—5 BP神经网络预测模型

figure 5—5 predict model ofANN

设非线性系统可由下面数学模型表示：

y(足)=g(y(k—1)，⋯y(k一玎)，u(k一1)，⋯，u(k一聊)) (5—29)

其中g(·)为未知的非线性函数，由此式可推导出多步预测模型Y。(七+歹)：

一步预测模型可以表示为；

Y。(k+1)=g(J，(尼)，⋯，y(k一刀+1)，u(k+1)，⋯，u(k一所+1))

P步预测模型可以表示为：

Y。(k+P)=g(Y。(七十P—1)，⋯，Y。(k一，l+p)，u(k+1)，⋯，u(k一聊+1))

显然上式使用了k时刻以后的预测值Y。(七+力，对k时刻和k时刻以前的预测值，

可以用其真实值来代替，所以多步预测模型可以表示为：

虼(k+J)=g(Y。(七+／一1)，⋯，儿(k一撑+-，)，u(k+／)，⋯，u(k—m+歹))

其中：J=1,2，⋯，P (5—30)
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以上公式中g(·)是未知非线性函数，公式右端的输入和公式左端的

输出，很难用具体的数学公式表示，为此可用公式左右两端数据来训练BP网络使其在

要求的精度下逼近函数g(·)。

综上所述，建立跳汰神经网络预测模型可分为两步：第一步，以对象的输入输出

数据为样本，训练具有一定精度的神经网络模型，使网络的输出‰(七)尽量逼近被控对

象的输出Y(k)，也就是说对被控对象进行模型辨识。第二步，求出多步预测值

虼(七+1)，用BP网络对被控对象进行模型辨识。

在控制系统工作时，由于BP算法计算量比较大，对控制的实时性有一定的影响，

在实际实施过程中，可采取如下措施加以改进。

(1)、系统运行前先对BP网络进行离线训练，以减少在线学习时间：

(2)、在预测过程中需要实时检验，当预测误差较大时，需要离线在训练网络，否

则不做调整，以减少计算量。

5．3．3神经网络预测控制中控制量的计算

在神经网络预测控制中，控制量是通过优化器计算得到，优化计算是建立在神经

网络预测模型的基础之上的。要获得最优控制律，必须使性能指标函数，趋于最小。

本文研究的对象一跳汰机矸石段矸石带煤为多变量非线性系统，为了能找到最优控制

律，采用前面训练好的BP网络为多变量函数，使用蚂蚁算法优化连续函数得到最优控

制量。

一、蚂蚁算法的提出：

蚂蚁算法是一种新颖的通用型的随机全局搜索算法，它吸收了昆虫王国中蚂蚁的

行为特性：蚂蚁有能力在没有任何可见提示下找出从其巢穴至食物源的最短路径，并

能随环境的变化而变化，适应性地搜索新的路径，产生新的选择，也就是说蚂蚁具有

找到蚁巢与食物之间的最短路径的能力。这种能力是靠其在所经过的路径上留下一种

挥发性分泌物Pheromone(称为信息素，该物质随着时间的推移会逐渐挥发消失)来实现

的，使得一定范围内的其他蚂蚁能够察觉到并影响其行为。当一些路径上通过的蚂蚁

越来越多时，其留下的信息素轨迹(Trail)也越来越多，以致信息素强度增大(当然，随

时间的推移会逐渐减弱)，后来蚂蚁选择该路径的概率也越高，从而更增加了该路径的
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信息素强度，这种选择过程被称之为蚂蚁的自催化行为(Auto catalytic Behavior)，蚂蚁

群体就是靠着这种内部的生物协同机制逐渐形成一条最短路线的。受到蚂蚁群体的这

种启发，近几年人们提出蚂蚁算法，并将其用在多方面的研究中，而且取得了比较好

的结果。在本文中，主要研究，利用蚂蚁算法优化连续非线性多变量函数。

二、蚂蚁算法的基本原理和简单算法推导：

从图5“真实蚁群寻找最优路径的原理分析：
F

H C

A

图5—6蚂蚁算法的基本原理图

figure 5—6 schematic diagram ofant arithmetic

设DH=}m=1，DC=CB=O．5。假定在每个离散的等时间间隔：t--O，1，2，3⋯⋯，

有30只蚂蚁从A到达B，同时有30只蚂蚁从E到D，每只蚂蚁的速度为m并且，每

有一只蚂蚁经过时，在时间t留下信息素密度为1。蚂蚁在选择路径时，那些多数蚂蚁

曾经选择过的路径(也就是具有更高信息素密度的路径)，被再次选中的可能性最大。

当t=O时，没有信息素，有30只蚂蚁分别在B和D蚂蚁走哪条道路是完全随机的。

假设，在每个点上蚂蚁将有15只经过H，另外15只经过C。

当t=-I时有30只蚂蚁从A到B，它们发现指向H道路上的信息素密度是15，是由

从B出发的蚂蚁留下的；指向C道路上的信息素密度是30，其中15是由B出发蚂蚁

留下，另外15是从D出发经过C已经到达B的蚂蚁留下。因此，选择经过C到D的

可能性就更大，从E出发到D的30只蚂蚁也面I沲着周样的选择，由此产生一个正反

馈过程，选择经过C的蚂蚁越来越多，直到所有的蚂蚁都选择这条道路。蚁群算法就

是利用蚂蚁的这一特性，解决最优化问题。

算法的实现：

蚂蚁算法自从诞生以来，第一个应用的是旅行商问题，之后对蚂蚁算法的一些改

进、评价其算法的优劣性主要是在旅行商问题上进行的。而且经过长期实践和时间的

考验，蚂蚁算法显示了其独特的求解力和其他算法难以比拟的搜索能力。蚂蚁算法的
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优点：

(1)蚂蚁算法在优化过程中，采用的是大规模并行优化计算，所以蚂蚁算法有较强

的全局优化能力；

(2)蚂蚁算法是一种全域按概率随机搜索，不易陷入局部优化；

(3)有较强的鲁棒性，可以用于多方面研究。

(4)蚂蚁算法很容易与多种启发式算法结合，以改善算法的性能。

在本文的研究中，利用蚂蚁算法作为矸石带煤预测控制中的控制器，可以实现本

文的目的即矸石带煤最少时得到最优控制量。

三、蚂蚁算法对神经网络预测控制的优化器的改进

在神经网络预测控制中，优化器的设计正处于一个发展的阶段，单一的预测可以

采用大量的数据以图5—5的方法进行网络训练，而预测与控制的结合增加了由理论到

实践的难度。由于神经网络是对非线性不确定数学模型的不断学习逼近，所以对于从

预测结果得到控制量的优化器的设计比较困难。到目前为止，Matlab中的预测控制器

也只实现了单输入单输出的控制量优化，但本文中研究的矸石带煤是一个多输入单输

出的系统，所以Matlab中的预测控制器在本文已不实用。为此作者将预测控制器中的

预测器由BP网络设计，优化器用训练好的BP网络作为可调用函数、由蚂蚁算法将其

优化得到控制量。

5．4神经网络预测控制在跳汰风阀控制中的应用

矸石作为废弃物，矸石中所携带的煤就成为绝对损失。跳汰机矸石段中的矸石带

煤是跳汰研究的主要控制对象和主要代表，因此，降低矸石带煤可以从改造跳汰机结

构和改造控制过程入手。跳汰机结构改造日趋完善，改造效果上升空间不大，而不管

结构改造如何有效，也不能改造其“在一个重力加速度下完成分选”的实质，而跳汰

控制过程的改造耗资小，方法多，易执行，是本文研究的内容，也是控制工程的一个

重要领域。

5．4．1跳汰风阀控制思路

跳汰机分层主要是受垂直升降的交变水流影响。而水位的波动状态将随着风阀参

数的变化而变化，不合理的风阀参数将会导致形成不良的床层。因此，合理的控制风
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阀是进行良好分层的必要条件。

由于对跳汰机这样复杂的生产过程不能建立起比较精确的数学模型，因此，上述几

章通过BP人工神经网络、RBF网络、支持向量机建立了跳汰系统矸石带煤的软测量，

测试误差可以达到7．143％～10．46％，正是这项软测量构成了跳汰机模型预测控制的基

础。

在应用神经网络预测控制之前，首先需要再分析跳汰机参数间的关系。在矸石段，

矸石带煤直接由分层好坏和排料的好坏来决定，而分层又由风水量来控制。对分层来

讲，能改变分层的作用力来源于产生垂直方向脉动水流的风、水量。因此，控制思路

以及仿真路线为：

采用神经网络预测器对矸石带煤下一时刻进行预测，将预测值与实际值进行比较

再经过优化器对风阀控制量进行在线优化。其中预测器的输入量为分层情况、排料量

(分层情况由三密度直接体现)和当前时刻矸石带煤量，输出量为下一时刻矸石带煤

量；预测值与期望值比较后通过优化器对风阀周期进行优化。仿真采用前述采集的600

组样本数据，其中当前时刻的矸石带煤即为人工实测值，实际应用的控制系统中可以

由矸石在线灰分仪测得，期望值则根据当前一段时间内入洗原煤情况预先给定。控制

过程流程如图5—7所示：

图5～7矸石带煤预测控制流程图

figure 5—7 flow chart ofcoal lost in waste predict control

5．4．2跳汰风阀神经网络预测控制的设计

在跳汰机的矸石段，一般为两个跳汰室，实验所用属于旧有的跳汰机机型，每室
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各布置一个进、排气风阀。这里，考察风阀的控制如何影响分层以及矸石带煤，而排

料控制由模糊控制器完成，顶水阀门开度设为定值。那么，可控制变量为进气周期(JQ)、

膨胀周期(PZ)和排气周期(PQ)，每室各三个可控变量。以前面的理论为铺垫，以矸

石带煤为目标的预测控制，也分为预测器和优化器。

一、矸石带煤预测器的设计

由训练好的BP神经网络作为预测器，预测下一时刻的矸石带煤。BP神经网络的结

构如图5—5所示，其参数选择以及优化算法在第三章已经阐述，将矸石段风阀的的六

个周期量(JQl(k)PZl(k)POl(k)J02(k)PZ2(k)P02(k))、矸石段三密度和排料量

以及前一时刻的矸石带煤量(Waste(k-1))作为训练样本的输入量，将当前时刻的矸

石带煤(Waste(k))作为训练样本的输出量，对网络进行训练。下图为矸石带煤神经网

络预测器的性能变化曲线，可以看到用BP神经网络预测精度较高，可以作为预测器。

图5—8神经网络预测器的性能变化曲线图

figure 5—8 performance of AiXqq predictor

二、矸石带煤优化器的设计

在优化过程中，由于大部分算法或需要精确的数学模型、或是单输入单输出非线

性，因此不确定数学模型的系统优化还难以实现。针对这种情况，将前面训练好的BP

神经网络作为描述矸石带煤系统的连续空间函数，利用蚂蚁算法优化连续空间函数作

为优化器得到的最优函数。

根据实际经验，跳汰机的风阀控制具有一定的取值范围(J01∈[34 39]，PZl∈[21

28]，PQl∈[16 30]，JQ2“35 39]，PZ2∈[22 28]，PQ2∈[16 25])，所以描述的系统

函数是有界的连续函数。用蚂蚁算法优化这个有界连续函数作为矸石带煤优化器。
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利用设计好的预测器和优化器对矸石带煤进行仿真计算可得到附录2、附录3的结

果。

分析结果可以发现：矸石带煤量明显减少，而且分层情况也明显变好，即代表分

层情况的三密度中上密度减少，下密度增加。说明了风阀的预测控制对矸石带煤起到

了明显的控制作用。

跳汰风阀的控制是跳汰控制的核心之一，风阀周期是物料得以分选的总动力源。

以矸石带煤为目标函数，通过神经网络的预测控制，可以实现较好的控制效果；针对

跳汰机的整体复杂控制，即多变量复杂系统难以建立预测模型的问题，采用神经网络

建立被控对象的预测模型和基于神经网络预测的蚂蚁算法优化控制，实现了以矸石带

煤为目标的风阀控制，也即实现跳汰机的效率控制，解决了跳汰机这一线性时不变系

统一直无法解决的控制问题。

5．5本章小结

预测控制，注重的是模型功能，而不是结构形式，过程的描述可以通过简单的实

验获得，不需要深入了解过程的内部机理。因此，预测控制算法改变了现代控制理论

对模型结构较严格的要求，更着眼于根据功能要求，按最方便途径建立多样性模型。

这一点对于诸如跳汰机这种理论严重落后于实践的系统尤为适用。以预测模型为基础，

采用在线滚动优化性能指标和反馈校正的策略，来克服受控对象建模误差和不确定因

素的影响，有效弥补了现代控制理论对复杂系统所无法避免的不足之处。

在有限时域内滚动优化，可在线反复进行优化计算跳汰床层的时变性，虽然在每

一时刻只能得到全局的次优解，然而却能使模型失配、畸变、干扰等引起的不确定性

及时得到补偿，从而得到较好的动态控制性能。

基于神经网络的预测控制在复杂工业过程控制中发展起来，并已取得了许多成功

的应用。神经网络和支持向量机方法都具有极强的非线形逼近能力等优点，因此，将其

用于跳汰床层预测控制系统是必要的尝试。

跳汰机矸石段中的矸石带煤作为跳汰控制研究的主要对象和主要代表，确定控制

思路为：采用对矸石带煤下一时刻进行预测，利用事先离线训练好的神经网络预测器

(定期对其检查校正，校正方法就是将近期积累的合理数据对神经网络预测器再进行

离线训练)得到下一时刻矸石带煤量，据此控制风阀的周期。
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主要工作与创新点

本文在对跳汰机分选机理进行深入研究的基础上，以某矿洗煤厂307#跳汰机为研

究对象，以Y射线密度探测器在线探测跳汰床层分层效果为基础，通过现场采集试验

样本，以“矸石带煤”这一最终目标为考核对象，分别采用人工神经网络、支持向量

机等方法对影响跳汰机分选效果的诸因素进行了模型建立，并利用BP网络对跳汰机进

行了预测控制研究，达到了满意的效果。

本文的主要工作：

一、从中国能源战略出发，从洁净能源的需求出发，选煤发展任重道远；在研究

了跳汰理论、过程控制研究的历史与现状后，认为：利用智能控制技术改善跳汰分选

效果条件成熟、意义重大。

二、对跳汰机的可控变量进行了分析，提出了在矸石段以“矸石带煤"为控制目

标，并以此来控制风阀和排料，以最大限度地在保证精煤质量的前提下提高精煤回收

率。

三、在对BP人工神经网络进行分析的基础上，实现了基于人工神经网络的跳汰过

程状态识别，并对BP神经网络和RBF神经网络进行了比较。针对BP神经网络的一些缺点，

采取了具体措施，并提出了一套跳汰过程状态识别BP神经网络结构参数的选择的方法。

四、将遗传算法和BP算法相结合，进行神经网络的混合训练。通过利用遗传算法

对初始权值分布进行优化，在解空间中定位出一个较好的搜索空间，然后采用BP算法

在这个小的解空间中搜索出最优解，仿真表明神经网络能比较好地摆脱局部极小。

五、采用支持向量机对跳汰过程状态进行了识别，并与BP神经网络和RBF神经网络

的识别结果进行了比较。结果表明：支持向量基有比较好的对比效果。

六、将神经网络预测控制应用在非线性、大滞后、多变量的跳汰控制中，并利用

蚂蚁算法处理连续的非线性、多变量函数，解决了多变量、非线性、不确定数学模型

系统难以实现优化的问题，实现了跳汰机风阀的有效控制。

主要创新点：

一、以Y射线密度探测器在线探测跳汰床层分层效果为基础，通过大量的现场采样、

实验、分析、整理，建立了多达600条记录的跳汰机综合试验样本，该样本记录了从入

洗原煤性质、风阀周期参数、排料参数等影响分选效果的主要因素，成为分析跳汰效果
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及其控制的重要依据。

二、利用人工神经网络建立了跳汰机分层、排料一体化模型，彻底摆脱了目前跳汰

控制不能将二者合二为一进行考虑的问题，该模型兼顾了各种控制变量对跳汰分选效果

的作用，使跳汰机控制研究成为一个整体。鉴于样本采集困难，采用支持向量机比人工

神经网络表现出了更加优异的性能。

三、以矸石带煤为目标函数，通过对MPC的分析，设计了跳汰风阀的预测控制系统；

仿真结果显示，矸石带煤有了明显的降低。

本文的不足与展望：

～、神经网络训练的数据还比较少，有待今后工作中进一步丰富。

二、神经网络的理论还有待于完善，进而提高神经网络的泛化能力。

三、遗传算法各参数的选取一般而言仅凭经验，规则并不统一，对现有的遗传算

法还需做进一步的研究和改进，以克服其不足。蚂蚁算法在函数连续空间中

的优化理论还处于发展阶段，在多维变量函数优化过程中计算比较缓慢，冗

余量较大，还需在理论上进一步完善。

四、跳汰机的分层和排料神经网络一体化模型对跳汰机理的诠释还有待进一步研

究。

人工神经网络以及支持向量机在跳汰系统过程识别中表现出了比较好的性能，随

着现场采集样本的不断增加以及控制理论的不断完善，跳汰系统的控制性能必将得到极

大的提高，跳汰机分选效果也必将得到更大的改善，其在国民经济中的地位将更加突出。
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附录l跳汰机部分样本数据

附录2．优化前各参数值

附录3．优化后参数值

附录
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