
论文摘要

小波变换是近十来年发展起来的一种新的信号分析与处理的域变换技术。它

把信号在不同尺度上进行小波展开，因而更适合于处理突变和非平稳信号。目前

国际上已经形成了基于该技术的静态图像压缩标准——JPEG2000。本文首先简
单介绍了这一标准的内容，然后详细介绍了小波变换数学理论，主要内容有正交

小波的多尺度分析，小波变换的快速Mallat算法，基于快速提升算法的第二代

小波等，接着又介绍了基于小波变换的二维图像编解码技术一一集分割算法
(SPIHT)，它是来源于零树编码的一种更为有效的标志位编码方法。之后论文

介绍了整个算法的仿真验证方法，小波变换部分主要用MATLAB仿真，SPIHT

编解码部分主要用VC++仿真，并对编解码过程中获得的原始数据进行了分析，

提出了改进的方法。最后介绍了编解码系统的DSP实现。
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Abstract

In recent decades，there has been developed a new kind of domain transforITt

technology in signal analysis and processing--wavelet transform．It uses wavelets tO

spread the signal in various scales，SO it iS fit for singularity and unsmoothed signal

processing．At the present time，based on this technology,the world has developed a

static image-encoding standard～JPEG2000．This page first introduces the standard in

brief,and then introduees the wavelet transform theory in detail．The main content has

orthogonal wavelet’S multi—resolution analysis，wavelet transfoITn’S faSt Mallat

algorithm，the second generation wavelet transform based On the lifting steps and SO
on．And then based on this transform，the Paper introduees the two．dimension image
encoding and decoding technology--SPIttT(Set Partitioning In Hierarchical Trees)，

which iS derived from the EZW(Embedded Zerotrees of wavelet toefficients)

technology while it is even more effective symbol bit encoding technology．Following
this it introduces the simulation of the whole algorithm．Wjvelet transform iS mainly
simulated bv MATLAB．And SPIHT iS simulated by the VC++．The PaDer analyzes
the initiaI data and brings forward some improved methods．Last．it introduces the

system realization-in DS P．
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1．1 引言

第一章 绪论

视觉是人类感知外部世界最重要的手段，据统计，在人类获取的信息中，视

觉信息占60％，图像正是人类获取信息的主要途径，因此和视觉紧密相关的图

像处理技术的潜在应用范围自然十分广阔。而伴随着个人电脑和Intemet的广泛

普及，数字图像处理技术迅速发展了起来，随着人们对图像质量的要求越来越高，

图像的信息量越来越大，而网络带宽和计算机处理速度是有限的，因此对数字图

像处理技术的要求也就越来越高了，不但要求算法简洁，快速而且要求对图像的

压缩率要高。

1．2课题的提出和意义

近20年来，随着多媒体技术的发展，出现了各种各样的静止图像压缩技术，

如：JPEG、TIFF、PNG、HDF和PCX等，其中最成功的当推JPEG标准。JPEG

标准是由ISOIEC联合技术委员会下属工作组：联合图像专家组(JPEG，Joint

Photographic Expels Group)S1]定的。由于JPEG优良的品质，目前网站上80％的

图像都是采用JPEG标准。然而，随着多媒体应用领域的快速增长，传统JPEG

压缩技术已无法满足人们对数字化多媒体图像资料的要求，如：网上JPE6图像

只能一行一行地下载，直到全部下载完毕，才可以看到整个图像，如果只对图像

的局部感兴趣也只能将整个图片下载下来再处理；JPEG格式的图像文件体积仍

然嫌大：JPEG格式属于有损压缩，当被压缩的图像上有大片近似颜色时，会出

现马赛克现象；同样由于有损压缩的原因，许多对图像质量要求较高的应用传统

JPEG无法胜任。为了弥补传统标准的不足，适应21世纪图像压缩的需要，早在

1997年，IS0／I’ru—T组织下的IECJTCl／SC29／WGl小组便开始着手制定新的静止

图像压缩标准——JPEG2000。与传统JPEG基于离散余弦不同，JPEG2000基于离
散小波变换，它不仅在压缩性能方面明显优于JPEG，还具有很多JPEG无法提供

或无法有效提供的新功能，比如，同时支持有损和无损压缩、大幅图像的压缩、

渐进传输、感兴趣区编码、良好的鲁棒性、码流随机访问等。JPEG2000的所有

这些特点，使得它的应用领域非常广泛，尤其在Internet传输、无线通信、医

疗图像等领域将具有诱人的应用前景。

本论文对与JPEG2000相关的核心技术——小波变换和基于小波变换的编解
码技术作了深入研究，然后用MATLAB对小波变换进行了仿真，用Vc++对基于小

波变换的SPIHT编解码算法进行了仿真，并对编解码过程中所获得的数据进行了

分析，提出了一些改进方法，最后介绍了系统的DSP实现。



第二章JPEG2000图像压缩标准

JPEG2000静态图像压缩标准分为下列7个部分：

(1)JPEG2000图像编解码系统；

(2)扩充(给(1)的核心定义添加更多的特征和完善度)；

(3)运动JPEG2000：

(4)一致性；

(5)参考软件(包含Java和C实现)；

(6)复合图像文件格式(用于文件扫描和传真应用程序)；

(7)对(1)的最小支持(技术报告)。

其中(1)是完全被认可的ISO标准，定义了核心压缩技术和最小文件格式，f2)

一(6)定义压缩和文件格式的扩充。下面对第(1)部分做进一步的说明。
一个典型的JPEG2000 PARTl的压缩过程如图2．1所示。

2．1数据预处理

图2．1 JPEG2000压缩过程

PARTl的预处理一般包括三种操作：区域划分，降低量级，分量变换。

2．1．1 区域划分

区域划分是指将图像划分为大小相等的若干区域，对每一区域独立进行压缩

处理。区域划分的目的在于要降低压缩过程所需的内存资源，如果内存足够，这

一步可以忽略。PARTI要求划分的区域是互不重叠的，因为这种划分是最简单

的，但由此而产生的一个缺点就是边缘象素环境信息的缺乏，这个问题可以采用

边界镜像扩展技术来解决。

2．1．2 降低量级

降低量级是将采样精度为尸的无符号整数减麦2”，使原来范围为[0，2”一1]

的样本移位到[一2“1，2“1一I】这个关于0对称的范围内。这一步在简化对数值溢



出等问题处理的同时，不会影响编码的效率。

2．1．3分量变换
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2．2离散小波变换(DWT)

DWT是JPEG2000的核心之一，关于这部分理论会在第三章作详细论述．这里只作概

要说明。

预处理后的数据将进行离散小波变换，以进一步降低数据之间的相关性。与

JPEG采用的离散余弦变换fOC'r)相比，DWT具有很好的局部性，能够针对不同

类型特点的图像中的不同区域采用不同的空一频分辨率，从而有可能取得更好的

压缩比，而且它还可以提供实现无损压缩的机制。简单来讲，一维DWT即是对

源信号进行了一系列的高通和低通滤波，并在每次滤波后将数据采样频率降为原

来的一半，以保证每次小波变换后得到的系数与源信号数目相同。每次的低通滤

波输出保存了源信息的低频信息，它是一个以更低分辨率对源信号的再现，集中

了源信号中的大部分能量：而高通滤波输出保存的则是源信号的高频信息，如边

界、材质等，其中所含能量很少。一次低通滤波后的信号往往还存在着大量的相

关性，为提高压缩性能，仍需要对它再次滤波，直至信号之间相关性达到可以忽

略的程度为止。高通滤波后的信号由于能量很小，再对它进行滤波往往是不划算

的，因而一般不再对它滤波。这种滤波方式被称为dyadic分解，它是
JPEG2000PARTl唯一支持的分解方式。二维DWT是对一维DWT的简单扩充，

通过将行信号和列信号与高通滤波器g(n)和低通滤波器h(n)进行不同的组合

源图像被划分为4个子带。其中唯一的一个低频子带仍可以继续分解。

2．3’量化

．IPEG2000的量化与JPEG量化基本相同：总体上都是采用均匀量化：不同子



带的量化步长一般不同。量化器步长是因子带而异的，目前有两种考虑因素：一

种是人类视觉对子带信号的敏感性(HVS的属性)；另一种是依据不同子带的均方

误差对重建后图像的总均方误差的贡献大小来决定量化步长。量化器步长的传输

也有两种方式：一种是类似于JPEG中的q-table，显式地传给解码器：另一种仅
传输某子带的量化器步长A b，其它子带步长由A b计算出。

2．4 白适应算术编码(第一层编码)和码流组织(第二层编码)

优化截取的嵌入式块编码(EBCOT)算法，它是基于小波变换的嵌入式编码的

方法之一，是JPEG2000的另一个核心技术。其主要思想是基于Shapiro提出的

EZW(嵌入式零树编码)，本文将在第三章着重论述EZW的改进算法SPIHT算
法。

所谓“基于小波变换的嵌入式编码”是指编码器将等待编码的、经过小波变

换后的比特流按重要性不同进行排序，提供多个满足不同目标码率或失真度的截

断点，使得解码器方能根据目标码率或失真度的要求在某一截断点结束解码，提

供相应质量的图像。在进行块编码时，JPEG2000强调多截断点的支持，越多的

截断点，表明图像可提供更多的质量选择。对码流的组织，EBCOT也有专门的

论述。码流的组织(第二层编码)就是将上述截断的数据进行打包，并附加相关的

标志信息，从而实现JPEG2000对多失真度的支持。

2．5 JPEG2000的主要技术优势

JPEG2000相对以往的JPEG标准有一个很大的飞跃。以前彩色静态图像编码

采用JPEC；二值静态图像采用JBIC：低压缩率编码采用JPEC—LS。多种方式同

时存在，而JPEG2000则将上述方式统一起来，成为各种图像的通用编码方式。

不仅如此，JPEG2000还有许多原先的标准所不可比拟的优点。

1)高压缩率

JPEG2000格式的图片压缩比可在现在的JPEG基础上再提高10％～30％，而

且压缩后的图像显得更加细腻平滑。

2)渐进传输

JPEG2000格式的图像支持渐进传输(Progressive Transmission)，就是先传输
图像轮廓数据，然后再逐步传输其他数据来不断提高图像质量。这样你就不需要

像以前那样等图像全部下载后才决定是否需要，而是先直接快速浏览图像概貌，

之后再决定是否需要更细致的图像。

3)感兴趣区域压缩

JPEG2000另一个极其重要的优点就是ROI(Region of Interest，即感兴趣区

域)。我们可以对一幅图像中我们感兴趣的部分采用低压缩比以获取较好的图像

效果，而对其他部分采用高压缩比以节省存储空间。

4)同时支持有损压缩和无损压缩

JPEG标准无法在『司一个压缩模式中同时提供有损和无损压缩，而在

JPEG2000标准中，能在同一个算法中对图像进行有损和无损压缩，并且能实现
非常大图像压缩。

5)其它技术优势



①考虑了人的视觉特性：

增加了视觉权重和掩膜，在不损害视觉效果的情况下大大提高了压缩效率；

②码流的随机访问和处理：

这一特征允许用户在图像中随机地定义感兴趣区域，使得这一区域的图像质

量高于其它图像区域；码流的随机处理允许用户进行旋转、移动、滤波和特征提
取等操作。

@容错性：

在码流中提供容错性有时是必要的，例如在无线等传输误码很高的通信信道

中传输图像时，没有容错性是让人不能接受的。

④开放的框架结构：有利于在不同的图像类型和应用领域优化编码系统。

⑤基于内容的描述：基于内容的描述在JPEG2000中是压缩系统的特性之



第三章小波变换数学理论

3．1小波变换概论

传统傅立叶分析只能对信号进行时域或频域单独进行分析，时域上有限的信

号在频域是无穷的，频域内有限的信号在时域里是无穷的，其时频窗如图3．1所

示：

f

霪
f

时域有限
’

频域无限
图3．1傅氏分析

频域有限
‘

时域无限

为了解决傅氏分析的上述局限性，提出了短时傅立叶分析，其时频窗如图3．2

所示，即在时域和频域内同时进行分析，但只能作均匀分析，对信号中的畸变部

分(时域或频域内的)，则由于分辨率不够而无法做出精确分析。

图3．2短时傅立叶分析‘ 图3．3小波分析
‘

小波分析解决了以上的所有问题，它不仅能在时域和频域内同时分析，而且

还能自动调整分辨率，其时频窗如图3．3所示，采用不同尺度的小波，即频率或

高或低的小波对信号的不同时刻作相关，这样，在时域内信号的奇变部分可采用

短时高频小波进行分析，对应时频图的上部，而对时域内的缓变部分则采用长时

低频小波进行分析，对应时频图的下部，可根据不同信号调整分辨率，因而小波

分析被誉为数学上的“显微镜”。

墨



3．2连续小波变换

3．2．1定义

连续小波变换的数学表达式：

％(啪)={R㈨歹(竿地口>。 (31)

／(f)，gt(t)是平方可积的，且_；f，O)的傅氏变换甲(∞)满足条件：

q=0w(co)12／codco<∞ (3．2)
i

被称为小波函数或小波母函数，a为尺度因子，b为平移因子。

从上述定义可以看出，小波变换也是一种积分变换，是将一个时间函数变换

到时间一尺度相平面上，使得能够提取函数的某些特征。而上述两参数疗，b是连

续变化的，故称上述变换为连续小波变换。

如果令∥。。(f)一{妒(三二鱼)，则连续小波变换也可采用内积来表示：

％(口，6)=<／(f)，％j(f)> (3．3)

从这种写法可以粗略地解释小波函数的含义：由于数学上内积表示两个函数

“相似”的程度，所以由式(3．3)可看出，小波变换％(叫)表示-厂(，)与％，。(f)的

“相似”程度。当a增大时(a>1)，表示用伸展了的y(，)波形去观察整个厂(，)；

反之，当日减小时(O<口<1)，则以压缩了的∥(，)波形去衡量-厂(f)的局部，见图

3．4。所以，随着尺度因子的从大变到小(O<口<+∞)，厂(f)的小波变换可以反映／(f)

从概貌到细节的全部信息。从这个意义上说，小波变换是一架“变焦镜头”，它

既是“望远镜”，又是“显微镜”，而a就是“变焦旋钮”。

图3．4尺度因子,12和移位因子b的作用



3．2．2 允许小波

与傅氏变换类似，也存在小波反变换。设f(t)∈r∽)，则

厂(r)2专r。e吉哆(以6)％“，)拍出 (。棚

为使小波反变换有意义，小波函数需要满足O<G<+。o，即

o<f盥业d∞<。 (3．5)
； 田

该式被称为小波的容许条件，由此可推出

T(O)=I 9"(t)dt=0 (3．6)

由(3．5)式可知缈(f)应具有快速衰减性，由式(3．6)可知y0)应具有波动

性。可以想象∥(f)的图像是快速衰减的振动曲线，这就是y(f)称为小波的原因。

3．2．3 窗口宽度与海森堡(Heissenberg)测不准原理

与筒u傅业叶父抉荚似，征小顿父秧甲，口j杯虬b(t)是面幽数，小波爻秧的

时一频窗表现了小波变换的时一频局部化能力，因此可定义小波变换的窗1：3中心

与窗口宽度。

定义：设y(f)∈r(R)是小波函数，其对应的时窗中心‘，时窗半径Ⅵ，，频

窗中心屯，频窗半径Ⅵ分别为：

‘=糌警 @，，

u=业学 @s，

皆喾 @，，

Vc％ 一[￡(∞一嘁)2
tw(oal2如f
甲(甜)

(3．10)



由于小波变换中的窗函数虬。(f)是小波函数y(f)平移和缩放的结果，所以

记虬。0)对应的有关分量分别为t+，Vt，国‘，Vco。可推出他们之间的关系式

t+=日C+6

Vt=ⅡⅥ。

． 1 ．

国=一曲“
Ⅱ

勖：』魄
a

(3．11)

(3．12)

(3．13)

(3．14)

由(3．11)式可看出，虬。(f)的时窗中心是∥(f)的时窗中心的a倍后再平移b个单

1

位；由式(3．13)可看出虬。0)的频窗中心是P(f)的频窗中心的二倍；由式(3．12)可
Ⅱ

看出虬．。0)的时窗宽度是∥(f)的时窗宽度的a倍；由式(3．14)可看出虬。(f)的频窗

1

宽度是y(f)的频窗宽度的二倍。这样对于固定的b，随着a的增大(a>1)，小波

变换的时窗就增宽，而频窗就变窄。

虽然虬。(f)的时窗、频窗的中心、宽度随着a，b在变化，但在时一频相平面

上，时窗和频窗所形成的区域(即窗口)的面积为
1

2Vt·2Vc054口w弓M
3 4w。砜 (3·15)

它是不随n，b的变化而变化的。

综上所述，易知在时一频相平面上，小波变换Ⅳ，r(d，b)的时频窗是面积相等

但长宽不同的矩形区域，这些窗口的长、宽是相互制约的，它们都受参数a的控

制，而尺度参数口是与小波变换孵(口，b)所反映原信号厂(f)的频率成份相关的量：

当d较小时，盯(n，b)反映的是l=b时附近的高频成份的特性；当a较大时，

％(。，6)反映的是扭b时附近的低频成份的特性，所以我们由如下的对应：

a：小一>大铮频率。：大-->d" (3．16)

因此，时频相平面上的窗口分布如图3所示。“扁平”状的时频窗是符合信号低

频成份的局部时频特性的，而“瘦窄”状的时频窗是符合信号高频成份的局部时

频特性的。



3．3 离散小波变换

3．3．1连续小波变换的冗余

由式(3．4)所示的小波变换的反演公式可知，，(f)可由它的小波变换哆(n，b)

精确地重建，它也可看成将厂(f)按“基”虬．。(f)的分解，系数就是，(f)的小波变

换，但是“基”虬．。(f)的参数d，b是连续变化的，所以忆，。O)之间不是线性无关

的，也就是说，它们之中有“富余”的，这就导致孵(Ⅱ，6)之I'fi]有相关性，数学

表述如下：

对于n=apb=bI，有

％(q，61)2 j厂(f)矿。(oat

2摩r。亡吉％(g掺‰觯)踟妇)瓦“r矽

2专r。L吉哆(。，6)(￡％以)‘歹。nQ皿)如如
=r。￡吉％(啪)％(％6，bOdbda， (3㈣

其中 ～(日，口l，6，岛)=U1．【虬，。(，)‘玩^(oat， (3．18)

∥

上式(3．17)说明(n，，岛)处的小波变换略(d，，61)可以由半平面o<口<+o。，

一。。<b<+m上的点(d，6)处的小波变换町(口，6)表出，系数是～(d，口．，b，6I)，它称

为小波变换的再生核。若％，。(f)与％汕(f)正交时，由式(3．18)知～(d，口。，b，白)=0。

此时(d，6)处的小波变换町(口，6)对％(n。，61)的“贡献”为零，而那些使虬，。(f)与

虬汕(f)不正交的(口，6)处的小波变换就要对(d．，鱼)处的小波变换做“贡献”。所以，

要使各点小波变换之间没有相关，需要在函数族{帆。(f)}中寻找相互正交的基函

数。解决的办法是将虬。(f)的参数d，b离散化，以图能够找到相互正交的基函数。



这样，需要引入离散小波变换的概念。

3．3．2参数的离散化与离散小波变换的概念

为达到上述目的，我们将对小波函数虬．。(f)中的n，6进行离散化。

先看尺度参数d的离散化。通行的做法是取口=口：，J=o，±1，+2L，此时相应

』

的小波函数是％2y(ao’O一6))，，=0，±1，+2L．

再将位移参数b离散化为尼=0，±l，-+2L，得离散小波函数：

一』

ym(f)=％2y(啄’(f一6))，_，，k∈Z，日。>0，是常数

f(t)得离散小波变换为：

町(／，七)-Jf(t)∥j，t(t)dt (3 19)

离散小波变换是尺度一位移相平面的规则分布的离散点上的函数，与连续小

波变换相比，少了许多点上值，但是有如下两个结论：

(1)离散4、波变换所(．，，．i})包含了函数厂(f)的全部信息，或者说，由

盯(，，k)可重构原函数厂(f)；

(2)任意函数厂(f)都可以以蚧，。(f)为“基”表示出来。

当取‰=2时，就成为离散--进4'波变换：

(／／2,k(忙歹1 y(砉叫．舻e z (3．20)

函数／(f)∈L2(R)对应的二进小波变换便可被写成

吩(，，七)=<厂(吐％，出)>=击e厂(，)y--‘可t—k)dt (3．21)

3．4。正交小波变换

一般来说离散小波变换的信息量仍然是有冗余的。从数值计算及数据压缩的

角度，我们仍希望减少它们的冗余度：另外，离散小波框架一般不是r(R)的正

交基。本节要做的事情就是寻找信息量没有冗余的小波和r(凡)的正交基，如何

构造官们。



3．4．1正交小波变换的定义

若式(3．20)中y(，)∈r(R)是一个可容许小波，若其二进伸缩平移系V／j,t(，)，

_，，k∈z构成r(R)的标准正交基，则称∥(r)为正交小波，也称％．。(r)是正交小波

函数，称相应的离散小波变换式(3．21)为正交小波变换。

让我们来看一个正交小波的非常简单的例子，这就是数学家A，Haar在上世

纪初提出的Haar系，它取小波母函数矗(f)为

其频域表达式为

h(t)=

它们的图形见图3．5。

l

O

l

2jk≤r<(2k+1)2’～，

一丽1，(2k+1)27—1≤r≤(尼+1)27， (3．22)

0， 其他．

一竺

H(甜)：!二丝：±!
ico

(a)时域波形

取它的二进伸缩平移系

易知有

矗(f)

0

(3．23)

图3．5 Haar小波

0

(b)频域波形

l朋=歹1^(歹t—t)．，，尼∈z (3 24)

1

1j12’

2’72’

0，

2’k≤f<(2k+1)2。一。

(2k+1)2’一1≤，≤(k+1)2’， (3 25)

其他．



容易验证{k．。(f)}～。。构成f(R)的一个标准正交基。

然而Haar系的小波函数是不连续的，且它在频域随∞的衰减速度仅为三，因此，
珊

它不能满足对基的光滑性的要求，频域的局部性也较差，在实际应用中很少用它，

但它的结构简单，很方便用来说明问题，常用于理论研究中。

3．4．2构造正交小波的多尺度分析

3．4．2．1多尺度分析(Muli—Resolution Analysis)

简称]VERA，也称多分辨率分析，是S．Mallat在1988年提出的。

定义：我们称满足下述条件的L2(R)中的一列子空间{_}旭及一个函数p(f)

为一个正交多尺度分析，记为({■)脚，妒(f))：

(1)_￡__l’J∈z， (3．26)

(2)厂(f)∈0曹f(2t)∈¨-1， (3．27)

，(3)I_={o}，U_Z(R)， (3．28)
』E2 JE2

(4)Co(t)∈％，且{Co(t-k)}。是Vo的标准正交基，称Co(t)是此多尺度分析的

尺度函数或父函数。

由性质(2)、(4)可知，对于任何，(f)∈％，有，(寺)∈巧，且容易验证，函
J

数系{2 2Co(2吖，_七)}。构成了■的一组标准正交基。

下面我们先讨论如何由{vA触构造空间r(尺)的正交分解r(JR)=o％。
』E2

由于_∈_+记％是_在_一．中的正交补空间，即l一．=巧+％，％上l，

，∈z，这样得到空间列{％)坤，显然当m，ne z，m≠”时，有％j_％。另外，

l一，=0+％2_+，+％+。+％

2巧+2+％+2+％+l+％=L

=_+；+嘭+，+形一．+％+：L+％。+％，

令S一—旧，得到：一。=o％，令，斗Ⅻ，得到：
⋯一J

Ⅷ

LZ(R)=o％ (3．29)



我们也称％为尺度为_，的小波空间，巧为尺度为』的尺度空间。由于％是巧在

巧一．中的正交补，因此，％也称_在_一，的细节空间。

有上述过程可知，由彤}仲可确定{％)血。

下面，我们再来看如何由妒(f)求出暇的标准正交基。

我们注意到E中函数也有对伸缩变换的特点：若非零函数

厂(f)∈％营f(2t)∈％_10

正是因为％对伸缩变换的上述特点，我们寻找％的标准正交基的问题归结

为找％的标准正交基即可。我们希望％的标准正交基是由一个函数妒(f)的平移

系构成。在通过P(f)寻找y(f)之前，我们先来研究它们应满足的性质，以及它们

之间的关系。

3．4．2．2尺度函数和小波函数的性质

’并不是任何函数的平移系都是标准正交系，下面定理说明这样的特性函数的

条件。

使

定理1：设妒(f)∈r(R)，令‰．。(f)=妒O一七)，则{‰．。(f))。是标准正交系

§∑IO(co+2kzc)[2-=1 (3．30)
￡E2

其中①@)是妒(f)的傅立叶变换。

定理2：设职}。和尺度函数妒(f)构成r(胄)的一个多尺度分析，则有{吼}。

其中，显然有

万1心)=薹吲H)

钆=万I￡p(圭)_(，∽础． (3，：)

在式(3．31)两端取傅立叶变换，得到

,／2(1)(2co)=∑^P。“中(∞)， 即 中(2∞)=—芹1∑魄e一“中(珊)，
t∈z ～‘kE2



记

即得

日(∞)：去∑吃e‰f
、，Z女∈2

qb(2co)=H(co)qb(co)

(3．33)

(3．34)

式(3．33)是{“)。得傅立叶变换或频域形式，也称为共轭滤波器，称hk为

滤波器系数，而式(3．31)称为双尺度方程，式(3．34)是双尺度方程得频域形

式。

定理3：设{hk)是一个以妒(f)为尺度函数得多尺度分析的滤波器系数，H(co)

是它的频域形式，则

(1)IH(co)12+I／-z(co+厅)12=1，

(2)若{以)满足∑I峻I<+0011qb(co)连续，①(o)≠0，则H(o)=l。
I

将H(0)=1代入(3．33)可得

∑‰=压<佃 (3．35)

定理4：设职}。和尺度函数妒(f)构成r∽)的一个多尺度分析，{％)。是由

它所确定的小波空间，若w(t)∈rv0，则有{g。)。，使

其中

万1鸣)=荟踟。叫，

＆=击￡yc扣cH，田

(3．36)

(3．37)

与式(3．34)类似，式(3．36)的频域形式为：

W(2co)=G(co)中(c01 (3．38)

其中 G(咖击荟即“‘ ㈦。，，

式(3．36)也称为双尺度方程。式(3．31)和式(3．36)这两个双尺度方程是

多尺度分析赋予尺度函数妒(f)和小波函数∥(f)的最基本性质。

对于给定的多尺度分析({■)。，妒(f))，如何找到Wo中的一个函数∥(f)，有下

定理。

定理5：设给定的多尺度分析的尺度函数伊(f)，则



(1)y(f)∈Wo的充要条件是

(2)

日(∞)-(甜)+Ⅳ(∞+石)石(国+石)=0

O(co)12+Io(co+71")12=1

(3．40)

(3．41)

(3)式(3．40)和(3．41)是函数系(∥O一七))。构成睨的标准正交基的充要

条件。

定理5告诉我们满足式(3．40)和(3．41)的函数矿0)可构成％的标准正交

基，下面的定理说明这样的g／(t)可以构成r(胄)的标准正交基。

定理6：设y(f)∈r怛)，且满足式(3．40)和(3．41)，则∥(f)的伸缩平移系

％，I(f)=2-s／2∥(2—7卜七)，工k∈z (3．42)

构成r似)的标准正交基。

下述定理说明如何由p(f)构 g／(t)标准正交基。

定理7：对于已给的多尺度分析({吒}。，p(f))，取G(甜)=P—H(co+万)，则由

式(3．38)所确定的函数伊(f)的伸缩平移系{2-j12l}c，(2～t-k)}¨。：构成r(胄)的标

准正交基，其中H(co)由式(3．33)所确定。

3．4．2．3 由多尺度分析构造正交小波基

至此，我们得到一个从多尺度分析(形}。，co(O)，求得r(R)的小波函数

g(t)，进而

求得r∽)的小波基{2-j12y(2～t一七))f肛：的步骤：

(1)由妒(f)及式0(200)=Ⅳ(∞归(∞)，确定H(co)：

(2) 由H(o)及式G(出)=e-t‘oH(to+口)，确定G(co)；

(3)由G(co)，o(co)及式T(2co)=G(∞如(∞)，确定w(co)；

(4) 由甲(甜)和逆傅立叶变换确定g(t)。

上述步骤基本是在频域内进行的，也可在时域内进行：

1^



(1)姒f)及公式仇=万1￡伊(扣¨皿确定㈨一
(2)由式g。=hi-．(一1)1’”∽∈z)确定{g。}～

(3)由yo)，{＆)一及式去∥(争=∑gkI{o(t一七)甲(∞)确定妒(f)。
V上 厶 lE2

3．4．3 Mallat算法

(3．43)

3．4，3．1 函数的正交小波分解和多尺度逼近

由一个给定的多尺度分析({_)皿，妒(f))可确定一个小波函数杪(f)和相应的小

波空间{嘭)，，且￡2(R)2 J是：％。因此，对任何厂(f)∈衫俾)，有

厂(f)=∑dj，^％。t(f) (3．44)

，，IEi

其中哆，。=<厂(￡)，吩。。(f)>，_，，ke z由离散小波变换的定义知，弘m}"。：就是，(f)

的离散小波变换。由于此时{yp)m)小。是r(R)的正交基，故{哆，。‰。：是厂(f)的

正交小波变换，式(3．44)就是它的重构公式，也称为f(t)的正交小波分解。

若记哆．。吩，。(f)=＆(f)，则吕(f)∈％，而％o_=巧一_的频率范围恰是巧一一

的--4a，且是_一，中的低频表现部分，所以，％的频率表现在_与_一。之间的部

分，它表现的是一个有限频带。所以，通常巧表现了_一。的“概貌”，％表现了_一。

的“细节”。由于％的频带是互不重叠的，所以％表现的是不同频带中的“细

节”。此时式(3．44)可写成

弛)=∑g。(f) (3．45)

，E2

它说明，任何一个函数厂(f)∈r(尺)，可以分解成不同频带的细节之和。随着J的

不同，这些频带是互不重叠，且充满整个频率空间的。这样，正交离散小波变换

dj。的时一频窗是互不重叠、相互邻接的，它们形成了对时一频平面的一种剖分。

在实际中，任何函数f(t)er(足)，它实际上只有有限的细节，因为物理仪器



记录下的信号总是只有有限的分辨率，我们可以假设f(t)∈Vo，将有最精细的细

节的函数空间记为圪

由于

％=K+啊=％+％+彬

=L L

=巧+％+％一l+L+形

所以 f(t)=正(f)+gs(t)+gg一。(f)+L+岛(f)，

其中

，

∑勺，。仍+。o)+∑∑ds，。％，。(f)
女E： i=1tE2

Cj．^=<厂(f)，纺。t(f)>，k∈2

d¨=<，(f)，％．I(f)>，k∈z

(3．46)

f3．47)

(3．48)

式(3．46)中的第一项正(f)，是厂(f)在尺度‘，下的一种逼近，，越大，逼近程度

越差，是厂(f)的第J级“模糊像”，它表示的是，(f)的频率不超过2。的成份；而

第二项中的gi(f)，是，(r)的频率在2。到2。“之间的细节成份。式(3．46)对所

有的J(J≥1)成立，也就是说，我ff]nU得到不同尺度，下的逼近式。我们称

fj(t)=∑勺，。n，。(f)
tE2

为f(t)的尺度为，的连续逼近，称其系数(3．47)为f(t)的离散逼近，称

gi(t)=∑喀．。％．。(f)

(3 49)

(3．50)

为，(f)在尺度i下(或频率2。)的连续细节，称其系数(3．48)为f(t)的离散细

节。

3．4．3．2 快速算法

当妒(f)，P(f)己确定时，要想得到函数厂(f)∈if(R)的多尺度逼近^(f)，只需

知道b。)。，同样，要想得到厂(f)在尺度J下的细节，只需知道{d』，。)。，这也

是我们将它们称为离散逼近和离散细节的原因。而b．。}。与{吐，。}。的计算对于



，有传递关系，见下两式

‰I=∑巳．。砒}，k∈z (3．51a)

嘭扎t=∑oⅢg m，七∈z (3．51b)

式(3．51)和(3．52)便是Mallat快速算法。从两式中可看出，只要知道双

尺度方程中的传递系数{吃)一和{岛)～(岛=(一1)1～hi一一)，就可由鲰。)⋯计算出

h。)～，{dl，。)～，再由{c1，。)～计算出{c2，。)一，{d2。。)一，由{c：，。)⋯计算出

{e3,n)⋯，{d3。)一，L，其过程可由图5示意。

图3．6分解算法示意图

q

Dj

以上是快速分解公式，同样由{o．．。)～和{嘭“。}～可以重构出{c，)⋯的快速

算法。

勺，t=∑o扎。魄一2．+∑dj扎。gI一2。， k∈z (3．52)

"E： nE：

这即是由{c川，。)～和{t“。)～重构{c。)⋯的重构公式，它可用图6示意：

cj——◆q-1——◆

、她／M／’
图3．7重构算法示意图

3．5 Mallat算法滤波器卷积实现的MATLAB仿真分析

3．5．1小波分析、综合与卷积的关系

公式(3．51)将较粗略尺度j+1上的DWT系数与较精确尺度j上的DWT

系数联系起来。为方便观察起见，将分析综合公式改写为：

o+l【明=∑cj[n]h[n-2k] (3．51’a)
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dj+l吲=∑cj[n]g[n-2k] (3．51’b)

勺㈨=∑勺+，[n]h[k-2n]+∑d1+1M舭一un](3．52’)

分解公式类似于傅立叶变换中的卷积运算：

x[k]th[k】 聆】

常规卷积与分解公式之间的相似性表明，尺度函数系数h。和小波函数系数反

可被看成是滤波器的脉冲响应。所以DWT分析是一种形式的滤波。实际上，DWT

分析与简单的卷积只有两方面不同：首先，脉冲响应的采样点是倒置的，用h。

代替了h[k一”1；其次，标号k是乘2的。分析公式的这个乘2的标号意味着卷

积后每逢第二个采样点要被去掉。

公式(3．51)的实现效率很高。对于一个长度为N的信号，DFT需要用Ⅳ2次乘

法和Ⅳ2次加法，FFT的加法和乘法次数均为Nlog：N，而DWT只需N次乘法

和N次加法。

公式(3．52)为重构公式或称综合公式，该公式将较精细尺度／上的DWT

系数和较粗略尺度，+l上的DWT系数联系起来。它实现的是逆DWT(IDWT)功

能。综合公式中的各项与常规卷积非常相似，因此也暗含着滤波作用，唯一不同

的是标号n乘2，其效果是脉冲函数的采样点隔一个丢弃一个，或者说相当于在

cM。和d¨．。的采样点之问插入0。

如上所述，系数％和甑可以看成是一对滤波器的脉冲响应。它表明对于所有

的小波族来说，^。的作用是一个低通滤波器，而既的作用是一个高通滤波器。

通过求它们的离散傅里叶变换的幅度响应，通常可以得到滤波器的波形。图3．8

显示了Daubechies一4小波族中两个互补性很好的滤波器。它们增益曲线的交点是

在它们最大值的3dB处。这就意味着这两个滤波器将频谱等分成了两个频率段。

当对一个信号滤波时，低通滤波器的输出包含了信号的低频分量，而高通滤波器

的输出是信号的高频分量，滤波器特性之所以互补是因为尺度函数系数自．和小波

函数系数g。有如(3．43)式所示关系，重写如下：

g。=k(一1)⋯(月∈z)。
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图3．8 Daubechies-4族的低通和高通滤波器

对于许多小波函数族来说，分析和综合所使用的是相同的小波和尺度函数滤

波器魄和＆。然而，对于双正交小波(biorthogonal wavelet)族，综合滤波器与

分析滤波器是不同的。两套滤波器的系数由下面两个公式建立联系的：

．《}=(一1)。gⅣ-l—t (3．54)

骺=(一1)。hN+々 (3 55)

下面从频域角度理解小波的分解和综合公式。小波分析的思想是识别信号中

的细节程度。由上面的分析引入了滤波器的思想，即第一个脉冲函数吃定义了尺

度函数，具有低通特性。第二个脉冲函数m定义了小波函数。具有高通特性。

图3．8显示了Daubechies一4族的两个滤波器的波形。在小波分析的第一步，待分

析的信号通过这个低通和高通滤波器分解为两部分。高通滤波器拾取小的细节，

低通滤波器拾取信号的其他分量。结果如图3．8在频域所示的那样，信号被分解

成两半：一个由尺度函数平移所确定的低通部分和一个由小波函数平移所确定的

高通部分。对信号的低通部分持续进行这个过程，用低通和高通滤波器来对它进

行滤波。每一步都会找出信号的进一步的细节，只要细节存在，就可以继续进行

这种对低频带的子分解过程。

图3．9(b)显示了三个分析级。对于低频分量来说，好的频率分辨率是最重

要的。对低通部分再滤波是为了获得最低频部分最佳的频率分辨率，尽管在较高

频率部分得到的频率分辨率较差。图3．9(b)中的滤波器的宽度表明了它们的频

率分辨率：滤波器越窄，所能分辨出的频率就越精细。



H(D)(dB)

H(Q)(dB)
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(a)经一级滤波后

0Ⅱ／8Ⅱ／4 Ⅱ／2

(b)经三级滤波后

图3．9 DWT滤波器形状

3．5．2离散二进小波变换的计算

上节从频域对DWT的考察可为式(3．51’)和(3．52’)提出的小波分析和综

合公式提供一种可行的解释。小波分析式(3．51’)实现滤波和向下采样。式

(3．51’a)指出，将系数cj[n]与翻转的低通脉冲响应M一女】进行卷积实现滤波，

再将结果进行向下采样获得o，[￡】。在式(3．51’b)中，滤波由系数¨H】与翻转

的高通脉冲响应g卜k]进行卷积来实现，再将滤波输出向下采样得到系数d。[七】。

在这两个分析公式中，上节定义的并示于图3．10的向下采样，通过每两点丢弃

一点的方法使采样频率降低一半。表现为标号k乘以2，以产生向下采样作用。

图3．12a显示了一个描述DWT分析公式的框架。其中HP指的是与高通滤波器

g[-k]相卷积，而LP指与低通滤波器^卜k]相卷积。向下采样用符号士2来表示。

上节把综合描述为向上采样，然后再进行滤波，以及低频与高频分量相加。

小波综合公式(3．52’)完成的是滤波任务，将系数c。[”】和dj+。[川与脉冲响应

^叶】和烈纠分别进行卷积。向上采样的作用室友标号n乘2产生的，其效果是再

每一对c。[≈】和d，+，叶】采样点之间加入零。图3．1l_说明了这一点。图3．12b显示



了小波综合的过程：剁J(dj+。[纠先向上采样再进行高通滤波，。川[纠先向上采样

再进行低通滤波，这两部分相加得到系数勺陋】。

X(n)

X(n)

X(n)

0 4 8 0 2 4

(a)向下采样前 (b)向下采样后

图3．10从时域角度看1／2向下采样

0 4 8 O 2 4

(a)向上采样前 (b)向上采样后

图3．11从时域角度看1／2向上采样

-0+1)

尺度2

q+l(k)

1

尺度2

Dj(k)

cj(n

(a)分析

尺度2

q(k) LP=h0[-k】

(b)综合

图3．12 DWT分析与综合

一0+I)

q+l(k)

n

尽管DWT分析公式(3．5l’a)将一个尺度上的系数与下一个较精细尺度上的

系数联系起来，但仍然存在这样一个问题：如何开始分析?换句话说，在第一步

中使用的一组c，[明是什么7¨足】应当是用¨子空间的尺度函数描述厂(f)的系



数，如下式

代)=乃(f)=∑cj[k]2-．；12妒(2～t一尼)
t=Ⅷ

从上式可以看出，正确的程序是用某个足够小尺度的尺度函数来描述一组信号的

采样点，然后用其系数q[纠作为DWT分析的起点。然而实际上，几乎总是用信

号的采样点本身(缩放2叫2倍之后)作为第一组系数。之所以要这样做，是因为

在最精细的尺度上，尺度函数(以及小波函数)看上去类似脉冲函数，因为它们

的脉冲宽度很窄而且接近单位高度。如果一个数字信号可以用脉冲函数的和来表

示，也就可以近似地用非常精细地类似脉冲函数地尺度函数的和来表示了。举例

来说，一个在吒子空间的函数可以写成如下形式：

f(t)=L+G[O]2-3nlp(2。r)+c3[1]2-3，2妒(2_3f一1)

+c3[212—372p(2一t一2)+c31312—372p(2—3f一3)+L

因为任何一个数字信号都可以写为脉冲函数和：

月Ⅳ】=L+门o]a'D)+以l】研月一l】+以2】馥月一2]+，，p15[n一3]+L

随着尺度函数在更精细的尺度上越来越像脉冲函数，就越来越有理由使信号的采

样值厂【七】等于0[七]2叫2，即对于子空问_中的函数采样点，[七]，使

c』引=2．u2f[k】 (3．56)

一般可以用这样的近似得到可接收的结果：在由标号j给定的某个足够精细

的尺度上，尺度函数系数可以用信号的采样值乘以2m来代替。

无论多少级的DWT分析都可以实现。由于向下采样，低通DWT系数c。【七】

的数目是c，【削的1／2。假设，最大的尺度是j=o，那么2”个采样点的信号长度

允许最多N级分析。第N级也就是最后一级产生DWT系数co陋】。对于高通的

DWT系数d，[七】也一样。例如，在K中具有256个采样点的信号厂(f)，经过第一

级分析生成128个低通采样点(即DWT系数c7[寿】)，以及128个高通采样点(即

DWT系数d，[明)。下一级，低通系数c7陋】进一步被分析产生64个采样点的低

通系数气【t]和64个采样点的高通系数d。雎】。第8级用两个低通系数c1[☆】生成

单一的低通系数co[k】和单一的高通系数do[k]。
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DWT综合可以从任何尺度上的姒t]和叭纠系数开始a根据式(3．52’)，DWT

系数Co[k]和哦[七】用来重新生成系数“t】；接下来，再将cl昨】和4【J}]合并生成

系数c：昨]，然后将姒女】和dAk]合并生成姒女]。由于向上采样的原因，每一步

综合的结果，系数％。【卅的数量是巳[明的2倍。因为已知Co[k]，do[k]，4陋】，吐[t】

就能最终计算出“纠，所以可以用这组系数对子空间K中的任何信号进行编码。

3．6 第二代小波一基于快速提升的算法

小波变换的Matlab算法中，信号经过卷积运算后再按隔二取一的周期进行采

样，这意味着卷积运算中有一半是无用功，另外一个缺点是无法即时用离散小波

变换系数替换对应点的源信号数据，因此要占用更多的内存。为此Sweldens w

提出了小波变换的快速提升算法，成为第二代小波的关键技术。

它的基本思想是先将源信号划分为奇数信号集合和偶数信号集合，然后对它

们交替进行预测和更新的操作，最后偶序列对应于低频分量，奇序列对应于高频

分量。

基于提升小波的滤波的另一个特点就是计算简单，不论是分解或重构都不涉

及复杂的内积运算，而且它还提供了无损压缩的能力。对于基于卷积的滤波，即

使是采用整数型的(5，3)滤波器组，随着分解层数的加深，由于计算机无法为完

整的表示滤波系数提供足够的精度，从而出现信息丢失：而基于提升小波的滤波

则可以和量化器结合提供一个整数到整数的压缩框架，以实现无损压缩。

小波提升分为三个步骤：分裂、预测和更新，如图3．19所示。

X(n

图3．19提升形式

息cj

息dj

首先将信号分解成奇数和偶数的样本，然后交替地使用对偶预测(用一个滤

波器对偶数样本进行滤波，然后用奇数样本减去滤波后地结果)和提升(用一个

滤波器对奇数样本进行滤波，然后用偶数样本减去滤波后的结果)，经过M次的

预测与提升以后，偶数样本就相应于低通小波系数，技术样本相应于高通小波系

数。最后经过一次以K为比例因子的伸缩变换。

下面由Mallat算法出发推导提升格式。

记x(n)，h(n)和g(n)的偶部和奇部分别为



xe(n)=x(2n)，xo(n)=x(2n+1)

吃(玎)=h(2n)，ho(n)=h(2n+1)

ge(n)=g(2n)，go(n)=x(2n+1)

于是，根据Mallat算法，有

x,oZk)=∑x(n)h(n-2k)=∑t(n)吃。一k)+Zxo(n)吃(”一女) (3．57)

取z变换可得

jo(z)=Z(z)皿(z。)+咒(z)Ho(z。) (3．58)

同样地，有

以聃(z)=鼍(z)Ge(z1)+Xo(z)q(z。1) (3．59)

用矩阵的形式同一表示，有

[端]=黪?no(z1I们JLXo(力-)]JZ-I Q(z 荆圹鼢Xo(z)]B。∞l以神(z)J k() ’1)“ 一。一。l j
⋯～’

肌胁黜捌。琨删at算法也可煳3．20所示的等价算
法来代替。用提升格式来实现小波变换就是要用若干个提升过程来实现图3．20

算法中的向量滤波P(z。)。以CDF9／7双正交小波变换为例，来说明这个实现过

程。

x(n) [P(I／z)]’

xlow(n)

图3．20小波变换(Mallat算法的等价算法

CDF9／7双正交小波变换的低通和高通滤波器的冲击响应分别为

^(0)=乓=0．8527

h(O=h(-1)=鱼=0．3774

h(2)=^(一2)=如=-0，11062

h(3)=h(-3)=岛=．o．02385

五(4)=是(_4)=鬼=0．03783

可以推导出



见(z)=也z-2+如z-1+％+h2z+死z2

爿：z)=也z-1+啊+啊z+红z2

由h值根据公式可得g值：

g(—2)=g-2=0．06454 g(-I)=g一，=一0．0406

g(o)=go=一O．41809 g(1)=g．=O．78849

g(2)=92=一O．41809 g(3)=93=一O．04069

g(4)=g。=O．06454

同样可以推导出

Ge(z)=94z一2+92z_1+go+g一2Z

(己(z)=93Z_1+gl+罟L1：

(3．41)

(3．42)

将滤波器多项式矩阵P(z)进行因式分解，生成一系列三角矩阵的连乘积，其结

果如下式：

鼽黝捌
=P+。Z-1)][p(1圳PPk圳雕r3’

其中，比例因子K和提升系数口、∥、，，和占分别为

口=h4／吃z一1．586134 343

∥=玛／‘z—O．052980118

，=‘／S0*O．882911075

J=SO／to z0．443506852

K=to≈1．230174105

ro=ho一2啊啊／4

‘=·％一h4一h4岛／

So=丘一玛一玛％／

to=ro一2‘

r3．44)

(3．45)

根据式(3．43)可得多项式矩阵[髓z一1)r的因式分解结果。

㈣卜[芋。0瓜”1 1+，Z-I)‰■”1●k：：，o]
假定一维输入信号z=(‘)n∈Z，首先把它进行抽样提取，分成互不相交的

两部分：偶下标抽样以=x：。)H∈Z和奇下标抽样兄=(z：。)n∈Z，然后在其首

尾边界处进行镜像扩展，输出信号用，=(虬)H∈Z表示，根据式(3．40)可得

、●，●●●●●●●、，●●●●●●J



CDF9／7小波滤波器的提升实现结构，如图3．21所示。

X(n)

图3．21 CDF9／7小波滤波器的提升实现结构



4．1简介

第四章SPIHT图像编解码

众所周知，图像压缩特别是非可逆或有损压缩，编码效率与计算复杂度会同

步增长，这是由信息论中的信源编码原理决定的，即某种信源编码技术当计算量

达到无限时效率接近最优。然而，近年来由Shapiro提出的内嵌零树编码(EZW)
以及由Said和Pearlman在此基础上提出的改进算法——基于零树的集分割算法
(SPIHT)打破了这种限制。这种技术不但在性能上与最复杂的编码算法相比毫不

逊色，而且其执行速度也相当快，另外它还具有内嵌编码的特征，能够终止在所

需的码率或图像质量处，有利于逐渐浮现式的图像传输。

4．2内嵌编码

内嵌编码具体采用渐进传输技术来实现的，即编码器将待编码的比特流按重

要性的不同进行排序，重要的比特先编码，根据目标码率或失真度大小要求随时

结束编码；同样，对于给定码流解码器也能够随时结束解码，并可以得到相应码

流截断处的目标码率的恢复图像。

‘假定将初始图像表示为一系列的象素值P。，(f√)是象素坐标。为简单起见，

我们用粗体P来代表这种二维数组。编码就是对这种二维数组进行操作：

c=Q(P) (4．1)

Q(．1具体代表将图像P进行离散小波变换后再进行整体分集子带传输操作。

二维数组c与P有相同的尺寸，数组内每一个元素q，称为在坐标(f√)处的传输

系数。为了进行编码，需要将q，转换为定点二进制格式，通常用16位或更少的

位数来表示。

在渐进传输技术里，解码器将要重构的二维向量e初始化为0，然后根据接

收到的编码流逐渐提高数组元素值的分辨率，之后将形成的系数矩阵进行小波反

变换获得重构图像：

p=Q(e) (4．2)

渐进佳输技术的主要目标是选择最重要信息一一使失真度降低到最小的系
数——最先传输。选择的标准是均方误差(MSE：Mean Squared·Error)失真来
量度：

％(一)=掣=丙1。·(p。氓)2 (43)

N是图像象素数量。更进一步，由于变换Q(．)不会改变欧几罩得均方值，也就是



说有

巩。∽一角=D如一。=专莩莩@,j--C‘id)2 (a．4)

上式清楚表明当传输系数q，J的精确值传送到解码器后，MSE与It．，12／U成正比。

这意味着量级大的系数应该首先传输，因为它们有更多的信息量。也即将旧斤的

值根据它的二进制表示来排序，将系数中所有的SMB(Most Significant Bits)首

先传输。这种方法在渐进传输中被称为位平面编码。

下面提供结合这两种思想——系数按量级排序及SMB最先传输——的渐进
传输方案的一种实现。为简化起见，假定排序信息已经详细地传给解码器。以后

会介绍一种更有效率的排序信息的编码方法。

图4．1显示了系数按幅值排序的链表的二进制表示。

Sign S S S S S S S

Msb 4 1 1 0 O 0 0 0 O

3 1 1 0 O 0 O

2 1 1 O O

l 1 O

Lsb O l

图4．1系数按幅值排序的二进制表示

每一列代表一个系数。顶行表示系数的符号，行号从底向上递增，底行代表lsb。

所有位于同一行的位含有相同的信息量，因此最有效的系数传输方法是从顶行开

始按顺序传送每一行的位，正如图中箭头所示。另外，还要传输系数在[2”，2”1)

范围内的数量以。在表中有P4=2，鸬=2，“=l，etc．

上面所描述的渐进传输可用以下算法来实现。

算法1：

t，初始化：输出n=lbs：cmax!暑一，，j到解码器
2)排序过程：输出“，所有范围在[2”，2”‘)的象素坐标玎(七)和符号位：

3)细化过程：对于所有l cf，J除2”1的系数，输出第n层重要位的值

4)步长更新：n自减，调回步骤2。

上述算法可以截止在任何所需的码率和失真度要求下。通常，如果幅值相当

小的象素片也被传输的话就会重构出质量相当高的图像。

这种编码算法采用了均匀标量量化，也许有人会觉得不如其他的使用非均匀



或，和矢量量化的算法。而事实并非如此，排序信息使这种简单的量化方法非常

有效。另一方面，如果采用其他量化方法在排序过程中大片象素的位预测会消耗

大量的计算时间，大大增加了算法的复杂性。

4．3 集分割排序算法

改进上述算法的一个主要特点是不传输有关排序的详细信息。它是基于这样

一种事实，即任何算法的执行过程被定义为不断比较它的各个分支点，并输出选

择的结果。因此，如果编码和解码有相同的排序算法，则在解码器收到这种幅值

比较的结果后即可复制编码器的执行路径，并由此恢复排序信息。

而在排序算法设计上的～个重要特点是不需要对系数进行排序。事实上算法

只需简单地选择幅值介于【2”，2”1)之间的系数，在每次排序循环中rl递减。给定

n，如果Iq，』陋2”我们说该系数是重要的，否则是不重要的。

排序算法将像素点集分成各种子集T。并对其执行幅值检测

{翳她邙≥2“ ‘4·5’

如果解码器收到的检测结果是“nO”(子集是不重要的)，则T星的所有系数都

是不重要的。如果结果是“yes”(子集是重要的)，之后根据某种与编码器里的

一致的规则将改集合T，进～步分成新的子集t，，然后对新的集合进行重要性检

测。这种集合划分操作～直持续到对重要集合的所有单个象素都进行了幅值检测

以期辨认出每一个重要的系数。

为了弄清幅值比较和信息位的关系我们使用函数

⋯f1．。m、a。x，她巾≥?
最(D={ ‘埘5矗

‘’。

(4．6)

0’ otherwise

来确认坐标集T的重要性。

4．4 空间定位树

通常，图像能量的大部分集中在低频区。因此当从子带金字塔的顶层移到底

层时，差异就会越来越小。更进一步的观察发现在子带之间有空间自相似性，如

果我们顺着相同的空间定位从金字塔的顶层往下移的话，系数就会表现出更强的

幅值有序性。例如，分布于金字塔最高层的大块的低幅值区域在较低层的相应的

空间区域的幅值也低。

这种被称为空间定位树的树结构，自然定义了金字塔层次间的关系。图4．2

显示了拥有四条递归切分子带的金字塔结构的空间定位树的定义。树内每一节点

相应于一个像素并以像素坐标定位。节点或者没有后继节点或者有四个后继节



点。金字塔最高层的像素是根结点，它们的分支规则不同，仅有三个兄弟节点。

像素主要分成以下四类坐标集：

●H：空间定位树所有根结点的坐标集合(塔形结构最高层的节点)；

· o(i，J)：点(f√)的直接后继(儿子)的坐标集合；

·D(i，J)：点(f，歹)的所有后继(子孙)的坐标集合：

·L(i，J)：点(f，_，)除直接后继外的所有后继的坐标集合(孙子)，

L(i，_，)=D(i，J)一O(i，l，)。

、

r

·。限 HL2
HLl

LH2 逸
＼

7
LHI HHl

图4．2空闻定位树的层次关系

比如，除了塔形结构的最高层和最低层，有

oci，J)=((2f，2j)，(2i，2j+1)，(2i+1，2j)，(2i+l，2』+1)}． (4．7)

我们在排序算法中使用空间定位树来分割子集。子集分割规则简述如下：

f
lH(i√)={(f，肼+D(f，，)
{D(f，J)=O(i，，)+三(f，J) (4．8)

L(i，_，)=ED(t，f)’(≈，，)∈o(f，／)
L 女，，

图4．3直观显示了上述集合的定义。
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众念

4．5 编码算法

J L

卜，、
D(id)

r

图4．3算法中集合定义的直观显示

4．5．1 SPIHT编码算法

H(ij)

O(id)

既然用以测试子集重要性的顺序很重要，因此在实际操作中这种重要信息被

存成三个顺序链表，即：

·LSP(List ofSignificant Pixels)：重要像素列表；

·LIP(List ofInsignificant Pixels)：不重要像素列表；
·LIS(List of Insignificant Sets)：不重要集合列表，表内集合又可分为两

类即A类(D(k，f))或B类(L(i，J))。

链表内每一条目是像素坐标，LSP与LIP内的是单一像素坐标，LIS的是坐

标的集合。

在排序过程中(见算法1)，LIP内的像素一在上次循环中不重要的一被测试，

那些在新的循环中重要的被移到LSP。类似的，集合在LIS内按顺序连续测试，

如果是重要的，它就移出LIS并被分割。那些拥有不止一个元素地新集合被重新

加到LIS链表末尾。而单一元素集合被加到LIP或LSP的末尾，依赖于它们是

否是重要像素。LSP内包含了在下一步幅值细化过程中将要访问的像素坐标。

下面是新算法的完整流程。它本质上与算法1一样，只不过在排序过程中使

用了集合分割策略。

算法2：

1)初始化：输出H=llog：(max{Iq．朋)l：令LSP为空列表，将(f，J)∈H的
L (v) J

点坐标加入LIP和LIS中，后者里的并同时被置为A类：

2)排序过程：

2．1)对LIP内的每一像素(i，j)作：



2．1．t)输出墨(f，_，)

2．1．2)如果鼠(f，／)=1，将(i，j)移到LSP，并输出Ci，．的符号；

2．2)对LIS内的每一元素(i，j)作：
2．2．1)如果该元素属于A类则：

·输出￡(D(f，朋；

·如果￡(D(f，朋=1，则：

一对每一个(七，z)∈o(i，J)作：

◆输出s(k，，)；

◆如果最(尼，，)=l则将(．i}，f)加到LSP并输出q，的符

号；

◆如果￡(七，z)=O则将(尼，，)加到LIP的末尾：

一如果L(i，／)≠a则把(i，，)移到LIS的末尾，并标记为B

类；否则，将(f，_，)从LIS内删除；

2．2．2)如果像素是B类，则：

·输出￡∞(f，脚：

·如果￡旺(f√))=1，则

·将每一个(尼，，)∈O(i，J)加到LIS的末尾并标记为A类；

_将(f，J)从LIS内删除。

3)细化过程：对每一个LSP内的元素(i，，)，输出I Oi，，I的第n层重要位的值；

4)量化步长更新：n减1，返回2)。

算法2中，码率可以精确控制因为传输信息是由单一的位构成。编码器可用

(4．4)式来评价失真度降低的程度，并在指定的失真度下结束编码。

注意在算法2中，编码器传输了所有基于重要性数据￡的分支条件，而鼠只

有在知道了系数q，的信息后才能计算出来。而解码器在对重要系数值排序时复

制了编码器的执行步骤，因此为获得所需的解码算法，我们只需简单地将算法2
中的“输出”换为“输入”即可。比较算法2和算法1可以看出，当重要系数的

坐标被加到LSP的末尾时，排序信息玎(≈)就被同时恢复了出来。但必须注意的



是一旦解码器输入了编码数据，它的三个控制链表(LSP，L婵和LIS)就同编

码器输出编码数据时所使用的完全一样了，那就意味着从相同的执行步骤中完全

恢复了排序信息。很容易看出在这种方案中编码器和解码器有相同的计算复杂
性。

解码器要做的额外工作是更新图像信息。对于某一n值当某一坐标移入LSP

时，它的值是介于(24，2”1)范围内的。因此解码器使用该信息加上继之而来的符

号位，来形成系数值e．，=±1．5x2”。类似的，在幅值细化过程中，解码器将系数

t，，加或减2“。在这种方式下，失真率在排序和幅值细化过程中会逐步降低。

如果再加入其它编码方法，比如通过将输出再作熵编码，算法2的效率会进

一步提高，但这样会消耗大量的编解码时间。

4．5．2游程编码与哈夫曼编码

本实验通过对SPIHT编码数据的具体分析，发现数据中存在大量连续FF和

OO数据，因此先对该数据进行了游程编码，即记录数据中连0和连1的个数数

据的压缩方式。比如二进制数据串110001001的游程码是2312l。而游程码中大

量数据都是不超过一个字节的小数据，因此采用一个字节来记录0、1游程的长

度，而如果超过一个字节的话，如果是两个字节就在其前附加两个字节的0数据，

三个字节就在其前附加三个字节的0数据，因为游程码中不会出现0或1的游程

长度是O的数据，因此多字节的标志数据0不会引入解码歧义。

游程编码后再进行哈夫曼编码，它是一种无损最优编码方案。

哈夫曼码是一种最优前缀码，即任一字符的代码都不是其他字符代码的前

缀，因此在构造哈夫曼二叉树时，字符只能是叶，而不能是中间结点，而为了达

到最优，就要充分利用叶，而不能有冗余，因此该二叉树必须是完全二叉树，即

任一结点均有两个儿子结点。在构造哈夫曼二叉树时用到了贪心算法。



第五章系统仿真及DSP实现

基于上述分析，本论文提出了一套基于小波变换的SPIHT图像编解码系统。

为了验证系统的可行性及性能，采用MATLAB对系统中的小波变换部分进行了
仿真，因为MATLAB具有强大的矩阵处理功能，丰富的矩阵操作函数简化了对
一维信号矩阵和二维图像矩阵的操作。然后用C++语言对小波变换后的系数进行
编解码，即实现系统中第二部分的仿真，以大幅降低数据量，c++语言中的链表

类正好用来实现SPIHT算法中的三个控制链表(LSP，LIP和LIS)，方便的位操
作命令适合处理算法中基于位平面的编解码功能。最后将仿真验证后的系统用
DSP来实现。
下面先介绍一下用MATLAB对系统中的小波变换进行仿真的过程。

5．1 离散二进小波变换的MATLAB仿真分析

先进行一维信号的仿真，二维图像可分解为行和列的一维信号的小波变换，
故其仿真是基于一维信号的仿真的。

5．1．1一维DWT的MATLAB仿真

由第三章的讲解可知，小波变换主要采用Mallat算法分解，具体编程可采用
两种算法来实现：基于卷积的滤波法和基于提升的滤波法。下面先以正弦白噪声
信号为例讲解基于卷积的滤波法。
所谓正弦白噪声信号就是在正弦波形上叠加白噪声的信号，MATLAB仿真
库中有该信号的模型，只需应用命令(10ad noissin；)，即可将它载入MATLAB
工作环境中。
然后调用用MATLAB的m文件编写的离散二进小波变换函数

[c，1]-=f：nydwtn(x，n，type)

来实现对该信号的小波变换，其中X是待变换的信号，n是小波变换的级数，type
是采用的小波类型，变换后的系数存放在c中，变换后各层系数的个数存放在l中。
下面具体说明该函数的实现过程。
尺度函数和小波函数系数值可采用迭代法推导出，一些典型小波族的尺度函
数系数和小波函数系数已被发表。尺度函数系数与小波函数系数有如下关系：

gEk】_(一1)‘hEN一1-k]

N是滤波器的长度，等于系数hEk]中采样点数。

Haar小波族： ^【o]_1／,fi，hEll=1／压

g【o]_1／,fi，gEl]=一1／,fi

Daubechies一4小波族：



h[o]_O．4830 h[1]_O．8365 h[2】-0．2241 h[3】_一0．1294

g[O]=一0．1 294 g[1]=一O．2241 g[2]=O．8365 g[3】=一O．4830

用MATLAB语言描述如下：

％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％

function【c，1]=mydwtn(x，n，type)
switch type

case’db4’，

Ld=[0．4830，0．8365，0．2241，一0．1294]；

Hd=[-0．1294，一0．2241，0．8365，一0．4830]；
Lf--4；

case’db6’，

Ld=[O．3327 O．8069 O．4599一O．1350一O．0854 0．0352]；
Hd=[0．0352 0．0854—0．1350—0．4599 0．8069．O．33271：
L仁6：

otherwise，

Ld=[1／sqrt(2)，1／sqrt(2)]；
Hd=[1／sqrt(2)，·1／sqrt(2)]；
L仁2：

end

％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％％

其中Ld是尺度函数h[k]的系数，相当于一低通滤波器，Hd是小波函数g[k]的系数，
相当于一高统滤波器，L堤滤波器系数的个数N。函数中采用了一个switch语句
来选择采用type参数所对应的小波族的系数，默认采用haard,波族。

3．5．2小节指出离散小波变换相当于将系数cj[n]与翻转的低通／高通脉冲响应

hi—k]lg[一k]进行卷积实现滤波，故需再对系数Ld和Hd进行翻转处理：

Ld--Ld(Lfi一1：1)；
Hd_=Hd(Lf：一1：1)；

前己指出，可以用信号的采样点本身(缩放2叫2倍之后)作为第一组小波分

析的系数。即：

N--nextpow2(1en群h(x))；

q=2“(一N／2)．+x；
在信号的边界部分，由于缺乏周边信号的信息，需先对信号进行扩展。具体

的扩展方式受到滤波器的影响，一般采取镜像扩展的方式，如图5．1所示。



工I I工工I I I工土
注：圆头线是源信号，方头线是扩展信号

图5，l对一维信号的边界镜像扩展

程序如下：

L02length(Cj)；
while lengm(Cj)<L0+Lf-I

L2length(Cj)；
ifL==l

L=2：

end

cjj=cj(1，L-1：·1：1)；

q=[cj，Ci／l；
end

q=Cj(1，1：L0+Lf-1)；

接下来采用卷积滤波之后向下采样来实现信号的小波变换：

cj一1=conv(Ld-，q)； ％low filter coef

cj一1=q一1(1，1：L0+Lf-1)；

oj一1=conv(Hd_,Cj)； ％high filter coef

Dj—l=Dj一1(1，l：L0+Lf-1)；
％get ode every．other for high filter coef

c(2^j+l：2“0+1))2Dj一1(Lfi2：length(Dj一1”；
％get every layers’number

l(i+1)=21；

i=i·1；

％get one every other for next layer’S low filter coef

q2cj一1(Lfi2：length(Cj_1))；
ifO—m1
cO：2^j)=Cj—I(Lf：2：tength(Cjj))； ％Layer0’Slowfilter coef

I(i+1)=2q； ％Layer 0’S low filter coef number

end

小波综合的过程是先对系数二倍向上采样，再分别进行高低通滤波，之后将
滤波结果相加。程序如下：

q。c(1：2“n1)； ％original retort coef

forj20：N—1 ％reconstruction cycle

qt2cj；
for i_l：l(j+2)％set zero eveN7 other

Dj(2+i·1)=c(2^j+i)；
Dj(2+i)=O；

q(2+i-1)=cjt(i)；

38



q(2+i)20；
end

％reconstruction signal

cj=conv(Lr，cj)+conv(Hr,Dj)；
％cut out the last length(filter)一1 number

cj=cj(1：2“(j+1))；
end

x=2“(N／2)．4Cj；
初始正弦白噪声信号波形如图5．2所示：

图5．2正弦白噪声信号256个点
进行Haar小波变换后再反变换恢复出的图像如图5．3所示。

图5．3 Haar小波变换恢复出的信号



由图可以看出，恢复出的图像与原图基本上没有差异。
虽然Haar小波能很好的恢复出原信号，但是由图3．5所示可知，Haar系的
小波函数是不连续的，频域的局部性较差，也即小波变换后的系数相关性很大，

在实际应用中很少用，只是因为它结构简单故仅用于理论研究中。

5．1．2 二维DWT的MATLAB仿真

二维信号(如数字图像)需要用二维小波处理。二维DWT在图像的行和列
上分析其灰度级，将水平、垂直和对角细节分开来。图5．4说明了一个二维DWT

的分析过程。

第一级 第二级

行 列

N×N厂—[主三]——[主兰二]_』!竺兰三一彪／2一}胖一图5．4二维DWT分析

×N／2对角细节

×N，2垂直细节

×N／2水平细节

×N，2低通近似

第一步，对N×N图像中的每一行进行低通和高通滤波。因为每一行的图像

就是一个一维信号，所以滤波可以采用将其与组一蜘和g卜k】进行一维卷积的方

式来实现。与通常一样，二分之一的向下采样将滤波后的采样点每隔一个去掉一
个，就相当于在NxN图像块中每隔一列去掉一列，这样就分别得到一个低通
^r ^r

Ⅳ×盐的图像和一个高通Ⅳ×兰的图像。
2 2

第二步，滤波后图像的每一列与^[_k】和g[_k]分别进行一维卷积。向下采样

将两次滤波后的图像的每一列采样点隔一个去掉一个，相当于每隔一行去掉一
^， ^，

行。这样图5．4所示树的每一个分支都生成了一幅；×芸的图像。
Z Z

图5．4中的每一个分支在N×N图像分析过程中起着不同的作用。开始进行
的低通滤波使得每一行的灰度值变得模糊。若其后再进行列的低通滤波，那么所
得的结果就是整个图像的低通近似，它在图中是底部的第四个分支。如果行的低
通滤波之后跟着列的高通滤波，那么行与行之间的变化，即水平细节就表现出来
了，示于图中的第三个分支。
图5．4所示树的顶部分支，表示的是原始图像先经过高通滤波而不是低通滤



波。开始对原始航的高通滤波突出了任意给定行中相邻像素之间的变化。接下来
列的低通滤波模糊了两行之间的变化，最终只是提供了垂直细节，记为图中的第
二个分支。当行的高通之后跟着列的高通时，突出了既非水平也非垂直的变化。

(c)

图5．5 DWT图像分析

图5．5a显示了低通近似和图像细节的‘种方便排列形式。如上所述，每个滤
波后图像的行和列都是原图像的一半。图5 5b，c是用CDF9／7小波族进行二维



DWT的例子。(b)所示的图像主要是由水平和垂直元素组成的，实际上没有对
角分量。而图(C)中的图像包含有很强的对角分量，对水平和垂直方向的细节
只表现为很小的响应。滤波树的水平、垂直和对角细节部分，类似于一维情况下

的高通系数集d，[明。低通近似部分类似于一维情况下的低通系数集c．[尼]，因此

当需要继续分析时，这是被进一步滤波的部分。像～维小波分析那样，每一分析
^， ^，

级都从滤波后的图像中提取新的细节层。若对兰×竺的低通近似进行与原始图像
2 2

^， ^r

相同的过程，则会产生4个兰x兰的子图象：一个低通部分，以及水平、垂直和
4 4

对角细节。分析可以一直进行下去，直到获得的子图像只包含一个像素为止。
图5．6是用CDF9／7小波族对一个256x256的图像做两级DWT分析的情况。
在第二级中，第一级得到的低通近似本身被分成4个子图像，提取出了细节，留

下一个新的低通近似。低通滤波的效果很容易从围巾、桌布的花纹，藤椅的方格，
远处罗列的书籍这些细节的丢失看出。第二级低通近似也可以继续变换，以生成
4幅新的子图像。正如前面所说的，这种变换可以一直进行下去知道子图像只包
含一个像素为止。在图(5．5)的例子中，垂直细节对应于分析块的右上角，水
平细节对应于左下角，而对角细节对应于右下角，它们都表现出了较强的外观。

a原始图像 b二维DWT分析图像
图5．6两级二维DWT分析

当数字图像需要通过二维DWT子图像重建时，就要用向上采样和卷积的办
法将细节与低通近似组合起来，如图5．7所示。对于二维DWT综合来说，向上
采样指的时在每一个已存在的行之后加入一个零行(第一级)，或是在每一个已

存在的列之后加入一个零列(第二级)。在第一级中，向上采样后的子图像的列

与脉冲相应h【k】和g【k]进行卷积：在第二级中，向上采样后的和图像的行与相同
的脉冲相应进行卷积。
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N12XN／2对角细节

N／2×N／2垂直细节

N，2XN，2水平细节

N／2XN／2低通近似

第一级 第二级

图5．7二维DWT综合
LP_h[k】

5．1．3二维DWT分析综合提升算法的MATLAB仿真

由上节的二维DWT分析综合图和图3．21的提升结构可以编出图像小波变换

提升实现的MATLAB的仿真程序，小波变换取cDF9／7双正交小波基，该小波

基具有线性相位，因而有着极好的图像压缩性能，是应用最广泛的小波基之一。

以下是提升实现的二维DWT分析的MATLAB函数。

其中，x和n是输入参数，c和s是输出参数。x是待处理的二维图像矩阵，n是

进行小波变换的分解级数，c是小波变换后的系数，s是每级变换的点数。

C矩阵中的数据符合下面的数据排列方式：

A(O) V(0)

。‘。V(n-1)

H(0) D(0)

●●●

H(n一1) ·D(n-1)

s向量中的数据内容为[A(O)，Det(O)，Det(1)，Det(2)，⋯，Det(n一1)】。

function【c，s]_mydwtlift(x，n)

％下面是CDF9／7dx波族的提升系数：

al仁．1．586134342；

bet=．0．052980118：

gain=0．882911075：

sit=O．443506852；

K=1．230174105；

％下面语句用于获得图像矩阵的行列尺寸和行点数的以二为底的指数。



[row，c01]=size(x)；

N-qaextr)ow2(row)；

％下面获得分解的最低一级的级数

m=N-n；

ifm<0

m=O：

end

％下面进行二维矩阵的提升小波变换

％变换的大循环

forj=N一1：一l：m

％对行进行小波提升变换

for i=l：(col／2)

t--x(1：col，2。i—1)+alf；

x(1：col，2+i)=x(1：col，2+i)+t；

t=x(1：col，2+i)+bet；

x(1：col，2+i一1)-一x(1：col，2+i一1)+t；

t=x(1：col，2+i—1)+gain；

x0：col，2+i)-一x(1：col，2+i)+t；

t--x(1：col，2+i)+sit；

x(1：col，2+i—1)---x(1：col，2+i一1)+t；

％低通滤波后的数据

xx(1：col，i)--x(1：col，2+i一1)4K；
％高通滤波后的数据

xx(1：col，i+row／2)=x(1：col，2+i)／K；
end

％将低通高通系数合并以供下面的列变换

x(1：col，l：c01)='xx(1：col，1：c01)；

％对列进行提升变换

for浮l：row／2

t=x(2+i一1．1；row)+alf；

x(2+i，1：row)--x(2+i，1：mw)+t；

t--x(24i，1"row)+bet；

x(2+i-1，1：row)--x(2+i·1，1：mw)+t；

t=x(2+i-1．1：row)‘gam；

x(2+i，1：row)=x(2+i，1：row)+t；



t---x(24i．1：row)‘sit；

x(2+i一1，1：mw)=x(2+i-1，1：row)+t

xx(i，1：row)=x(2“i 1，1：row)4K；
xx(i+row／2，1：row)=x(2+i，1：row)／K；

x(1：row，1：row)=xx(1：row，1：row)；

％获得s向量

sO—m+2)=2^j；

row=row／2；

c01=-col／2；

ifj一-------m
s(1)=2^j；
end

end

C22X：

以下是提升实现的二维综合DWT的MATLAB仿真函数。综合是分析的逆过
程：

function【x】硇yr叭lifl(e，s)

N=nextpow2(s(1ength(s))+2)；％get the ntunber ofthe deepest decompse layers

m=nextpow2(s(1))；

％lifting wavelet cof

al仁．1．586134342；

bet=一0．0529801 1 8：

gam=0．88291 1075；

sit=-0．443506852；

K=．230174105；

forj=m：N一1 ％reconstruction cycle

l-s(j—m+2)．+2；％col and row nember ofthe ruth Iayer

for i=l：1／2 ％low reconstruction with lifting wavelet

e(i，1：1)=c(i，1：1)Ⅸ；

c(i+l／2，1：1)2c(i+l／2，l：1)+K；

t=c(i+l／2，1：1)+sit；



文i，1：1)=c(i，1：1)一t；

t--c(i，1：1)‘gain；

c(i+l／2，1：1)=c(i+l／2，1：1)一t；

t=c(i+抛，1：1)+bet；

c(i，1：1)=c(i，1：1)一t；

t=c(i，1：1)+alf；

c(i+I／2，1：1)=c(i+l／2，1：1)-t；

ce(2+i-1，1：1)≈(i，1：1)；

cc(2+i，1：1)=c(i+抛，1：1)；

c(1：l，1：1)=cc(1：l，1：1)

for i=l：I／2 ％row reconstruction with lifting wavelet

c(1：l，i)≈(1：l，i)／K；

e(1：1，i+l／2)=c(1：1，i+1／2)+K：

t=c(1：l-i+1／2)+sit；

c(1：1，i)=c(1：l，i)一t；

t2c(i：l，i)+gain；

c(1：1，i+忱)=c(1：l，i+l／2)-t；

t2c(1：l，i+1／2)+bet；

c(1：l，i)=c(1：l，i)一t；

t=e(1：l，i)+all；

c(1：l，i+l／2)=c(1：l，i+1／2)一t；

cc(1：l，24i一1)=c(1：1，i)；

ec(1：l，24i)=c(1：l，i+1／2)；

e(1：l，I：1)=cc(1：1，1：1)

X=C：



5．2 SPIHT编解码系统的C++仿真

为了对小波变换和SPIHT编码算法有更直观的认识，下面从一幅图像中选取
8×8尺寸的像素矩阵进行处理，分析每一步处理后数据的变化。
初始图像矩阵如图5．8所示。

图5．8图像lady．bmp中的一部分数据8x8
由上图可以看出图像幅值分布比较随机，没有什么规律。
对上数据进行离散小波变化后的数据如图5．9所示，小波变换的级数是3级。

图5．9三级小波变换后的系数数据

由上图数据可以看出，幅值大的数据主要分布于左上交，这与小波变换后的数据
分布特点是一致的，即第一级是低频图像概貌数据，集中了图像大部分的能量，
其余各级是分辩率不同的图像的高频细节数据，反映图像水平、垂直、和倾斜方
向的纹理信息，故大数据呈线状分布，总能量比较少，便于对数据进行不同分辩
质量的压缩。
对上数据进行SPIHT编码后的数据见图5．10

图5．10 SPIHT编码数据

从上图数据可以看出，连l数据和连0数据都较多，可对其作进一步的游程编码。
编码后的数据见图5．1l。



图5．n游程编码数据
在对上数据作进一步的哈夫曼编码，见图5．12。

图5，12 huffman编码数据
注意上述整个编码都是无失真的，也即通过一系列的解码过程可以完全恢复
出原始图像。如果对原始图像进行某一等级分辨率的压缩后可大大降低数据量。

5．3系统整体性能分析及改进

．以下通过对一幅具体图像的处理来显示系统整体性能。所用图像是258色
(每像素8位)，512×512像素的灰度图。小波变换采用基于提升的CDF9／7双
正交小波基，进行5级分解。见图5．13。
由于编码的渐进传输性，可以从同一编码文件中获得一系列的失真率。失真
率用峰值信噪比(PSNR，Peak Signal to Noise Ratio)来衡量：

2552

PSNR=10109-。(i盖)以
MSE代表均方误差，定义见(4．4)式。

码率采用bpp(bitperpixel)来衡量，即用最后压缩的数据量(bit数)除以
图像总的像素数，得到平均每像素的bit数。为显示方便，截取了原图中的220
×220个像素显示如下。

(1)原图rate=8bpp (2)PSNR=29．2 rate=2．27bpp

48



(3)PSNR=13．2 rate=0．483 (4)PSNR=6．5 rate=0．32

图5．13不同PSNR的SPIHT压缩后的码率
由上面一系列不同PSNR的解码恢复图可以看到，这种压缩方法对高频图像，

即变化比较大的条纹信息，压缩效果比较好，特别是文字信息，当PSNR降低到
6db时，文字还是清晰可辨，而图像中仅能依稀可辨树林的轮廓。由图还可看出，
PSNR在13db以下的图像质量比较差，而码率并没有降低多少，这是由游程编
码和哈夫曼编码的特点决定的。

图5．14比较了在相同PSNR下本系统和JPEG系统对图像处理的结果，由图
可以看出当PSNR降低到一定限度时，本系统编码的图像中没有像JPEG编码中
的马赛克效应，这是因为系统采用的DWT是针对整块区域的，而JPEG中的DCT
是针对某个8×8块的，所以系统可以有效消除JPEG不可避免的“马赛克”现

象。关于DCT和DWT的差异，有一个形象的比喻：同是压缩一堵墙，DCT是
将每块砖敲碎了重新组装再放回原处，而DWT是将整堵墙敲碎了再重新组织。
由此可以看出DwT的优势。

(a)PSNR=23．1 rate=1．2bpp (b)PSNR=23．1 bpp=0．2

图5．14相同PSNR的本系统和JPEG的比较
由图5．14还可看出，虽然在相同PSNR下的本系统图像效果要远比JPEG压
缩的图像好得多，但压缩率却比JPEG低得多。下面综合比较一下本系统与JPEG
的性能。

下表是两种方案的性能比较，其中压缩方式一列中的JPEG代表JPEG压缩，
MYDWT代表本文提出的压缩方案。



Bpp 压缩方式 PSNR(db)

JPEG 49．8
5．O

MYDWT 51．O

JPEG 44．8
4．1

MYDWT 42．5

JPEG 37．8
2．3

MYDWT 30 3

JPEG 30．5
1．4

MYD、W 23．4

从上表可以看出，本方案在整体性能上较JPEG差，即在相同码率下，本方

案的PSNR要比JPEG的低一些，表现在图像上就是图像会更模糊一些。或者说

在相同PSNR下，本方案的码率要比JPEG的高。为提高性能可考虑采用二进制

算术编码来代替游程和哈夫曼编码。

但是本方案也有JPEG所不具备的优势，除了消除“马赛克”效应外，采用

基于小波变换的图像压缩，在对变换系数进行SPIHT编码后，可在该编码文件

的任何位置截断，获得不同的码率和PSNR，进而实现图像逐渐浮现式的显示，

非常有利于网络上图像的传输，这样用户就可以在很短的时间内看到图像的概

貌，然后决定是否继续下载数据以使图像更加清晰。

需要指出的是该方案虽具备一定的渐进传输的性能，但与JPEG2000相比，

嵌入式性能还是较弱，JPEG2000则在小波变换的基础上采用更为复杂精细的小

波块分割算法，即优化截取的嵌入式块编码(EBCOT，Ebedded Block Coding with

OptimizedTruncation)算法，从而实现了丰富的功能，比如基于感兴趣区域编码

(ROI，Region OfInterested)，即对一幅图像中我们感兴趣的部分采用低压缩比

以获取较好的图像效果，而对其他部分采用高压缩比以节省存储空间，这样就可

以通过点击ROI部分以获得更高的分辨率，看到图像的细节部分。限于篇幅本

论文不再对它继续作深入介绍了。有兴趣的同学可以接着往下做。

5．4系统的DSP实现

5．4．1 DSP介绍

DSP即数字信号处理器，是专门用于完成各种实时数字信号处理的器件。目

前美国TI公司的DSP产量最大，占世界DSP总产量的60％。TMS320系列由

定点型、浮点型和多处理器型组成。TMS320的结构是为实现信号实时处理专门

设计的。其中的TMS32054X系列DSP特有的指令可以高效执行编写的通信软

件，不尽功耗低，而且在内核电路中，已经将逻辑电路、模拟组件、大容量存储

器以及RISC等集成化。这里主要介绍1’Ms320C5402。

圭要特点：



5．4．1．1硬件结构

TMS320C5402处理器硬件资源丰富，主要由三大部分组成：CPU、外围设

备和存储器。

CPU：采用哈佛结构，程序和数据分开存储，先进的多总线结构，有1个程

序总线，3个数据总线，4个地址总线，取指和读数可以同时进行，从而提高速

度；40位的算术逻辑单元(ALU)，包括一个40位的桶形移位器和2个独立的

40位的累加器；一个独立的17X 17位并行硬件乘法器，乘法指令在单周期内完

成，优化卷积、数字滤波、FFT、相关、矩阵运算等算法中的大量重复乘法，还

可耦合到一个专用的加法器，作非流水的单周期乘法／累加运算(MAC)：比较、

选择、存储单元(CSSU)，供Viterbi运算中作加法／hk较选择运算：作为指数编

码器，在单周期内计算一个40位累加器值的指数；有两个地址发生器，包括8

个辅助寄存器和两个辅助寄存器算术单元。

存储器：5402的地址总线为20位，最大外部程序空问可扩展到1M，片内

有16×16位的DARAM和4KXl6位的ROM。片内数据RAM包括2个8K的

块，这些块交织在一起，使得CPU可同时访问数据RAM的两个不同块而不会
发生冲突。

片内外设：软件可编程等待状态发生器：软件可编程存储器切换；片内PLL

时钟发生器、片内振荡器或片外时钟；外部总线断开控制，以禁止外部数据总线、

地址总线和控制信号；数据总线可以挂起：可编程定时器。

外围设备：包括DMA控制器、主机接口(HPI)、中断选择器、串行口、电
源、JTAG仿真口等。

5．4．1．2软件资源

指令集：TMS32054X系列的汇编语言指令特别适合于数字信号处理，大部

分指令是单周期的。指令集共有50多条，可分为3类：数据传输类、算术逻辑

操作类和程序控制类。数据传输类指令进行数据的寄存器和存储器问、寄存器之

间的数据存取操作，在语句中可显示地标志进行8位、16位、32位地数据存取。

算术逻辑操作类指令进行定点的算术和逻辑操作。程序控制类指令控制程序地流

程，包括标准跳转指令、条件跳转指令和空闲指令等。定点DSP指令集的设计

目标是使处理器能够在每个指令周期内完成多个操作，从而提高每个指令周期地

计算效率，进而间存贮DSP程序地存储器空间见到最小，以节约成本。为此，

DSP处理器地指令集通常都允许程序员在一个指令内说明若干个并行的操作。

流水线操作：流水线操作和长指令字是TMS320C54X地高性能特点。其指

令执行可分为六个步骤：预取指、取指、解码、访问、读、执行。流水线操作即

指以上六个步骤地并行操作。在n周期，流水线完全重叠，六个步骤同时在进行。

六个步骤的优先级从高到低依次降低。当一条指令的处理已经准备到下一级，但

该级尚未准备好接受新的输入时，就产生了所谓地流水线冲突。在这种情况下，

优先级高的先操作。流水线冲突大致有三种原因：跳转冲突、寄存器冲突和存储

器冲突。以上冲突可以采取一定手段解决，例如通过调整数据结构和数据放置的

地址解决存储器冲突。

采用了流水线技术后，在软件设计中为充分利用执行跳转指令时流水线中尚

存的资源，可考虑适当改变语句的位置，以达到优化的目的。

寻址方式：TMS320C54X支持多种寻址方式，如寄存器寻址、直接寻址、间



接寻址：短立即数寻址、长立即数寻址和相对寻址。此外还提供循环寻址，主要

用于相关和卷积运算中的存储器寻址。

速度：单周期为lOns执行时间，定点指令为100MrPS。

5．4．2系统的DSP实现

由于DSP内部资源所限，比如5402内部仅有16K的DARAM，而一幅256

×256，8位灰度的图像数据量就达64K，DSP根本无法一次处理这么多的数据，

所以需要将图像进行分割，本实验采用将一幅512×512的8位灰度图分割为64

幅64×64的小图像，依次送入DSP内进行小波变换，再将变换后的数据输出到

外部磁盘上。

由于基于提升的小波变换主要用到6个无理数对图像数据反复进行加减乘的

运算，这就涉及到小数的定点表示及其四则运算问题。该问题决定了基于提升的

小波变换算法DSP实现的精度和速度，是需要解决的主要问题。下面介绍一下

小数的定点表示方法。

5．4．2．1数的定标

DSP中表示的数据都是整数，如果想表示小数，就需要人为确定一个小数点

的位置，即数的定标。通过设定小数点在16位数中的不同位置，就可以表示不

同大小和不同精度的小数。数的定标有Q表示法和S表示法两种。下表列出了
一个1

Q表不 S表不 十进制数表示范围

Q15 SO．15 ．1≤X≤0．9999695

Q14 S1．14 —2≤X≤1_9999390

Q13 S2．13 —4≤X≤3．9998779

Q1 S14．1 ．16384≤X≤16383．5

QO S15．O 一32768≤X≤32767

从表中可以看出，同样一个16位数，若小数点设定的位置不同，它所表示

的数也就不同。例如，

十六进制数0X2000H=8192，用QO表示

十六进制数0X2000H=0．25，用015表示

当对DSP芯片来说，处理方法是完全相同的。

从表中还可看出，不同Q所表示的数不仅范围不同，而且精度也不同。Q越

大，数值范围越小，精度越高。例如，QO的数值范围是一32768～+32767，精度
位l，而Q15的数值范围为一1～O．9999695，精度为1／32768=O．00003051。因此

对定点数而言，数值范围与精度是一对矛盾，一个变量要想能够表示比较大的范

围，就必须以牺牲精度为代价：要想提高精度，则数的表示范围就相应地减小。

在实际的定点算法中，为了达到最佳性能，必须充分考虑到这一点。

浮点数与定点数的转换关系可表示为

浮点数(X)转换为定点数(xq)：Xq=(int)X*2Q

定点数(xq)转换为浮点数(x)：X=(float)Xq*2q
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5．4．2．2溢出及处理

由于定点数的表示范围是一定的，因此在进行定点数的加法或减法运算时，

其结果就有可能出现超过数值表示范围的情况，即出现了溢出。比如两个int型

变量(在DSP中用一个字来表示)32767和2相加，0x7fff+0x0002=0x8001即一32767

为了避免这种情况发生，一般在DSP芯片中可以设置溢出保护功能，这样当

溢出时DSP芯片会自动将结果设置为最大值或最小值。比如上结果为Ox7fff,避

免了从32769到一32767的灾难性后果。

5．4．2．3定点运算的DSP实现方法

在编写DSP模拟算法时，一般都是采用高级语言如C语言来编写模拟程序。

程序中所用的变量一般既有整型数，又有浮点数。由于DSP集成开发环境CCS

支持C语言，如果要用定点DSP实现，需将高级语言的浮点算法改写为高级语

言的定点算法。

将浮点加／减法转化为定点加／减法时最重要的一点就是必须保证两个操作数

的定标值一样。若两者不一样，则在做加／减法运算前先进行小数点的调整。为

保证运算精度，需使Q值小的数调整为与另一个Q值一样大。此外，在做加／减

法运算时，必须注意结果可能会超过16位表示。如果加，减法的结果超出16位的

表示范围，则必须保留32位结果，以保持运算精度。而乘的过程中，可不考虑

溢出而只需调整运算中的小数点。～般地，若一个数的整数位为i位，小数位为

J位，另一个数的整数位为m位，小数位为n位，则这两个数的乘积为(i+m一1)

位整数位和(j+n)位小数位。整数位的i+m位中有两个符号位所以应减去一位。

5．4．2．4程序的段组织

TI公司的汇编器和链接器所创建的目标文件采用公共目标文件格式

(Conmaon Object File Format，简称COFF)。采用这种目标文件格式更利于模块化

编程，并且为管理代码段和目标系统存储器提供更强有力和更加灵活的方法。满

足COFF文件格式的汇编语言或高级语言的程序是基于代码快和数据快的概念

来组织的，而不是一条条命令或一个个数据，这使得程序的可读性和可移植性大

大增强。这种块被称为section，汇编器和链接器都提供了有关的命令来创建块和

对块进行处理。

块是目标文件中的最小单位，一个块就是最终在存储器映像中占据连续空间

的一块代码或数据。目标文件中的每一个块都是相互独立的。一般地，COFF目

标文件中所有的块可以分为两大类，即已初始化块和未初始化块。

l、已初始化块及其用法
● ．text

通常包含可执行代码的块：
● ．data

通常包含已初始化的数据的块；

上面两个是系统默认的三个块中的两个，建立的块的块名就是“．text”和

“．data”。

·．sect “块名”
●．aseet “块名”，地址

这两个是用户自定义的块。建立包含代码或已初始化的数据的块，用法类似



于．text块和．data块。．sect块是可重定位的，而．asect块命令则建立具有绝对地址

的块，一般不提倡用。

当汇编器遇到上述命令时，它立即停止汇编至当前块中，且开始将随后的代

码或数据汇编至相应的块中。例如，当汇编器首次遇到一个．data命令，．data块

被建立，后面的语句被汇编到．data块中，直到遇到其他三个命令中的一个时。

如果汇编器在后面又遇到．data命令，则将这些．data后面的语句加到已在．data块

中语句的后面，以建立唯一的．data块可以在存储器中分配一个连续的空间。

2、未初始化块

●．bss 符号，字数

通常为未初始化的数据保留空间，这是系统默认的三个块中的一个。

●符号 ．usect “块名”。字数

用户自定义块，用法类似于．bss，在RAM中为未初始化变量分配空间。

上两个命令中符号指向由．bss或．usect命令保留的第一个字，它对应于为变量

保留空间的变量名，可以在其他任何块中被访问，也可用．global命令定义为全局
符号。字数表示空间的大小，而块名则是程序员自己定义的名字。汇编器遇到．bss

和．usect命令并不结束当前块开始一个新块，它们只是暂时离开当前块。该命令

可以出现在一个已初始化块中的任何地方，而不影响已初始化块的内容。

这两个块在目标文件中没有实际内容，只是保留空间而已。程序可以在运行

时利用这些空间来建立和存储变量。

当然，如果在程序中未用任何命令来指示．则汇编器将把所有的程序块或数

据块统一汇编至．text块中。

汇编器对块处理完以后交给链接器处理，完成两个功能。首先，它将COFF

目标文件中的块用来建立程序块或数据快，将输入块组合起来，以建立可执行的

COFF输出模块。其次，链接器为输出块选择存储器地址。链接器提供两个命令

来完成上述功能：MEMORY和SECTIONS。MEMORY命令定义目标系统的存

储器，程序员可定义每一块存储器，指定起始地址和长度，SECTIONS告诉链接

器如何组合输入块以及在存储器何处存放输出块，在链按器命令文件(扩展名
为．cmd)中确定。

汇编器对每块汇编时都假定其起始地址为0，每块中所有的重定位符号(标

号)都是相对于0地址而言的。实际上，并不是所有块在存储器中都是以0地址

起始的，因此链接器必须对每块进行重定位。

有时某块程序装入某块存储器中但需在另一块存储器中运行，例如一段关键

代码装在ROM中但需在更高速的RAlvl中运行就是如此。此时需进行运行时重

定位，可在SECTIONS中将块分配两次：一次设定装入地址，另一次设定运行

地址。例如：．text：load=ROM．run=RAM0

另外，DSP也支持C语言的歹|发。C编译器对C语言程序编译后生成6个可

以进行重定位的代码和数据块。这些块类似于汇编中的块，也可以用不同的方式

分配至存储器以符合不同系统配置的需要，也分为初始化块和未初始化块。

已初始化块：

·．text块

·．cinit块：包含初始化变量和常数表。
· ．const块：字符串和switch表。在大存储器模式下，常数表也包含在该



块内。

未初始化块：
· ．bss块：保留全局和静态变量空间。

·．stack块：为系统堆栈分配存储器。用于将变量传至函数以及分配局部变

量。

·．sysmem块：为动态存储器函数malloc、calloc、realloc分配存储器空间。
一般．text、，cinit和。const块连同汇编语言中的．data块，可链入到系统的ROM

或RAM，而．bss、，stack和．sysmem块则应链入RAM中。

编译器支持两种存储器模式：小存储器模式和大存储器模式。小模式是默认

的。改模式要求程序中所有静态和全局数据必须小于64K字。并且．bss块不能跨

越任何的64K字地址边界。大模式则无此限制。

在C程序运行之前首先必须建立C语言运行环境，这项任务由C初始化程

序完成的，该引导程序是一个名为C int00的函数。它完成以下工作：

(1)为系统堆栈定义一个名为．stack的块，并建立初始化堆栈和帧指针。

(2)将．cinit块中的数据表拷贝到．bss块，对全局和静态变量初始化。

(3)对小模式而言，设置页指针DP，指向．bss块中的全局存储器页。

(4)调用main函数，开始运行C程序。

由上所分析，

／*w'avelet．cmd*／

一C

，O wavelet．out

—m wavelet．map

wavelet．obj
-1 rts．1ib

MEMORY

{
RAM：

ROM：
I

可以编写程序的cmd文件如下

／*ROM初始化+／

／幸输出文件名为wavelet．out*／

产产生映像文件wavelet．map+／

／*C目标文件+／

产链入C语言运行支持库+／

origin=0x80，

origin=0x2800，

S日C’I’loNS

{

．text： {}>ROM

，cinit： {}>ROM

．const： (}>ROM
．data {}>ROM

，bss： {)>RAM

．stack： {)>RAM

，sysmem： {)>RAM

)

len一0x2780

len；0x1800



第六章总结及展望

本论文研究了一种新技术——小波变换在图像压缩领域里的应用。小波变换
不同于传统的域变换压缩方式，它对图像整体进行变换，获得一系列不同分辨率

的图像概貌信息和细节信息，从而为进一步处理提供很大的余地，本文介绍了一

种基于嵌入式零树思想的集分割算法，该算法性能高，计算量小，并且编解码采

用同一套算法，大大降低了解码算法的复杂性，是一种很有前途的图像编解码技

术。

该技术还可以实现许多新功能，比如实现数据的渐进传输，从而达到图像逐

渐凸现式的显示效果：可以对一幅图像中我们感兴趣的部分采用低压缩比以获取

较好的图像效果，而对其他部分采用高压缩比以节省存储空间；码流的随即访问

特性允许在编码后数据的任何地方进行截断，以获得所需的码率和不同的分辨率

等等。这些功能有待于进一步的研究实现。

在系统的DSP实现方面，由于时间所限，仅用DSP集成开发环境CCS的模

拟仿真器验证了基于提升的离散小波变换的算法，证明该算法对图像进行小波变

换是有效的。由于模拟仿真过程中要频繁的与磁盘进行数据交换，故对一幅图像

进行变换需要较长的时间，在赛扬266的CPU，128M内存的电脑上大约要耗时

几百毫秒左右，该时问是没有参考价值的。

此外由于TMS320C5402资源是有限的，内部仅有16K的DARAM，CPU运

算速度也不高，下一步工作可考虑用TMS320C6000系列的DSP，搭建硬件平台，

扩展外部程序空间存储小波变换和SPIHT编解码程序，进行实时硬件仿真。
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