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摘要

数字信号处理(DSP)技术已成为人们日益关注并得到迅速发展的前沿技术。然

而，DSP技术实现主要载体之一的／)SP处理器的性能从体系结构到指令系统等诸方

面虽具有灵活的可编程性，但其性能的提高往往是以相对较慢的计算速度为代价的，

不能满足一些对数据处理速度要求很高的应用与需求，如实时视频处理，因此又出

现了一种可以应用于DSP技术的新型计算方式，即可重构计算。可重构计算技术既

具有软件编程的灵活性，又有ASIC方式实现DSP技术的高效性。

本文在对DSF技术、可重构计算技术及可重构硬件(FPGA)逻辑结构和可重构

DSP系统结构进行剖析研究的基础上，首先提出了一个可重构DSP计算系统的基本

结构；随后，从对相关的DSP算法及功能的研究出发。找出了两类与DSP实现相比

更适合于FPGA实现的算法：一类是分时复用的算法，～类是基于卷积运算的DSP算

法：在对DSP算法(FIR／IIR／DFT／DcT／DHT)的研究过程中，引入CORDIC理论，找到

这几种算法实现中的共同的部分，设计出一个统一的可编程模块；然后利用这一模

块设计出了一个可重构的弗行处理系统结构；最后，利用Altera公司的FPGA芯片

及综合仿真工具对所设计的系统结构的功能进行综合仿真，并将仿真结果与C语言

软件编程及mTLAB仿真方式的结果做比较。比较结果表明，该设计对FIR滤波和

DFT变换的结果与软件编程及jJATLAB仿真的结果是一致的，证明本文中的可重构并

行处理系统结构的设计是成功的，即在这一结构中，不需要改变系统的整体结构，

只要为不同的系统功能配置不同的系统参数以及模块间互联网络结构，即可实现不

同的DSP算法。这一可重构并行处理系统可以作为数据计算量大、对速度要求高的

应用系统中的DSP计算引擎或者主机的协处理器来使用。
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Abstract

Digital Signal Processing(DSP)technique develops quickly and has been one of the
advanced techniques．While although the performance of DSP processor has been

improved in every aspect from its system architecture to its instruction architecture and

have good flexibility,its flexibility is improved in cost of low computing speed，that is to

say,current DSP processor Call’t meet with some application，such as real—time video

processing．So a new computing method is needed，i．e．reconfigurable computing
technique．It has not only the flexibility just like software，but also the hie,h efficiency like
ASIC．

In this thesis，on the basis of the analysis of DSP technique，reconfigurable computing

technique and its hardware(FPGA)logic architecture．and kinds of reconfigurable DSP

system architecture．two kinds of algorithms fit for implementation on FPGA are found

firstly by the research of the related DSP algorithm and function．One is the algorithm

whose difierent part carl be implemented in different time．The other one js the DSP

algorithm based on convolution． By the study of the DSP algorithms
(FIR／IIR／DFT／DHT／DCT)。the common module of these algorithms can be foand using
CORDIC theory．Also a reconfignrable DSP computing engine system architecture is

designed，which can implement all those DSP algorithms according to different

parameters and the difierent network without changing the whole system architecture．In

the following,Synthesis and simulation are passed using FPGA from Altera．What’s more．
the result is compared witlI the result from C progranl and the simulation of MATLAB．It

proves that the design in this thesis is good for it can implement different DSP algofithm
in the same reconfigurable system and fits to be a coprocessor in the audio／video
communication application．
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1。1课题背景

第一章绪论

在现代数字信号处理、数字图像处理及视频应用中，高速度和大规模的计算能

力是十分必要的。为了实现这种应用，通常有两种方法：

第一种方法是利用硬布线(hardwired)技术。即要完成硬件中的运算，要么采用

专用集成电路(Application Specific Integrated Circuit，ASIC)，要么采用由一

组独立的元器件构成的板级(board-level)解决方案。

专用集成电路的设计专门用于实现某一特定运算，因此，它们在执行这一特定

运算时相当迅速离效。然雨，这种电路制造出来后不可再改变。一旦电路的某一部

分需要修改，就必须将整个芯片进行重新设计和制造，尤其是要在大量已开发出来的

系统中更换ASIC时，代价是非常昂贵的。另外，板级电路也存在一定程度的不灵活

性，在应用中出现某些变化的情况下，也常常需要对电路板重新进行设计或者更换

元器件。

第二种方法是利用软件可编程的微处理器，这是一种相当灵活的方案。1。处理

器通过执行一个指令集来完成运算。通过改变软件指令，就能在不改变硬件结构的

情况下改交系统的功能。然而，这种灵活性是以性能的下降为代价的。处理器必须

从内存读出每条指令并解释之，然后才能执行该指令。对于每一个独立的运算，这

种处理的代价很高。因此，在速度方面，这种方法的性能要比专用集成电路的性能

低的多。此外，在处理器制造时已经确定了程序所使用的指令集，如果需要指令集

以外的指令则必须更新处理器的指令集。

由此可见，这两种方法有着各自的优缺点。若要取二者之长，则必须找到一种

新型的计算方式，既保留软件为主导解决方案的内在可编程性和低成本，同时还要

达到原有硬件解决方案的处理速度和低功耗，这种新方式就是可重构计算。

可重构计算技术是指：数字系统制造完成以后，其硬件结构可以根据需要重新配

置的技术o3。也就是说当机器制造完成后，机器运行时可在芯片上重写程序，从芯

片外部读进程序，或可将功能规格自由加以变更，以求缩短研发期间或酮减芯片数。

它是一种结合了现有微处理器和DSP的“时间计算”方式及硬件ASIC、FPGA解决方

案的“空间计算”方式的新型计算方式。3，是一种可以解决速度、功耗、可编程性之
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间矛盾的新方法。

随着可重构计算技术的发展，已有不少关于DSP算法在FPGA上实现的研究，比

如FFT或者FIR滤波算法基于FPGA实现的研究，这些研究基本上是对某一个DSP算

法的FPGA实现进行研究，而将多个DSP算法映射于同一‘个可重构计算系统中的研究

尚未出现。

本文在对DSP体系结构、可重构DSP系统结构及可重构计算的研究基础上，提出

了一个可重构的DSP计算引擎基本结构，并从相关DSP算法和功能的研究出发，找出

了一类DSP算法特征，这类DSP算法用可重构计算方式实现I：EDSP处理器实现效果更

佳。在此基础上，又设计了～个可以实现多种DSP算法的可重构DSP计算引擎系统结

构，并对其功能进行了综合仿真。由于该系统能够在只改变系统参数、不该交系统

整体结构的情况下完成多种低层的DSP计算，因此可作为数据计算量较大的音频／视

频通信前端数据处理系统中的协处理器。

1．2研究的内容及意义

可重构计算作为一种崭新的计算形式，其作用不止于简单地集成若干中小规模

集成电路和仅仅作为ASIC器件廉价的代用品。可重构器件以及可重构计算系统的结

构是一种与可编程通用处理器和专用硬件电路并列的结构形式，另外还有在此基础

上产生的可重构DSP系统，都是值得我们深入研究的体系结构形式。

本文在对DSP体系结构、可重构计算技术进行深入的分析研究的基础上，主要

在以下几个方面做了较深入的研究：

11结合了可编程性及ASIC特征的几种可重构DSP系统结构研究及性能优劣比较，

并给出本文设计的可重构DSP计算引擎的基本结构框图。

21从相关DSP算法的分析出发，研究可重构计算技术的适应范围，给出这类算法

的特征描述。

3、引入CORDIC理论，研究如何将多个适合于可重构计算技术实现的DSP算法映

射于同一个系统结构中。

4、在以上研究的基础之上，设计一个可重构DSP计算引擎的系统结构，并基于

FPGA对其进行功能验证。

基于本文的研究基础上的可重构DSP计算引擎系统结构，可按应用需求的不同

将其与应用系统中主处理器进行不同程度的耦合，以作为系统的协处理器或可重构
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处理单元来实现其高速、灵活的可重构性价值。

1．3论文结构安排

本文是作者在从事DSP及可重构计算研究工作的基础上总结出来的，主要是在

对DSP体系结构、可重构DSP系统结构的研究比较基础上，提出可重构DSP计算引

擎基本结构框图，并从相关算法研究出发，找出不同算法的共同部分。设计出一个

统一的可编程计算模块，并在此模块基础上设计出了一个可用作音频／视频及图像处

理应用中的协处理单元的可重构DSP计算引擎系统结构，并以FIR和DFT为例对目

前所完成可重构结构的设计功能进行验证。

本文的内容安排如下：

论文第一章，为绪论，对论文背景做简单介绍，说明本文的研究内容及意义。

论文第二章，对当前的DSP技术及可重构计算技术作介绍，研究DSP体系结构

及可熏构DSP系统结构，并提出本文设计的可重构DSP计算引擎的基本结构框图。

论文第三章，从DSP算法研究出发，找出可重构计算适用范围，提出移位加方

式实现FIR／IIR滤波，并在此基础上，提出DFT／DHT／DCT的统一结构设计。

论文第四章，设计基于FPGA实现FIR／IIR／DFT／DHT／DcT算法的统一可编程模块。

论文第五章，利用第四章的统一可编程模块，设计一个基于FPGA实现

FIR／IIR／D阿／DHT／DcT算法的系统结构，对该设计进行综合、仿真，并分析仿真结

果。

论文第六章，作者对所做工作作了总结，给出相应结论，并对未来工作做了展

颦。
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第二章可重构DSP系统结构

DSP处理器作为数字信号处理的主要载体之一，20世纪60年代以来迅速得到广

泛应用。作为微处理器大家庭中的一员，从低成本、低功率DSP，到各种高端DSP，

DSP的发展大约经历了起步、成熟、快速发展三个发展阶段，从容量、速度、功能

各个方面都有了很大的发展及进步。然而，DSP处理器依然不能完全达到某些应用

中对于速度、灵活性等性能的要求，因此越来越多的DSP系统倾向于与其他逻辑器

件，如CPLD／FPGA等结合来进行信号处理。

2。1 DSP处理器体系结构

DSP处理器体系结构的革新在很大程度上受到应用需求的影响，其指令集的设

计是面向存储器和数字信号处理算法来进行性能优化的。当前，为了提供通信和多

媒体处理、图像及图形处理、语音识别和语音融合、人工智能等方面的应用对高速

计算的需求，DSP通常采用VLIW和SIMD(单指令多数据)等结构形式来加强处理器

对数据的处理能力。

2．1．1 VLIW结构

在VLIW处理器的硬件上，各功能单元共用大型寄存器堆，由功能单元同时执行

的各种操作是由VLIW的长指令来同步，它把长指令中不同字段的操作码分送给不同

的功能单元。相对于传统型DSP处理器，VLIW处理器使用简单的指令集，一条指令

只完成一个操作。这个处理器将简单指令并行地发射出去，并同时执行，有这样的

多条指令构成一个超长指令字。由于使用了简单指令集后，简化了译码和执行操作。

所以，相对于传统DSP处理器，可以采用更高的时钟频率。

VLIW技术极大的提高DSP处理器的性能，但它也有缺点。由于它的指令字长增

加了，所以较大增加了程序存储器的占用空间，使得DSP处理器的成本和系统开销

随之增加。同时为了支持多个并行指令的执行，这种结构的DSP处理器要求必须有

充足的指令译码器、总线寄存器和存储器带宽。

4
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2．1．2 SIMD结构

图2．1 VLIW I)SP处理器典型结构

SIMD(单指令多数据)处理器把输入的长数据分解为多个较短的数据，然后由

单指令并行地操作，如图2．2所示。即处理器可以同时对多个数据进行进行操作，

从而提高一些数学算法的计算性能。例如，一个SIMD乘指令可以在一个时钟周期内

对不同的操作数据执行两个或两个以上的乘法操作。SIMD使总线、数据通道等资源

充分利用，可以极大提高某些向量计算的计算性能，在通信、多媒体信号处理和数

字信号处理中有广泛的应用“3。但是，这种结构只有处理并行算法时才是高效的。

对于串行算法(算法中的结果作为下一个操作的输入)，SIMD处理器通常不使用。

44-16x16也乘法 4个16x16位乘法

图2．2 SIIⅡ)I)SP处理器的典型结构

2．1．3增加了指令和数据Cache的DSP处理器结构

在原有的DSP处理器结构基础上，为了追求更高的处理速度，DSP处理器中开始

采用Cache存储器。Cache的使用是为了提高处理器在运算时取指令和取数据的速

度，当需要的指令或数据在Cache中时，处理单元可及时地取得指令或数据。但是，

如果需要的指令或数据不在Cache中，处理单元需要等待，直到Cache中装入了所

需数据为止。因此，程序执行的时间与Cache有关。在有Cache的DSP处理器中，
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程序执行时间是不完全确定的，与程序执行过程中处理的数据有关。考虑到Cache

应用会带来处理性能上的改善，设计者还是将Cache引入到DSP处理器结构当中。

由此带来的DSP应用的问题，如实时性和执行时间不定等，有望在今后的应用中得

以解决。处理器开发者希望能给用户提供指令级的仿真工具，用于更精确估计软件

的执行时间。但是，目前还只能靠程序员人工地在这方面做一些有限的工作“1。

在DSP处理器中采用Cache存储器，还将会弓I起DSP处理器本身的成本和功耗

的巨大增加，这些方面也限制了带有Cache的DSP处理器的应用范围。

然而，尽管今天的DSP处理器的处理速度很快，对许多DSP应用来说很有用，

但仍有一些应用要求其性能再进～步提升。比如在实时视频处理中，对于系统性能

的要求就极高，因此几乎所有只具备简单功能的通用DSP都不具备这么高的实时处

理能力。然而，现代数字信号处理应用往往需要进行一些计算量大、速度要求高的

运算，比如在数据通信和图像处理这样的应用中，需要强大的计算能力和实时处理

能力。基于DSP的解决方案通常需要在单板上嵌入许多DSP，以得到必需的处理能

力，这无疑将增加程序资源开销和数据存储器资源开销。因此，为了实现高性能、

低成本的目标，必须找到一种新型的计算方法，可重构计算方式恰恰弥补了这一空

白咖。

2．2可重构计算

2．2．’可重构计算的定义

可重构计算是一门新兴的技术，虽然早在1960年，可重构计算的思想就已经被

提出，但是由于当时器件技术的限制，这种思想并没有得到广泛的关注和深入的研

究。直到80年代末，才出现了第一代可重构计算系统一--DECPeRLE”1，掀起了可重

构计算研究的热潮。

目前，对于可重构计算并没有一个统一的标准定义，不同的研究者由于研究问

题角度的不同，对可重构计算有着不同的理解，因而也提出了不同的定义。这里我

们选择几个有代表性的定义来描述可重构计算的特征。

(1)可重构计算技术是指，用在系统内作为硬件处理单元的可编程逻辑器件，根

据需要对其内部结构、功能、连线重新配置，使固定的硬件实现多种多样的

可编程解法。

(2)可重构计算机是一种通过将计算单元进行制造后(Post—Fabricate)空域连
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接(Spatial Connection)以实现计算的器件。该定义中的两个要点是：一、

制造后的功能定义；二、利用空域连接进行计算。所谓制造后，是指器件功

能的定义是在IC器件出厂之后由用户完成的，而ASIC器件的功能是在芯片

生产厂制造过程中完成的，在这个意义上可重计算系统与通用处理器十分相

似。功能定义时间的延后意味着可重构计算系统可以由用户根据特定的应用

背景实现多种不同的功能。空域连接指的是用逻辑门和连线来实现计算，与

此相对的另一种完成计算的方式是用算术逻辑运算单元(ALU)和在ALU上实

现的指令序列，后者被称为时域连接方式。

(3)可重构计算系统就是通用(General Purpose)定制(Custom)硬件⋯。

这个定义突出通用和定制这两个特点。所谓通用就是可以用同一个硬件平台完

成多种计算功能；而定制就是将硬件按照一个特定应用的结构、行为特点进行设计

与优化。通用性是可编程处理器的优势，而通过定制获得高性能是ASIC器件的特长。

这个定义说明了可重构计算可以兼具可编程处理器的通用性和ASIC器件高性能的

优点。

从以上对于可重构计算特征的描述中可以看出，可重构计算的发展趋向就是要

填补软硬件之间的空白，既要达到比软件方法更高的性能，同时具有比硬件更高水平

的灵活性。包括现场可编程门阵列(FPGA)在内的可重构器件，都含有一个由计算

单元构成的阵列，计算单元的功能是由多个可编程二进制的配置位决定的。有时也

称为逻辑模块，这些块可以通过一系列的可配置布线(Routing)资源连接起来。用

这种方法，通过对逻辑模块中电路的逻辑进行计算，并且利用可配置布线将各逻辑

模块连接起来以生成所需电路，这样，就可以将定制数字电路映射到可重构硬件上：

2．2．2可重构计算硬件结构

目前大多数可重构计算器件由逻辑单元阵列和互连结构两个主要部分组成。以

下将分别介绍这两个主要组成部分的内部结构。

2．2．2．1可重构硬件的逻辑单元阵列

可重构硬件的逻辑单元。3的设计也因不同系统而各异。其内部结构可以像3输

入查找表(LUT)一样简单，也可以像4位的ALu一样复杂。逻辑模块的粒度

(Granularity)通常就是指这种逻辑单元结构的大小。

FPGA中逻辑单元体系结构的设计是一个复杂’性与通用性权衡的过程。可以用粒

度(Grain)来描述FPGA中逻辑单元的复杂程度。从理论上说，逻辑单元由细到粗可

以是晶体管级、与非门级、MUX级、LUT级、PLA级直到CPU级，可以大致分为粗粒
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度(Coarse Grain)与细粒度(Thin Grain)两大类。XC4000系列、FLEXS000系列AT6000

系列属于细粒度FPGA，它们包含数量较多、内部结构较为简单的逻辑单元。目前，

大多数商用FPGA的逻辑单元主要由4一心T(四输入查找表)和触发器组成。图2。3为

具有细粒度逻辑模块的Xilinx6200系列的～个功能单元图“⋯。

X

图2．3 Xilinx 6200的功能单兀

细粒度模块有助于位级处理，而粗粒度块则在标准数据路径应用方面有更好的

优化。为了有效地支持各种类型的运算，有些系统结构在同一可重构阵列中采用了

不同大小或类型的模块。由此可以得到另一种FPGA逻辑单元的分类方法，即同构型

FPGA和异构型FPGA。FPGA中所有逻辑单元为同一类型的称为同构FPGA．包含多种

类型逻辑单元的FPGA称为异构FPGA。同构的FPGA有很好的通用性。能被现有的综

合工具很好的支持，但它在实现某些具有特定要求的应用时效率较低；异构FPGA在

牺牲通用性的前提下，在某些应用中能够获得更高的速度和更强的功能，目前大多

数商用的FPGA属于同构型FPGA。

2_2．2．2可重构碗件的互连结构

可重构架构中的互联资源用来将器件的可编程逻辑单元相互连接起来。这些资

源通常是可配置的，且信号的路径是在编译或运行时闻确定的，丽不是在制造时。

这种逻辑单元间的灵活互联，允许多种类型的电路结构映射到可重构硬件上，且每

种都可以有其自己的互联需求。

可重构硬件中逻辑模块之间的这种布线同样非常重要，布线的好坏对于可重构

硬件的整个面积的大小起着关键作用。然而，当FPGA中的逻辑模块的比例很高时，

自动布线工具往往很难完成各块之间的必要连接。因此，好的布线结构对于确保～

个设计能够成功的在可重构硬件上完成布局与布线是非常重要的。

在FPGA逻辑模块的体系结构方面已有很多的实验，同样，在互联结构方面也已

经做过大量的研究。随着逻辑模块基本上标准化为基于LUT的结构，布线资源结构

也基本上形成了岛式结构(island—style)为主(如图2．4)，布线通道是一些不同
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长度的导线，环绕着逻辑块。当然，在这种布线构架类型中，仍然存在着差异，如

系统中导线与逻辑之间雕J Ltg、每根导线的长度、以及这些导线应该采用分段还是

分层的方式连接等等。

大多FPGA构架把它们的布线结构组织成一个相对规则的片状布线资源，允许在

块中沿着行与列进行快速而高效的通信。如图2．4所示即为FPGA的典型结构。

2．2．3可重构计算机制

图2．4一种岛状的FPGA布绞架构

如前所述，大多数可重构计算器件由逻辑单元阵列和互连结构两个主要部分组

成，而这两部分均由配置开关(Switch)来控制，用户可以通过对这些配置开关的配

置来完成指定的功能。

可重构计算器件实现配置开关的机制称为可编程技术(Programming

Technology)。常见的可编程技术可以分为三类：一次性可编程技术、多次可编程技

术以及无限次可编程技术，基于反熔丝(Anti—fuse)技术的可编程技术属予一次性

可编程(OTP：One Time Programming)技术；基于EPROM，EEPROM和Flash Memory

技术的可编程技术属于多次可编程技术：而基于SRAM技术的属于无限次可编程技

术。可重构计算要求器件具备无限多次可编程的能力，所以一般采用基于SRAM的可

编程技术。

当前的FPGA及可重构器件大部分是可编程的静态随机读写存储器，这意味着

SRAM位(bits)被连接到F1日GA的配置点上，因此通过对SRAM位编程就可以完成对

FPGA的配置。于是，就可以像使用标准的静态RAM～样对这些芯片进行简单地编程

和再编程。
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2．3基于可重构计算的DSP系统结构

为了弥补DSP处理器在进行数字信号处理中的不足，并充分利用可重构器件的

优势，以达到各种DSP系统的要求，用可重构器件来实现部分或全部DSP系统功能

很自然的被提了出来。

2．3．1 可熏构计算系统

可重构计算系统也常被称作可重构的定制计算系统(CCM：Custom Computing

Machino)。可重构计算是八十年代末、九十年代初开始兴起的一个研究领域；其基

本特征是系统中有一个或多个可重构处理器(最典型的可重构处理器就是已进行管

脚分配的、大容量的可重构FPGA器件)，可重构处理器之间或可重构处理器与ISA

结构处理器之间通过某种灵活的方式互相连接起来可以构成一个完整的计算系统。

可重构计算系统可以分为两大类：一是可以动态重构的计算系统，也即在线局

部可重构的计算系统，其特点是可重构处理器中一部分硬件进行运算及信号处理的

同时能够对另一部分硬件进行重构；其余的可重构计算系统则属于静态可重构系统。

在可重构计算系统中，全部或大量的关键算法由可重构硬件来实现，其方法为：

根据具体算法得出符合可重构硬件实现的结构，并由结构设计出相应的电路，通过

CAD系统将电路描述转化为以可重构硬件进行功能重构的配置代码。其实质是对可

重构硬件中的基本功能单元通过丰富的互连资源进行结构重组，这相当于先在可重

构处理器中定制出基本的可重构计算单元(如信号与图像处理中的乘法一累加器)，

再确定硬件系统设计策略(如全局并行局部串行、局部并行全局串行等)，并在这些

计算单元的基础上实现更复杂的规则阵列结构，从而完成复杂的计算任务。

可重构计算系统具有许多与可编程的ISA结构计算系统所不同的行为特征，其

设计手段和方法也有着较大差异。由于可重构系统主要通过可重构硬件来实现各类

关键算法，没有ISA结构通用系统中的指令开销问题，其计算性能往往高出通用指

令集系统一个数量级以上；同时，可重构计算系统中可重构处理器功能也可以被动

态改变，这对于需要自适应能力的系统是很有意义的。

通常，可重构硬件是与传统的微处理器耦合在一起来工作的，因为可编程逻辑

通常不能有效地实现某些类型的运算，如可变长循环和分支控制。为了使可重构刮‘

算系统能够高效地完成应用需求，可以将那些不容易映射到可重构逻辑上的程序，

交给主机处理器处理；而将那些能够由硬件实现的密集型计算映射到可重构逻辑上。

10



青岛大学硕士学位论文

2．3，2 可重掏DSP系统结构

对可重构DSP系统的划分已有多种标准，如可重构阵列中FPGA的连接方式、可

重构块的规模、运行在可藿构系统中的应用程序的粒度等等。目前已有的DSP可重

构系统中分别包含了可重构逻辑资源和固定逻辑资源““。固定逻辑资源既可能是一

个宿主机也可能只是一个微控制器，与FPGA集成在同一个板子上。则按照它们之间

耦合程度可以将现有可重构DSP系统分为四类：

·宿主机与可重构逻辑松耦合

●处理器与可重构逻辑松耦合

·处理器与可重构逻辑紧耦合

·处理器、存储器与可重构逻辑紧耦合

2．3．2．1宿主机与可熏构逻辑松耦合

属于这类系统的可重构逻辑部分一般包含多个FPGA，而固定部分则是一个宿主

计算机．二者之间通过接口总线连接起来。可重构逻辑类似于宿主机协处理器，接

收宿主机发出的指令和数据，并将结果通过I／o接口(如ISA．PCI、并口等)传回宿

主机，如图2．5所示：

图2．5宿主机与可重构逻辑松耦合

这类系统的典型优点是设计简单。由于所有部件非常容易得到，所以可以快速

地制造，方便地编程，还可以根据需要灵活地选用不同的宿主机和CPU。但其缺点

也是明显的，因为所有的数据交换都需要通过外部的接口总线来完成，这部分的性

能成了系统的瓶颈，限制了系统的性能加速比。

2．3．2．2处理器与可重构逻辑松耦台

属于这个分类系统的FPGA阵列直接与中央处理器通过独立的数据和控制总线

进行连接，对CPU来说，相当与增加了一个多功能协处理器。与上一节结构相比，

该结构虽大改进在于取消了同宿主机的外部通用接口，从而大大提高了FPGA阵列同

CPIJ的数据交换速度。这类系统的结构如图2．6所示：
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图2．6处理器与可重构逻辑松耦合

在这类系统中执行某个运算时，任务被分解到硬件部分(FPGA)和软件部分(中央

处理器)，可以用硬件结构快速实现的运算被映射到FPGA构成的特定电路上，而简

单的运算处理可控制功能则仍由CPU来完成。任务划分主要由用户来决定，很大程

度上应该由编译系统来完成或由手工完成。

可重构逻辑在系统中的组织形式非常灵活，既可以配置成一个复杂的功能单元

用来执彳亍某些耗对的操作也可以配置成多个简单的单元来一次处理多个数据。对于

CPU来说前者相当于指令集中增加了一条复杂指令，后者则相当于增加了单指令多

数据(sI粕)的支持能力。

这类系统同样也有前一节系统的易用性特点。图2．6中的中央处理器可以根据

需要选择不同的产品，只要该CPU支持类协处理器的工作方式即可。所以这个分类

系统最适合于需要人为执行复杂指令的应用场合。

2．3．2．3处理器与可重构逻辑紧耦合

上一节介绍的结构在性能上受处理器——协处理器接口限制。为此研究人员将

这个接口设计为紧耦合系统来解决这个问题，这形成了第3类可重构计算结构，如

图2．7所示。

I 宿主 ．通用外部接口总镟 由FPGA重构成的
I 计算机 协处理器
1

图2．7处理器与可重构逻辑紧耦合

通常，属于这个分类系统中的CPU不是通常商业中可以直接应用的成品，而是

以核的形式提供设计模块，需要与可重构逻辑资源在芯片上集成起来。CPU核可以

与遂用处理器结合，也可以是完全自行开发设计的专有电路。最终的系统一般是一

个或多个专用的集成电路芯片。

由于这个类型系统将CPU核与可重构逻辑资源集成在同一个芯片之中，CPU的

一些参数，如地址和数据总线宽度，可以根据需要进行必要调整来实现二者之问更

快的数据交换。前面两个系统中CPU管脚的位置对系统速度的影响在这个系统中也

变得很小，可以实现更快的速度。
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这类系统的缺点是设计比较困难。前面两类松耦合结构的系统均可以直接选用

现成芯片，而这类系统需要设计者按照全定制的方式设计专用集成电路，难度较大。

目前处理器与可重构逻辑紧耦合的结构是可重构计算器件部分的研究热点，除了研

究人员以外，业界也有大公司注意到了这个趋势。目前传统意义上的可编程器件公

司和逻辑电路公司均对此展开研究，有的公司己经推出系列产品。一类是如XILINX

等FPGA公司，他们在自己的产品中计划增加内嵌式的微处理器核：另一类是如LSI

等逻辑电路供应商，他们则在自己的处理器产品上提供了可编程的逻辑单元以满足

电路的灵活性的需要。这两类产品均属于处理器与可重构逻辑紧耦合的分类。

2．3．2．4处理器、存储器与可重构逻辑紧耦合

在CPU和FPGA可重构逻辑之间实现高速通讯后，存储子系统成为系统的瓶颈。

在现代计算环境中，CPU和存储器之间速度差别越来越大，而处理器与可重构逻辑

紧耦合结构中的CPU仍然受到与存储器交换数据带宽以及速度问题。在现代先进微

处理器设计中，增加片上高速缓存可以明显提高CPU性能。当CPU、存储器和可重

构逻辑集成在一起后，三者之间分别以非常高的带宽传递数据。所以第4类结构中

将CPU、存储器和可编程逻辑集成在同一个芯片上，称为单芯片可熏构计算系统。

其结构如图2．8所示：

图2．8处理嚣、存储器与可重掬逻辑紧耦合

这个类型可重构系统依然保持了上一节所述系统的CPU和FPGA紧耦合结构，所

以也保持了它所带来的高速灵活接口的优点。同时，片上存储系统和CPU与FPGA接

口能力则进一步提高的系统的性能。运算数据可以直接与CPU和FPGA高速交换，而

在其它几种结构，系统中数据往往通过CPU的寄存器后才送往可编程单元。受到目

前工艺水平的限制，嵌入式存储器的容量还不能做得足够大，所以这里的存储器需

要引入多级存储的概念，即片上存储器的作用类似于现代高性能处理器中的片上

Cache，在芯片外部还有大容量存储器模块，片上存储器则可以设计成各种宽度和深

度来满足系统的需要。

每种类型都具有不同的优缺点。可重构硬件集成度越高，其通信开销就越低，
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在应用中的使用频率就越高。然而，在没有主机处理器干预的时间段里可重构硬件

不能高效地运行，而且可用的可重构逻辑的数量通常非常有限。越松的耦合类型，

就会越多的考虑程序执行的并行性，但是它的通信代价也就越商。在需要大量通信

的应用中，这将降低或抵消通过这种类型的可重构硬件获取的加速效益。

2．3．3可重构DSP计算引擎系统结构

由于成本、系统功耗和面市时间等原因，许多通讯、视频和图像系统已无法简

单地用现有的单片DSP处理器来实现。实时视频处理对系统性能的要求极高，因此

几乎所有只具最简单功能的通用DSP都不具备这项功能。而且，基于DSP的解决方

案通常需要在单板上嵌入许多DSP，以得到必需的处理能力，这无疑将增加程序资

源开销和数据存储器资源开销。然而，可编程逻辑器件允许设计人员利用并行处理

技术实现视频信号处理算法，并且只需单个器件就能实现期望的性能。现场可编程

门阵列(FPGA)尤其适合于乘法和累加(姒c)等重复性的DSP任务。

从音频／视频及图像处理应用的角度出发，本文将设计一个可用于此类应用的前

端数据计算的可重构DSP计算弓1擎的系统结构，其基本结构框图如图2．9。虚线框

部分即为该系统的主要部分，即可重构DSP计算单元的抽象结构。主处◆理器{础；|一熏j
图2．9可重构DSP计算引军基本框图

从上图我们可以看出该计算引擎所需的系统参数是由主处理器计算后传到计算

引擎中的，经由计算引擎计算出的结果值再传回到主处理器。其中整个计算单元主

要由可编程计算模块阵列和以互联网络为主体的控制模块组成，其功能的设计实现

是基于FPGA的。

文中的设计将从I)SP相关功能及算法的研究出发，设计出一个可以实现多种DSP

运算的并行处理系统结构，作为音频／视频及图像处理应用中的前端数据处理的计算

引擎，充分利用可编程功能的并行及流水线机制，保证系统只需要改变系统参数即
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可进行不问的DSP计算，且达到ASIC设计的计算速度。

2．4本章小结

本章首先给出了DSP处理器的几种体系结构，然后给出可重构计算定义，在此

基础上，以可重构硬件中的典型代表FPGA为例，从多个角度分析了可重构计算硬件

结构。根据硬件中的基本计算模块的大小和复杂性，大体上可分细粒度、粗粒度和

中等粒度FPGA，大量可重构系统所使用的逻辑模块粒度是我们所分类为中等粒度的

系统。给出了几种可重构DSP系统结构，并对各种结构的优劣性进行分析研究。最

后，给出本文将要设计的可重构DSP计算引擎系统结构的抽象结构框图。

本章对DSP体系结构、可重构计算及其硬件的剖析，以及可重构DSP系统的分

析为后面DSP技术的可重构研究做好了充分的准备。
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第三章基于可重构计算的FIRflIR／DT功能

从以上对FPGA器件结构分析可知，可重构计算对于DSP算法的实现是有一定范

围的，比如自身结构比较复杂的DSP算法更适合于DSP处理器实现。本章将分析一

下究竟什么样的算法与DSP实现相比更适合于FPGA实现，即更适合用可重构计算的

方式来实现的DSP算法具有的特征。

首先，可重构计算之所以有较高的性能，是通过并行处理和重构获得的。丽重

构特性和通用处理器的编程性的差别是显而易见的，所以从本质上来说，可重构计

算应该属于VLSI并行计算机系统。从指令流与数据流的多倍性的角度，FLYNN在1996

年将计算机分为以下四类“21：

夺单指令流单数据流(SISD)

夺单指令流多数据流(SIMD)

冷多指令流单数据流(MISD)

耷多指令流多数据流(MIMD)

VLSI并行结构大多是属于单指令流多数据流(sI犯>的结构，这种结构对多个重

复的PE由单一指令部件，按照同一指令流的要求同时向它们分配各自需要的不同数

据。这种结构改变了过去计算机结构上以CPU为中心或以主存为中心的典型冯．诺依

曼结构，采用以互连网络为中心的结构。

但VLSI并行计算机大都是属于专用计算机范畴，它们面向具体问题，对算法有

较强的依赖性。互连结构是固定的，而可重构计算系统也是面向具体问题，对算法

有一定的依赖性，但是它的互连结构是可变的，这正是可重构计算系统与专用计算

机的最大区别。～般来说，专用集成电路完成的算法也能用FPGA器件实现。专用集

成电路是针对具体算法把电路进行了最优化设计的，因而往往性能也是最高的。而

FP6A器件是由单元阵列和互连结构两部分组成的，且这两部分都要通过配置开关来

完成各种功能，因而必然降低了芯片的有用面积；同时对电路也无法进行最优化。

但正是由于有了这些可以进行逻辑重构的单元阵列和互联结构，才使得FPGA具有极

大的灵活性，能够实现更多的功能。

下面将对几类DSP算法进行研究，找出在FPGA上实现较DSP实现效果更佳的

DSP算法，并为这些算法寻求一种于同一系统中实现的有效方法。

16
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3．1 可重构计算在DSP算法中的适应范围

信号处理算法有很多，但大多数信号处理系统的设计都具有许多共同的特征，

原因很明显，这些设计中所用到的基本算法正是基本的DSP算法。DSP算法大体上

可以归结为以下几类““：

冷卷积

夺信号滤波

令信号变换

当然，这种分类并没有非常严格的标准，比如线性时不变系统中对信号滤波所

用到的基本运算即为卷积运算。因此，虽然大体上将DSP算法分成了这样几类，而

事实上类与类之间还是有着比较多的联系，并非一种严格意义上的分类。

3．1．1卷积及滤波

3．1．1．1卷积

卷积“”是数字信号处理常用的基本运算。从数学上讲，一维卷积问题可定义如

下：

绘定权系数“，％一·，雌)、输入序列k，X2，¨·‘}、计算序列仉，y：，．．y一+，)，其计

算公式如下：

y-耳善w，玉小-。咐+MtH+雌‘小， 3一(1)

当卷积用于数字滤波时，“}表示将被处理的输入信号序列，而{M)表示数字滤

波处理的冲激响应函数。根据{Hl的不同，卷积处理可以达到不同的滤波效果，如

图像增强、信号平滑等。一般地，输出序列{M}表示已被处理的信号。

从计算结构上看，它可以看成特殊形式的矩阵相乘的运算，写成矩阵形式如式

3一(2)：
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y】

y2
●

虬，“

工I

Z2

●

工H．女“

3．1．1．2传统滤波

屯

t+1
●

‘ 3一(2)

数字滤波“”是数字信号处理中经常使用的一种计算，它在图像处理中也有很重

要的作用。下面的数学表达式3一(3)描述了数字滤波的过程

)，(f)8磊附讧“一七)一荟口∞)y(1一所) 3一(3)

很显然该过程需要大量的加法(∑)、减法和乘法0(m抄O—m))运算。坼)和n(m)

分别是存储器中的两个滤波器系数表，它们分别与过去的输入础础，和输出，u一”J

样值表相乘。每当一个新的样值到来，将其放入输入样值表的上端，并删掉样值表

中最老的样值。这样，对任意滤波器的设计，两个样值表总能保持固定长度。这个

过程表明，实现这一算法的硬件应该能够高效访问和管理其存储器的能力，同时能

够处理数据端口的输入和输出数据流。

最为普通的数字滤波器就是线性时阍不变量(iinear time—invariant，LTI)滤

波器。LTI数字滤波器通常分成有限冲激响应(finite impulse response，即FIR)

和无限冲激响应(infinite impulse response，即IIR)两大类。顾名思义，FIR滤

波器由有限个采样值组成。将上述卷积的数量降低到在每个采样时刻为有限个。而

IIR滤波器需要执行无限多次卷积。

这里以传统的有限冲激响应滤波器(FIR)为例来分析数字滤波器实现中的卷积

过程。有限冲激响应(FIR)滤波可定义如下：

给定权系数{wl，w2一。，毗}，输入序列协，屯一‘，‘}，计算序列tyt’y：⋯’y一+t}，使得：

卫2著咻巾-9M‘+％，+
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3．1．2 FPGA实现卷积及滤波算法的优势

对照3一(4)式和3一(1)式，可以看出，二者的基本运算完全一样。对以上公式进

行分析可以发现，相对于输入序列而言，权系数是不变的，即每个z的值对应～个

固定的权系数¨，。若用通用BSP处理器来实现以上算法，则权系数必然被当作变量

来处理，因而芯片的利用率不高，导致处理器的性能下降。而这种算法正好适于用

可重构计算来实现，因为在可重构器件中实现时可以将这些权系数作为常数来使用．

可利用分布式算术等方法来实现，以充分发挥可重构器件的优势。

IIR滤波器与FIR滤波器的根本区别在于前者需要执行无限次卷积，而后者的

卷积次数是有限的，但他们所用到的基本运算是相同的，即卷积运算；同样，对于

QMF滤波器组，它的实现是建立在FIR和IIR滤波的基础之上的，因此其中所用基

本运算仍然是卷积运算。故由以上分析可知，这些常见的基于卷积运算实现的滤波

算法均适于用可重构计算技术来实现。而且其中最常见的FIR和IIR滤波器已经被

以不同的方式在FPGA中实现““，取得了较DSP处理器实现更好的效果。然而，这种

传统的滤波方式无论是用DSP还是FPGA实现时都是充分利用乘法器和累加器，用乘

累加(姒C)方式实现算法，需要占用较大的硬件面积，并且提高算法的实现效率主要

靠硬件性能的改善。面且，用这种MAC方式将上述的各种滤波算法统一于同一种结

构中实现，并取得DSP功能的重构却是困难的。因此，要做到这一点，还需要寻求

其他的滤波实现方式。

3．2移位加方式实现滤波算法

上一节中分析得出了更适合于FPGA实现的DSP算法的特征，且已有实例证明基

于FPGA实现某些DSP算法要比基于DSP处理器实现的效果更佳些。然而，这种传统

的MAC方式实现的效率对硬件性能的依赖较大，且难于将这一类算法统一于一个可

重构系统中来实现。基于这些方砸的考虑，本小节将使用一种更合适的方式来完成

DSP算法的FPGA实现。

在数字信号处理中，格型(Lattice)网络””起着重要的作用。它除了对有限寄存

器长度效应敏感度低外，在功率谱估计、语音处理、自适应滤波、线性预测和逆滤

波等方面已得到广泛应用。这里主要来分析一下全零点(FIR)格型滤波和全极点(I I R)

格型滤波。
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3．2．1 FIR格型滤波

给定一个M阶FIR滤波器的系统函数H(z)可写成如下形式：

灯(=)l口(z)。荟矿小善妒 3一(5)

其中础’表示Ⅳ阶FIR滤波的第i个系数，并假设首项系数‰=1。日(z)对应的格

型结构如图3．1所示：

＼“’＼“．A、A 淞kl。l u”潞
图3．1 FIR格型滤波结构 图3．2 FIR格弄滤波单元结构

该结构图可看成由M个如图3．2所示的格型网络单元级联而成。每个格形单元

有两个输入端和两个输出端，输入信号x加)同时送到第一级格形单元的两个输入端，

而在输出端仅取最后一级格形单元上面的～个输出端作为整个格型滤波器的输出信

号yO)。

下面推导由H如)-丑(。)的系数协)求出格型结构网络系数托}的递推公式。图3．2

所示基本格型单元的输入、输出关系如下式：

e 0)-％一，O)+0，，O一1)七m

r(H)tem．，(n)。k+0一。O一1)

且有

3一(6)

3一(7)

3一(8)

3一(9)
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其中，％∽、o(n)分别为第m个基本单元的上、下端的输出序列，8一∽、。一，m)

分别为该单元上、下端的输入序列。

设吼(z)、Jm(z)分别表示由输入端x0)至第rtl个基本单元上、下输出端％0)、‘(n)

对应的系统函数，即

吃(z)一e．(z)／eo(z)一l+蓦6：：|)z一，m·1，2，“·，M 3一(i0)

，．(z)一凡乜)，R(z)，Ⅲ·L2一．，M

当m．M时，瓯0)。口(z)。对3一(6)和3一(7)式两边进行z变换得

E(z)一以一。(z)+kz4凡一。(z)

心(z)·k民。(z)+z—k—I(z)

对3一(11)和3一(12)式分别除以eo(Z) ％(z)，再由3一(8)和3一(9)式得

【Z昌】。【乏乞：j1】×【2：芝)]

3一(11)

3一(12)

3一(13)

3一(14)

畔，1I哟 。_(1。)
lJ，．。(z)l 1一《

上面两式给出了格型结构中由低阶到高阶(或由高阶到低阶)系统函数的递推关系，

但这种关系中同时包含B(z)和，(z)。实际中只给出吃cz)，所以应找出巩(z)与巩，，(z)之

间的递推关系。

由3一(11)和3-(12)式有B。乜)；J。(z)一1，所以B(z)一风(z)+t。z。J。(z)-l+／qz～，

，．(z)：k,no(z)+z一1J。(z)一^l+z～，即J，(：)-z。马(z。)。

令m：2，3⋯，M，可推出

2l

3一(16)
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将上式分别代入3一(13)和3一(15)式得

玩(z)·Bm．。(z)+kz～B．1(z4)

啪)-型铲
下面导出k。与滤波器系数《之递推关系。

利用待定系数法可得到如下两组递推关系：

3-(17)

3一(18)

将3一(10)代入3一(17)及3一(18)式，

』卵’_k 3-(19)
l醭1一螋l+k啦；”

k-礤’

孙雩擎 3删(20

上面两式中，i—L 2，⋯伽一1)；Ⅲ-L2，．．，M a

这里k，m．1⋯2．．，M称为反射系数或者PARCOR系数。计算出所有k的值后，FIR

滤波器的格形结构即可如下描述：

酬‘[土计㈦ 3吨D

3．2．2 IIR格型滤波

设一个全极点系统函数由下式给定：

盼画1。丽1 3也2’

与3一(6)式比较可知，H(z)一孟吾是FIR系统‰(z)‘厶(z)的逆系统。所以按照系统
求逆准则得到H(：)4乏％的格型结构如图3·4中的a所示。
一船的IIR滤、渡的系统函数：
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聃霉二
“荟叩4

其格形结构如图3．4中的b所示。

／ 怒≥心
a全极点IIR格形结构

3一(23)

“n)

b一般的IIR格形结构

图3．3 IIR格形结构

“Ⅱ)

系统求逆步骤如下：

●将输入至输出的无延时通路全部反向，并将该通路的常数值支路增益变成原常

数值的倒数(此处为1)；

●将指向这条新通路各节点的其它支路增益乘以一l；

·将输入与输出交换位置。

由此可见，尽管IIR滤波器中的基本格形结构单元和FIR格形结构单元很相似，

但IIR中的数据流向和FIR是相反的。因此，要将二者整合于一个统一的系统中还

是存在一些困难，需要寻求别的思路。下一节中将通过同样具有卷积基本运算的一

类算法⋯离散变换(DT)来探讨这类适于可重构计算技术实现的DSP算法如何统一
于同一可重构系统中。
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3．3 D盯／DHT／DCT离散变换及其统一结构设计

DSP算法中常见的变换有DFT、DHT、DCT等，首先来看一下几个离散变换的定

义。

3．3．1 DFT变换

离散傅里叶变换(DFT)是一种把有限个时域数据变换为频域数据的方法。其反

变换称为离散傅里叶反变换，即IDFT。DFT定义如下：

当具有N个序列值的离散时间信号x。协t o'1，⋯N一1)给定时，下式变换

即去薹h晰，争加‰’Ⅳ-，
就称为t的离散傅叶变换。它的反变换式为

‘-击薹枷-(『警加‰，Ⅳ-t

则上两式为一对离散傅里叶变换对。

3．3．2 DHT变换

对实序列撕，)，其Ⅳ点DFT具有简单的共轭对称性

x<Ⅳ一t)一x+(七)，k-o’1，⋯，Ⅳ一1

3一(24)

3一(25)

3一(26)

所以，只要计算出x冰)的前Ⅳ／2个值，则后Ⅳ／2个值可用3-(27)式求得，x(2)的Ⅳ／2

个复数数据正好对应Ⅳ个实数数据。由此可见，一个实序列的N点DFT完全可由N个

实数数据确定。离散哈特莱变换就是直接对实序列进行实数域变换，记为DHT。

离散哈特莱变换定义如下““：

设x伽)，n。0,1，．，N—l’为一实序列，其DHT定义为

础卜DHT[砌小击蓑擗。s(等加)如吣∥‘-
24
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式中，cas(a)=COSG+sina。其逆变换(IDHT)为

州-IDHT[％刚t击乏N-I以㈣m(等h)"。^．∥一t 3一(28)

DHT甲、椅x(n)看成买毅数据，晌小像DFT中将z(n)看成虚部为零的复数数据进行

运算。所以，相对一般的DFT，DHT可节省一半的存贮空间，运算效率提高近一倍，

且DHT与DFT之间存在简单的关系，容易实现两种谱之间的相互转换。

为了便于比较，将DFT表示重写如下：

刖I删讣而1磊‘4-1摊。争。击黔【cos(鲁翩)刊n(等h)】 。-(2。，

x∽。击墓xo弦夸、六鬟并耻，}ns(警知)+埘n(等加)】 3-(30)

容易看出，DHT的核函数一(等蛔)‘cos(等蛔)+s细(等蛔)是DFT的核函数
e’争-cos(等蛔)+J曲n(等h)的实部与虚部之和。
将盖。他)分解为奇对称分量霸。(七)与偶对称分量h(七)之和

j0耻)-工虬非)+盖乩罅)

其中

xt让)一j1。X。让)+J。(Ⅳ一七)]

x‰(七)一_L1 X。(七)一工。(Ⅳ一七)】

由DHT定义有

h蜘丽1 N驴-I叫等h)

3一(31)

3一(32)

3一(33)

3一(34)
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‰阶击鼢埘n(熹h)

所以，xm)的DFT可表示为

X(k)一h竹)一心乩(≈)

同理，x如)的DHT可表示为

X。啦)-Re[X(k)]-Im[X(k)]

因此，已知x0)的DHT，则DFT可用下式求得：

x传)-；【％(七)+如∽一t)卜；J【％o)一矗(Ⅳ一女)]

3一(35)

3一(36)

3一(37)

3一(38)

如果不考虑因子1／2，只要增加2N次实数加法运算就能由x(n)的DHT谱求出砷t)的

DFr谱。

3．3．3 DCT变换

DCT“”在压缩中用得极多，因为转换后的数据很容易就可以找到其中的冗余并除

去。因此，很多像JPE6和MPEG的标准压缩技术大量使用了DCT和它的反变换

IDCT。实质上，DCT是由离散傅里叶变换，即DFT的实部组成的，也就是说只用到

了DFT中的余弦部分。DCT也可以用优化的算法来实现，叫快速DCT。提高DCT运算

速度的技术和快速傅里叶变换提高DFT速度的技术非常相似。DCT的基本定义如下：

x⋯扣)。善。(n)c。s(2丌nm／Ⅳ)'m-o，1’⋯Ⅳ一1 3一(39)

DFT的定义中，离散时间和频率分别用n和m表示，DCT序列的长度定义为N。

在这种情况下，只有当输入信号为实数时，输出才会是实数。

3．3．4统一的离散变换设计

分析以上各种变换的定义式可以发现，上述变换可以统一为一个表达式3一(40)，

只要给表达式中的参数赋以不同的值，表达式即可表示相应的变换或者成为相应变
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换的定义式。

其中I。o，1，．，N一1。

a)对于DFT：

则DFT可以表示为

b)对于DHT：

L-Ⅳ，a-去，q一一ikz，吼一一q

R·{x肿让a讣·X。传)，lm{工咐(七)}·x；(七)

h帅一专，q一等，嚷一q
则DHT可以表示为：

盖。。(七)一致辑)十豇(七)

C)对于DCT：

五一Ⅳ，a-ct，q一篆，婊to，其中‘是DcT变换中的尺度因子。
则DCT可以表示为：

3．4本章小结

x。口眯)一Xc(女)

3一(40)

3一(41)

本章主要通过对DSP算法的研究找出了一种适于可重构计算技术实现的DSP算

法特征，并针对将此类算法统一于同一可重构系统中这一问题进行讨论a虽然已经

有多个利用FPGA实现这类算法中的某一个算法的例子，但这些例子的实现都是采用

传统的MAC方式，然而利用这种传统方式来解决这一问题显然存在很大的困难，必
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第三章基于可重构计算的FlRnIR／DT功能

须引入更有效的方法。

从对DT算法的分析及统一的DT结构的设计情况来看，有必将三角函数引入到

这一问题中进行讨论。因此，在下一章的FIR／IIR／DT统一可编程模块设计中引入了

专于三角函数计算的CORDIC理论。



第匹章HR／IIR．／DT功能的统一可编程模块设计

第四章F1RAIR／DT功能的统～可编程模块设计

根据上一章对适于可重构计算技术实现的DSP算法及相关问题的讨论，在本章

的统一可编程模块设计中引入了CORDIC(Coordination Rotation Digital Computer)

理论，最终设计出一个可用于可重构计算系统的统一可编程模块。

4，I CORDlC理论

CORDIC算法“7’(The Coordihate Rotational Computer)是Volfer等人于1959

年在美国航空控制系统的设计中提出来的，它是一种用于计算一些常用的基本运算

和算术操作的循环迭代算法，其基本思想是用一系列与运算基数相关的角度的不断

偏摆从而逼近所需旋转的角度。从广义上讲它是一个数值性计算逼近的方法，由于

这些固定的角度与计算基数有关，运算只有移位和加减。可用该算法来计算的函数

包括乘、除、平方根、正弦、余弦、反正切、向量旋转(即复数乘法)以及指数运算

等。1971年，J．S．Walther提出了统一的CORDIC算法形式，把圆周旋转、双曲旋

转和直线旋转统一到同一个CORDIC迭代方程里，为同一硬件实现多功能提供了前

提。

在传统的硬件算法设计中，乘、除等基本数学函数运算是一种既耗时又占用面

积大的运算，甚至有时是难以实现的，CORDIC算法正是为解决这种问题而产生的。

它从算法本身入手，将其分解成为一些简单的且在硬件中容易实现的基本算法，．如

加法、移位等，因此使得这些算法在硬件上可以得到较好的实现。又由于该算法是

一种规则化的算法，它满足了硬件对算法的模块化、规则化的要求，因此CORDIC算

法可以充分发挥硬件的优势，利用硬件的资源，从而实现硬件与算法相结合的一种

优化方案。正是由于上述原因以及前面所提到的各个算法的特点，我们才将CORDIC

算法引入到统一的系统结构设计当中来。

4．1，1 CORDIC基本理论概要

F面简单介绍一下CORDIC算法理论。

设输入为％、％、2*，参数为m，则CORDIC算法如式4一(1)所示：
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Xi“-‘+Ⅲ4口fyI

yln
t Yt+m6。sfx c

t+1t 2．+6．E

式4一(1)中 当m—，1时，包-tanh’1(q)

当m一0时，B，6．；

当m-l时，包一tan‘1(q)。

一。‰；，l-‰；oI。气

其中i表示循环的次数，其范围是1⋯N

6i可取1或一l，其值由毛、n、≈的符号决定；

珥取值为2。：

4一(1)

m为参数，可取0、--1、+1。当m取0时，最后得到的函数称为线性函数；当

m取l时，得到的函数为平方函数；当m取一l时，得至4的函数为立方函数。这3

种函数的具体形式在文献”1中已经给出。

4．1．2 CORDIC的旋转和矢嚣运算

4．1．2．1旋转运算

这里以在三角范围里的旋转操作为例，说明CORDIC的基本思想。

设M(xo，Y。)是平面直建坐标中的一点，向量面与盖轴的夹角中，丽一％，求丽

旋转0角后，jlf0，y)的坐标。

把8角分成若干个旋转角之和，设每次旋转角度为辞。适当选取岛，使

卜剿⋯



第四章HRfllR／DT功能的统一可编程模块设计

X．一芦iXⅢ

图4．1第i旋转步骤

图4．1表示了第i次旋转步骤的坐标图，为简化运算，假设M。M，上OM。对每次

旋转有

Yl+-。¨8’m(中，+鼠)4-(2)
-Yt±母￡

薯+l i R+1‘cos(中．±包)

-毛千挑

其中R+，一面巧丽驴，M．tanO。。则有

Y。-√i硒g sin(中tB)
‘。-厢Rs cos(中tq)
如何选取旋转的步长和方向?观察下列角度序列

晓一90。一tall一1∞

n，450。／an一1 20

03-26．5。一tan一12

4一(3)

4一(4)

4一(5)

4一(6)

第一次旋转B=90。，第二次旋转也-45。⋯⋯，第f次转角约为前一次转角的1／2

当。一：|；只t。时，第z+1次旋转取负值，使I；|；ql-日。由4一(6)式得：
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虬m 2-(t-21R。

甑-蔫R
a 2-o-2)xf

将4一(7)式带入4一(2)和4-(3)式得

Y。l，Y；±2‘t。‘2)葺

角度 Zi+，-Z。一目

4一(7)

4一(8)

4一(9)

4一(10)

设点表示旋转方向，逆时针为正，则钆。{：： 主：：，那么4一(8)一4一(1。)式
可以完整地表达成

YI．1一M+d，2“耳

葺．t·‘-6121Y

4一(11)

4一(12)

4一(i3)

z、Y、z均为二进制数表示，葺+1、Y。的求解，便简化成移位和加法运算了。

然而，以上推导中尚存在两个问题：

第一、喜q是否收敛?B[J0-砉包+。?答案是肯定的。V。lder的文章中做过证
明，见文献“81

第二、4-(11)--4-(13)式的推导是在M。M。上OM，前题下进行的，求增量却，(或

觇)才转化成对_(或y。)的(i一2)次移位。由4一(4)和4一(5)式可知，每次叠代

一“、y。分别比准确值增大压五=而倍。n次旋转后，‘+1、Y。比准确值增大

√而．√而i⋯打五丽i倍。故需要对‰、y。进行修正，乘以[1+2““2’r因子。这
’2



第四章FIR姐1R／DT功熊豹统一可编程模块设计

样，就给VLSI设计带来了困难。因此，要找到一组数列，其第i项既能近似

【1+2“”’】_l，又便于VLSI实现。如果用2-l+24一·+2’‘代替[1+2““’r，结果是满意
的，即有

YⅢ．2一(1—2-。)yⅢ，1

一只“．1—2。Yi．Il

t“2-(1-2。k“l

一一+l】一2“‘．iI

4一(14)

4一(15)

校正计算也转化为二进制数的移位与加法运算了。为了保证校正误差收敛，校

正步选择i-2,3，4，7，8,10，12,14，16，19，20，21⋯⋯。

4．1．2．2矢量运算

CORDIC另一种模式为矢量运算”7’”1。

M(x，y)是直角坐标XOY是的一点，求向量石丽的模和幅角0。

与旋转相类似。通过移位和加法运算，使Y向零靠拢，相应修正x、z。Y逐渐

趋向于零，一次操作后，％即向量的幅角，‰即该向量的模。矢量运算与旋转的差

异为：

旋转4-仁描

矢量点-{：：Y"l a：：
由CORDIC基本算法扩展，可以方便地在线性、三角、双曲等函数范围内实现旋

转与矢量操作。
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4．2 基于CORDIc算法的FIR／IlR格型滤波单元结构设计

为使上述FIR格形滤波基于CORDIC算法方式实现，可将3一(2t)式表示为：

酬-

当阪ltl时

一k

√1一《
1

√1一《

志]x【铷
sinhO。1
cosh钆J

盎㈦
其中吒-tanh‘1(以)

当k|)1时

且二!塑坠!撅j币
—-jign—(k．)———!—一而币
xr咖等历
×H
；f。oshOm咖“吒1
【sinh0．COshO．J

。卜咖啦)瓜j
【 o

×吲
其中吒一tanh’1(一1／k)。

酬二历]×【：=】

0 1一sign(k．)再2 1j

4一(16)南志F
rltI。lll●●●_t__I【

X

_

1_____J

4

d气or________【

瞄譬

-

X



第四章HR／IIP,／I)T功能的统一可编程模块设计

为方便各种算法及功能的格形模块统一到同一基本单元中，这里规定两输入端

符号为‰和％’，输出端符号为‰，和‰。’，反射系数女，。因此，蚓c1和蚓，1时FIR

格形滤波基本单元分别如图4．2和图4．3所示。

图4．2 1k．1 c1时格形滤波单元结构

图4．3 k{>1对格形滤波单元结构

则整个格形FIR滤波结构如图4．4所示

图4．4 FIR格形滤波结构

同样，对于基于CORDIC的IIR格形滤波单元如图4．5所示：
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图4．5二阶IIR梧形撼波单兀

其输出函数可表示为

晌-鬻—r(k。而cosO面+kts万ine)-r2koz-1
讹，·器-等曩筹等笋
给定偶数阶实系数IIR(ARM^)滤波器，可首先改写为级联形式

日(z)。Ⅱ鹤(2)

且每个子滤波器日；(z)形式如下

驰)-筹
-。+z‘1i等等
一q+z-'4(z)

4-(18)

4一(19)

4一(20)

4一(21)

这里的d。，。d，一口』q，0。c。一包q。将式4一(21)与4一(18)和4一(19)比较，我们可以看

出，只要设置好式4-(18)或4-(19)中的参数t。、七|、，和口即可得到4(z)的值a参

数转换如下：

FOR i t0，L．．，Ⅳ／2—1

1)找出日。(z)的极点



第四章F1ROIR／DT功能的统一可编程模块设计

p旷颦-at+q研-4bi
2)计算‘和谚的值

胪墨二压2互

a)当口．一4b,c 0时，‘tmag(p¨)，q·arg(p¨)

b)当n．一鸭，o时，可通过下式计算‘和e的值

砘cosg—Po。+凡f

‘‘‘pb‘鼽。

则有：

rI一≈p”‘p”’ O,-cos-'葡Poa；菰+PU⋯n】Ⅳ·J

3)计算I。和‘

由等式

‘职ocosO,+‘sing)tdf

一‘2k-q

可计算得

k。—．cjr／‘2，七l一(一’，‘一kocosg)／sino

4-(22)

4-(23)

4一(24)

4一(25)

4-(26)

4一(27)

现在我们可以基于式4一(20)和4一(21)，利用图4．5所描述的结构来实现H0)。

每一阶段都完成一个H．(z)滤波，其中i．o，L．．，N／2—1，这里40)是由图4．5中的二

阶IIR模块实现的。注意尺度因子c，也是由IIR模块通过设置t。一c。，k。一0，r—l，

8。0并断开反馈数据路径来实现的。我们用一个虚线框标出了这一实现。这样，实

现c，和4(z)的模块有相同的响应时间。因此，图4．5中加法器的两个输入可以同步。
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为了完成一个N阶(N是偶数)H(z)，我们总共需要N个IIR格形模块并行运行。最

大数据吞吐速率受IIR模块内部的反馈回路的限制。

x(n)

图4．6基于二阶IIR格形单元的fIR(ARMA)结构

4．3 基于CORDlG算法的DT单元结构设计

对于DT变换，设计基本单元结构如图4．7所示

图4．7 DT基本单元

根据3．4节对离散变换的统一结构描述，其尺度因子和旋转操作可给出如下

．^-【2：]一。a。c。o；。s“((牡2L++∞1)qoJk++吼0,】

叫蹦
4．4 统一可编程计算模块设计

“n)

4一(28)

4一(29)

从图4．2、图4．3、图4．5和图4．7我们可以看出所有的基本单元结构中，除了

在数据路径、参数(因子系数和旋转角度)不同外，其他都是统一的。因此，考虑用



———————————塑童墨墅!墨尘!婴墼望竺=旦塑堡堡拯堡盐
六个开关来控制数据路径，用四个尺度因子及一个统一的旋转回路来确定不同的系

数及旋转角度。则FIR／IIR／DT的统一可编程基本处理单元如图4．8所示。为了缩短

该处理单元的关键路径，在尺度因子，0．，和，1．后分别插入一个流水线(图4．8中的虚

线部分)。通过设置开关及参数，统一可编程模块可用作FIR／IIR／DT中的基本处理
单元(PE)。

午寸s·母3·掣屯呐岛 暑 上 上 t t

目一0 St-1 54—0 。4—1 毛t0 ％t1

f·0，L 2，3

Co)
图4．8 8统一的可编程单元结构

b单元结构中用到的开关

六个开关限量$2S，S4S]控制了模块内的数据路径：开关对&和5-从跏，或抽，‘选择输

入： S05t
4

00时，抽r成为FIR和IIR模块中需要的格形输入。s。s=10，可以交换蚓，1

时的FIR格形输入。开关最和毛决定是否使用延迟单元。足只t01，则左下延迟单元

被包括在数据路径中，FIR格形中要用到它。设置szs，-11，则图4．5中的延迟单元

可被整合到模块4(。)中。因此，不需要在IIR滤波操作中直接实现延迟单元。最后

一个开关对是只和5s。他们控制着模块中NN+NNN径：当S,Ss。11时，IIR和DT

操作中需要的当前输入的延迟模块输出被加进来。设置5·ss。11将断开反馈路径，因
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为只有当将IIR功能整合到这个统一模块设计中时，才。需要旋转回路输出的两个因

子。

除了数据路径，还需要设置标度乘数厶．．、，1，·和‘的值，以及旋转角度q。给定

BSP功能描述，这些参数可以根据第三章中讨论得出的计算公式来确定。FIR／IIR／crr

操作的可编程模块的完整设置见图4．1。

表4．1第i个可编程模块设置

I S-[S05152舻。屯] ‘吖‰，^，一]1 R

【 FIR
f000100(麒o) }√面1 f。oshe}8‘曲包1

(蚓t1) {010100 似。，i-0) I√珥J 【sinh6l coshe,J

FIR

l sinIe,c蛐osh纠e,f000100(膳e)

【1j(k卜1) 1100100 Ⅲ∥-0)

IIR

同 ‘一1’B-0o【砌000
(Ct)

IIR 翻 『‘coso,rj sin8j1
001111 【-r。sinq‘cos包J

(4(0)

DT pcos((2L+1)q+q1
卜：siJn 204 c咖os她2ro。】000011 la sin((2L+1)嗥+以l

4．5参数计算用例

下面将举例说明如何将一个给定系统中的参数转换为用于可编程模块的参数。

这里限定IIR(ARIA)滤波器中的分子和分母的幂次都是偶数的，这样便于完成所

有必要的分解。并假设用来完成FIR／IIR功能的系统的模块数为10。则FIR／IIR的

最大幂次是10，DT的变换大小也被限于10。对于DT，我们使用一个8点DCT作为

设计用例，因为这在变换编码应用中比较流行一些。

4．5．1 FIR滤波

给定FIR传输函数如下：



——一墨粤童里墅!墨旦堕堡堂塑丝二里塑堡堡垫堡生
珂D)t1-0．8843z一一0．1327z～一1．1219z。

+0．5328z‘4—0．888224

+0．1038z一一0．3786z。7

+0．2195z一一0．1094z一9

首先根据4～(22)式和4-(27)式来计算所有的PARCOR系数。

ko-一0．4472，与a-4)．6917，k2-一o．5865

屯一4．1573，k,-1．1595，匕-o．2655，

≈6-o．2942，k7--0．1243，kB-O．1094．

完整设置列予表4．1中。

4．5．2 lIR(A刚A)滤波

给定IIR(ARMA)滤波器如下：

胁、．“善∥日(：)-—哥一
1+善∥‘

其中M-4，|lIr．10且有

Pl一一107314，P2-1．6788，见一-0．7913'

P4-O．2304,ql-0．4036,q2—1．3227，

吼-0．2376，吼一1．1558,q5—0．0047，吼一0．6950

劬—一0．0733，吼1 0．2735，吼-一0．0542，

吼。一0．0788

我们首先将其写成级联形式如下：

4一(30)

4一(31)

脚)一(¨z～而-0．2122+0．2175z"1 1
。(1+z-1—!兰望坠?：塑堕!：1 1
l 1—0．75002‘1+0．5625z-2 J ，

。l+z I=!：型塑=!：!坐坐：!：1
I 1+0．8000z川+0．6400Z《J

。fl+z,』婴塑坚塑生。1
I 1+1．2728z以+0．8100z《J

接下来可依据式4一(22)一4一(27)计算所有参数，详细设詈回表4．2。

4．5．3块DOT变换

对于8点块DCT变换，可根据3．4节的推导来计算每个模块的，o。，，l。和q。详



妻墨奎兰堡圭兰垡篓茎

细设置见表4．3。

表4．1 FIR滤波参数

村。 肘l 』lf2 M3 Md 村5 ^九 M． MB

S 000100 010100 010100 100100 100100 010100 010100 010100 010100

，o， 0．8944 0．7222 0．8100 4．0352 -0．5870 0．9641 0．9557 0．9922 0．9940

，l。 0．8944 0．7222 0．8100 4．0352 加．5870 0．9641 0．9557 0．9922 0．9940

‘ 1 l 1 1 1 l 1 1 1

q 0．4812 0．8512 0．6723 0．2450 ．1．3027 ．0．2720 -0．3032 0．1249 —0．1098

表4．2 IIR滤波参数

M口 材i 盯2 】!If3 膨。 Ⅳs Mb 盯． 虮 Mn

5 000000 001111 讲)0000 001111 000000 001111 0()0000 001111 0D口000 001111

，oJ 1 -0．5148 1 O．3600 1 1 1 1 1 1

允 O 0．0531 O O．0231 O -0．5774 O ．1 O O

‘ 1 0．6500 1 0．7500 1 O．8000 1 0．9000 l O．8000

q O 0．7854 0 1．0472 0 2．0944 0 2_3562 O 1．57(鸩

袭4．3 B(x滤波参数

肘n 帆 M2 肘3 jlf． M5 jlf6 肘．

S 000Dll Oo()011 o00011 000011 o00011 00(1011 000011 0000ll

|～j 0．3536 -0．4904 0．4619 -0．4157 0．3536 _0．2778 0．1913 ．O．0975

，l。 O m．0975 0．1913 -0．2778 0．3536 -0．4157 0．4619 ．0．4019

‘ l 1 1 1 l l 1 1

q 0 0．3927 O．7854 1．178l 1．5708 1，9635 2．3562 2．7489

4．6本章小结

本章引入了CORDIC算法，对FIR／IIR／DT算法进行了更深一步的讨论。在此基

础上找出他们基于旋转方式实现时的共同部分，为这些算法的实现设计了一个统一

的可编程模块。在这一可编程模块中，不同的算法具有不同的数据路径和系统参数，

这些参数的计算是由主处理器完成并传到可重构DSP计算引擎系统中来的，数据路

径的选择开关也是由模块外部的控制逻辑来控制的。因此在完成这一可编程模块的

42



第四章FIR／IIR／DT功能的统一可编程模块设计

设计之后，给出了几参数计算用例。

构。

下一章将讨论如何利用本章的可编程模块来设计可重构DSP计算引擎的系统结
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第五章基于FPGA的DSP计算引擎系统结构设计

第五章基于FPGA的DSP计算引擎系统结构设计

在该系统的设计中，采用了自顶向下(Top—Down)的设计方法。由于在现代电

子设计中，电路的功能越来越复杂，规模越柬越大，再要使用门级的设计方法，不

但会导致设计周期的延长，而且，要想保证设计的正确性和可靠性必须要以大量的

人力和物力投入为代价。因此在如今的电子设计中自顶向下的高层设计方法已经成

为主流。这种设计方法的主要流程就是：先从电路的功能出发，使用HDL(硬件描

述语言)从较高层次对电路进行描述，然后在仿真工具上进行仿真，在理想状况下

对电路进行最基本的检查。保证无误之后，把设计文件交给综合工具进行综合与优

化，形成门级的网表(netlist)。在此基础上再对产生的带有延时信息的网表文件

进行仿真，验证其功能。最后，把设计交给布局布线工具，生成真正的电路设计。

整个过程都是在EDA工具的帮助下完成的。

5．1 系统结构设计

这节将在上一节可编程计算模块设计的基础上讨论具有FIR／IIR／DT功能的系

统结构的设计。通过恰当的设置前一节中讨论的统一模块的参数，并利用可重构的

互联网络对多个模块进行连接，即可以完全的流水线方式完成FIR／IIR／DT中的功

能。

在前一节中，分析并设计出了一个可用作FIR／IIR／DT中的基本PE的统一可编

程模块。然而，对于FIR／IIR／DT中的每一个功能，这些基本PE都以不同的方式连

接的，因此需要用一个可重构的互联网络来完成这种互联任务，以达到在同一系统

结构中完成不同的DSP功能的目的。下西将分别看一下不同的功能实现中所使用的

不同网络互联模式。

以下将用N来表示滤波器的阶数和离散变换中的块数。

5．1．1 FIR滤波功能设计

在实现FIR滤波功能的设计中，各模块问的网络互联可按如下算法进行

1．氓=x(月)．

2．Fo_匹r m-0,1，．．．，(2v-2)
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inm+I-out

蜕“一out'
End

3．yO)一OUtⅣ_l

主处理器
L—+xfn 爿玉}
爿玉}
爿玉]二
爿玉]二二
J——_]

二习竺：卜_
—ri_卜一
一I ：：：l!阳
一l ：二： I!用
一I ：二：I

!厂i飞小8
7I ：二：but8

7

主处理器

，

可编程模块阵列 互联网络

圈5．1 FIR滤波系统结构

圈5．1所示为按以上算法配置互联网络结构的FIR滤波模式下的系统结构。此

系统包括了两部分：一是P个独立的统一可编程模块组成的可编程模块阵列。另一

个是根据数据路径连接可编程模块的可重构互联网络。

5．1．2 l|R滤波功能设计

在实现IIR滤波功能的设计中，各模块间的网络互联可按如F算法进行

1． ino-x0Li-0,1．

2．—Fo—r m t0,1，．，(Ⅳ-3)

into+2。。“‘2【刊+o“‘2l{J+I。

盥
3． y0)toutⅣ一+outⅣ_2
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第五章基于FPGA的DSP计算引擎系统结构设计

图5．2所示即为图4．9中的IIR格形模块按以上算法配置互联网络结构的IIR

滤波模式下的系统结构。

图5．2 IIR滤波系统结构

5．1．3 DT功能设计

各个离散变换的网络互联可分别按以下算法实现

DFT：

1．in，tz(n)，

f一0，1'⋯，Ⅳ一1

2．Xm．(f)-out,+，·out。’，

i-0,1，．，Ⅳ一1．

DHT：

1．咄一I如)，

i-0,1一．，Ⅳ一1

2．XMrO)-ou4+ou4’，

i t O，1，⋯，Ⅳ一1
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DCT：

1．／n,tx加)'

i一0，1，．，N一1

x∞r(f)=o“‘，

i一0，L⋯，Ⅳ一1

从以上算法分析及系统结构设计图不难看出，基于本设计的完整的可重构DSP

计算系统的工作流程如下：

在初始化模式下，主机处理器将根据功能类型(FIR／IIR／DT)和表II中所列的功

能描述计算所有必需的参数工、‘、q，并以查找表的形式存贮。系统通过查找表找

到必要的参数以减少模式配置时间。接下来，主机处理器需要根据表III中所列的

功能类型配置互联网络。一旦计算系统初始化完成，就进入了执行模式。在

FIR／IIR／QMF应用中，主机处理器连续的将数据序列传递给计算系统。所有的PE都

并行运行，且处理器可以以完全的流水线方式收集滤波输出。在块DT应用中，块输

入数据被串行送入计算引擎。可编程模块阵列的每一个PE会同时更新4一(41)中的

t耻)和xAk)，其中k-0,1一．，N一1。当最后一个数据进入可编程模块阵列之后，DT

系数的赋值也随之完成。接下来，互联网络将根据表I中所定义的连结功能连续的

进行模块的输出。变换系数可以在网络输出过程中并行取得。同时，主机处理器将

重置所有可编程模块的寄存器，使其为0，这样可迅速产生下一个块变换。

5．2 仿真综合及结果分析

当系统的结构确定后，对于系统中各模块的设计首先是使用硬件描述语言完成

系统的描述，然后使用系统仿真及调试工具进行语言级功能仿真与调试。可重构计

算技术是以FPGA为基础的，本文的整个设计是基于FPGA的，最终下载到可重构实

验板上。FPGA的设计流程如图5．3所示“⋯：
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图5．3 FPGA设计流程

下面将以本设计中的FIR滤波及DET变换为例介绍对该设计的综合、仿真与测

试。

5．2．1 系统描述与功能仿真

本论文的实例算法设计部分采用的是自项向下的全正向设计方法，以Verilog

HDL。”作为设计输入工具，在使用Verilog HDL语言对系统进行描述时，就必须考虑

到对系统的功能仿真。这是因为Verilog HDL语言本身是一种可仿真的高级语言，

象其它高级语言经过编译可以运行～样，Verilog HDL经过高层仿真工具处理后也

可以“运行”，只不过这种运行是把描述的对象一硬件电路“模拟”地表现出来，
这种运行称之为仿真，通常对初步描述的电路所做的仿真称为功能仿真。功能仿真

不带时延信息，只是对设计的系统的功能做初步测试。仿真前首先要利用波形编辑

器或硬件描述语言建立测试向量，仿真结果以报告的形式或波形的方式输出，从中

可以看到各节点的结果，如果有错误，则返回设计输入中修改逻辑设计，系统功能

仿真的结果直接决定着时序仿真的正确性，所以功能仿真的结果一定要正确。

4R
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常用的方法是测试基准程序(Testbench)法““，专门设计的仿真程序，也称为测

试程序。利用测试基准程序，可以被测模块的测试向量实现自动输入，并通过波形

输出文件记录输出，这种方法便于将仿真结果记录归档和比较。

本设计使用ModelSJm“”作为语言级仿真工具，测试用例的编写也是使用

Verilog HDL语言，要完成一个系统的正确的Verilog HDL描述，就必须要进行系

统的功能仿真与调试。在进行仿真调试时，除熟练使用高层次设计与仿真工具外，

主要还是测试基准程序的编写，它是验证验证系统是否正确的基础，而且也是进行

高层次仿真的先进的方法。本系统的Testbench功能主要是从文件中读入输入数据，

也包括提供一些对象初始化和时钟信号以及复位信号。功能仿真不仅仅局限于整个

系统，事实上，设计完成每一个模块都要设计对应的TestBench进行功能仿真，用

以保证当整个系统完成时各个模块可以正常工作，在保证各模块功能正确的情况下，

整个系统的仿真更倾向于逻辑结构正确性的验证。

输入数据是测试运算功能的重要途径，因此测试向量的设计也要涉及到各种运

算情况。

16点DFT的仿真结果如下所示：

1曲ut}

蛾3啪0瑚∞哦嘴口麟伽∞哪000麟帅似∞∞慨∞袖喊帅∞饯∞∞
瞩黼∞假∞∞O赫啪n蛐19∞oxo∞D糕∞∞蜊C麓O硝∞∞硝肿∞懈∞似
,x0000哪O∞晾∞稿似∞∞溅∞∞睬∞∞科∞∞∞0∞惦∞国l∞姗∞l
啊㈣∞㈣佣瑚舯秣呻∞∞删瞄∞∞oxOOOO O柚∞O瓤帅慨㈣
蜊∞∞射啪∞啦∞∞戗∞∞蚪∞∞积∞∞矗煳戗∞∞删辨∞棚∞O
ox0000酶舯∞讯呻∞啪∞O似0∞O e睡OOOO蜮㈣O删∞赋嗍似∞∞
O则蚺D∞田瞄e嘲OC00∞曲嘲
I如t呻￡：

状OQ@O∞田∞O“3扫∞∞㈣∞岖婚0《X0000 OX407 1 0瑚艇吣瞄3哪蜮舯∞
口XEl52 n热BIi蚰娜渤娃∞腿Ox袍秤㈣O腻3同O∞0嗍∞c3E抨∞㈣O
ox3脚OX02啦。x直l勰∞瞄1 l蚺3∞O删0 OX407I ox张DO oxCi∞鼎嘲O
∞E哟眩∞∞口x∞∞nx∞∞O姗F腑娃C3∞锻舫∞喊100l馘豫髑00℃1：380
Ox嘶吣酥12∞OX#圈6 OXC3印●砸m融∞C龆聃翻舯∞撼5acl OX0000 OX田000

∞喃陴O皑58cl ax6a帅铘c船鞋喊3阳6 e蛾矗盼能3韵0 0x啪0∞(蜊稍畦∞0
馘2驰O似100l蛹3嘲口)ce两O

为了验证结果的正确性，在以硬件描述语言完成设计的同时，作者使用C语言

进行了软件设计实现，尽管软硬件设计在时间上没有可比性，但可用来对结果行验

证，最终得到的结果是⋯致的。表明本文对于该功能的设计是完全符合设计要求的。

以下是对本文所设计的FIR功能的ModeiSim仿真结果，实例为FIR低通滤波，

所希望的频率响应在osH so．25z为I，在0．25z sHsn之间为0，则有8抽头8点FIR
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第五章基于FPGA的DSP计算引擎系统结构设计

滤波仿真示图如下：

图5．4 FIR功能的ModelSiE仿真结果

图5．6是将图5．4中的数据用曲线的形式表示，这样更直观些。隧5．5是用

MATLAB工具仿真的结果。
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⋯·代表滤波前——代表滤波后

一
l

㈧II㈣舱
IiI l I{

l
l一}，

l

￥￥￥V V y y￥￥1 ￥l
*
●

l，I

绀信●熏囊★ft止纛摹

图5．5 FIR的姒TLAB仿真图

5．2．2仿真分析

l，I

{心信号囊摹十于纛盘鞭牛

l^

釉俺’一摹唪予●止曩摹

揪
甜僵粤曩·矣；鼍止羹·
5．6 FIR仿真曲线形式

(1)如图5．4，从输入oo开始，经滤波后产生输出信号，电路的延时只有10个时钟

脉冲。因此系统的运行速度是非常快的。

(2)不管输入信号的频率是多少，系统的采样频率始终是一个时钟脉冲。如果系统的

时钟脉冲是50MHz，那采样频率也为50MHz。

(3)当信号周期为16s时，系统的输出基本与输入相同，低频信号保留下来。当信号

周期为8s时，幅值由15变成6。当信号周期为4s时，系统的输出幅值是l，基

本上被滤掉。对比用MATLAB仿真工具仿真的结果，看出系统的滤波效果还是不

错的。
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5，2，3系统综合

在完成系统结构设计及系统的语言描述后，按下来就是将语言的描述转化为实

际电路的过程～～综合与实现。

为了控制优化输出和映射工艺，在进行系统综合时加入综合约束。它为优化和

映射试图满足的工艺提供了目标，并且他们控制设计的结构实现方式。目前综合工

具中可用的约束包括面积、定时、功率和可测试性约束，将来我们或许会看到对封

装的约束和对布图的约束等，但是，目前最普通的约束是按面积和按时间方式的约

束。

一般情况下，在进行系统综合时，首先要在面积约束下进行综合。这样，在综

合时可以将一些冗余逻辑进行简化，从而减少系统的面积。在一般的综合工具中，

在最项层的面积约束条件可以覆盖整个设计。也就是说，只要在最预层的设计上加

上面积最小的约束条件，则在其下～层乃至最低层的所有单元中这一约束条件都有

效。所以在进行面积优化时，只要在最顶层单元中加入相应的约束条件即可。通常

情况下，综合工具中。允许设计者指定非0的面积，当综合工具满足面积约束条件

时就停止优化。换言之，如果指定面积约束条件为0，则综合工具将试图用各种可

能的规则和算法尽可能地减少设计的面积。这种面积约束条件的设置在对面积要求

非常苛刻时比较有效，但有可能会增加一些电路的延迟，使某些模块电路的速度达

不到设计的要求。因此，在初次优化时按照面积约束进行优化，然后根据不同模块

对速度的要求再进行优化。

时间约束优化的目的就是通过优化，使系统在一定的速度范围内能够正常工作。

要达到这一目的，首先要找出系统中的关键路径。在Synopsys综合工具中，提供了

查找最大路径的功能，但是，对于一个复杂系统的设计来讲，任何一个综合工具都

很难准确地找出系统中真正的关键路径来。这一工作，必须在设计者的干预下，通

过对系统的分析，找出系统中真正的关键路径，有的放矢的进行综合优化。

另外系统的综合是基于某一给定的综合工艺库来进行的。工艺库一般是由生产

厂家或FPGA供应商提供的。它是综合的基础，系统的综合实际上是将系统按照综合

的约束映射到工艺库上的一个过程，属于一种工艺约束。

本系统的综合主要是综合工具按照设计者给出的综合约束条件自动地产生出优

化的门级网表。所以，设计者在综合阶段要做的工作就是如何加入合理的综合约束

条件。

由于系统是要用FPGA来实现，在FPGA中由于结构的限制，面积的约束是非常

S2
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重要的。而另一方面时间约束优化是将一些非并行方式的结构用并行的方式来实现，

这样有可能增加电路的面积。所以在进行时间约束优化时，要在速度与面积之间找

出一个较为合理的均衡，这样才能使系统工作在最佳状态。

在本文的设计中，采用了行为级描述，然后使用了Synplicity公司的高层综合

工具Synplify进行综合优化，FSM编码为OneHot格式，器件为APEX20ke。整体综

合后产生综合报告和门级网表，这生文件的后缀为．vqm，综合结果是16点DFT的最

大工作频率为59．5MHz。

5．2．4布局布线

Altera公司的QuartusII可以对整个FPGA设计流程进行支持，包设计输入、

综合、功能仿真、布局布线和时序仿真，在本设计中只使用OuartuslI工具对设

计进行布局布线。

Ouartusll支持多种输入方式，包括；原理图式图形设计输入、文本编辑、AHDL、

VHDL。Verilog、内存编辑、Hex、Mif以及第三方工具如．edif、．hdl、．vqm等，

或采用一些别的方法去优化和提高输入的灵活性：如混合设计格式或利用LPM和

宏功能模块来加速设计输入。

这里使用Synplify输出的．vpm文件及为第三方工具输入OuartuslI进行布

线，生成．sof文件，并使用QuartusII下载到可重构试验调试板上。下载模式为

串行下载方式(passive serial)。

· 16点DFT结果：

最大工作频率61．3MHz。

Total logic etements 8390／5 1840 16％

TotIl pins 100／488 20％

Total memorybits 2560／442368《I％

从上面的报告可以看到，通过专用工具的布局布线优化，系统的最大工作频

率比综合时又有所上升，达到60MHz以上。

5．2．5在线验证

本设计使用的验证环境是为华科技的EXAI系列开发板用于功能验证。本开发

板的功能及资源介绍如下：此板采用ALTERA最新的SOC芯片EPXAlF484C。该芯片

内部集成一颗ARM922T CPU和APEX20KE FPGA(10万到100万门)，具体资源配置
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情况如下：

板上资源：

1、EXPAlF484C芯片(ARM922T、APEX20KE)；

2、10／100以太网接口；

3、两个RS232；

4、8M flash；

5、32M SDRAM；

6、三路时钟资源；

7、JTAG接口{

8、Multi—ICE调试接口；

9、两个扩展插槽；

10、八路用户自定义DIP开关；

1l、八个用户自定义L印；

12、四个用户自定义按钮。

EXPAlF484C片内资源：

1、ARM922T 32位RISC CPU(带MMU、8KB指令和8KB数据缓存)；

2、APEX20KE可编程逻辑。lO万i'3Nloo万门，软件可在线配置内部逻辑；

3、内部采用Ah'BA的AHB总线；

4、片上可编程外设(看门狗、UART、中断控制器、ETM9调试模块)；

5、256KB内内单SRAM：128KB片内双口SRAM：

6、外部总线接口(EBI)。支持四个外设(如flash、SDRAM等)，每个外设最多可达

32MB地址空间：

7、三个可编程PLL。

系统采用JTAG接口下载，测试向量以文件(data，dat)形式读入，结果存入文件

result．dat。

分别对8点FIR和16点DFT进行验证，验证向量与功能仿真时使用相同数据，

输出结果正确，与仿真结果相同。即在无需改变硬件电路结构的情况下，只要将预

先设计的固件、不同功能的网络配置及系统参数下载到可编程器件中，即可实现不

同的功能，达到可重构计算的目的。
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5．3 本章小结

本章利用前一章中设计的统一的可编程计算模块将前章所分析的几个重要的

DSP算法映射到同一可重构系统中去，只需简单的加载不同DSP算法的参数和可重

构互联网络，即可在同一系统中完成不同的DSP任务，如FIR，IIR，DT等。这一并

行结构保持了ASIC设计的优势，但比ASIC设计灵活的多。而且，这一结构是规则

的和模块化的，非常适合于VLSI实现。

值得注意的是，当我们将很多算法映射到一起时，不得不在某种程度上牺牲单

个DSP算法的最优化性能。例如，尽管根据速度及复杂性，基于fIR格形结构设计

不如它的直接形式的性能好，但它具有较好的灵活性，适合于基于CORDIC的设计。

即单个算法的相对低效并非问题的关键，关键的是能够在同一架构中处理这么多不

同的DSP算法。

另外，在进行功能仿真时，出现过各模块功能单独仿真都正确，但全系统仿真

结果却错误的情况，作者采用逐步增加模块，渐近仿真的方法，最后定位错误编码，

虽然更改起来很容易，但发现问题的时间却耗了很多，从中也体会到功能仿真的重

要性，可以及早发现问题，尽量避免模块的错误向更大的模块系统传播，毕竟在越

是复杂的系统中发现和纠正错误的代价越大。如果整个系统完成以后再发现错，改

正起来代价就更大了，而且耗时、费力，错误也不容易定位，除此之外器件在最大／

最小延迟情况下的工作是否正常也要被仿真，并调蹩输入的信号边沿。

在综合过程中要根据设计目的和要求合理的添加约束条件。而且布局布线的时

候可以加入布局布线的编译约束，这些约束分为全局和局部约束。在全局约束中，

可以由设计者选择布局布线的策略、系统映射方式、进位链接方法，以及系统最大

最小工作频率等。在局部约束中，最主要的约束是系统引脚的定位。在进行引脚定

位时，一方面要考虑到布局布线的均衡性，另一方面还要考虑到印刷电路版的布线

的简单。

事实上，对于数字系统的开发而言，各个步骤都需要反复验证，发现错误要及

时返回修改，有时的设计甚至需要全部从头来过，经过这种反复修改验证再修改再

验证的过程才能逐步完善和优化系统，最终才能达到设计要求。
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第六章结束语

本文在对DSP技术、可重构计算技术及其硬件逻辑结构进行剖析的基础上，分

析了几种可熏构DSP系统结构及其优劣性，在此基础上给出本文所设计的可重构

DSP计算引擎的基本结构框图。之后，从相关的DSP算法及功能的研究出发，首先

找出了两类适合于FPGA实现的算法，即分时复用的算法和基于卷积运算的DSP算

法。然丽现有的基于卷积的DSP算法的实现往往是基于MAC方式的，于是，从改

进并行性及降低占用面积角度考虑，引入CORDlC理论，提出以移位加方式实现这

类DSP算法的方法。在对新的DSP算法实现方式的研究中，找出FlR／IIR／DT这几

种算法具有的共同部分，在此基础上首先设计出一个统一的可编程计算模块，并对

不同的算法配置不同的模块间互联网络结构，最终设计出一个可重构的DSP计算引

擎系统结构，达到了在同一系统结构中实现不同的DSP算法的研究目的。

本文在完成系统结构设计的同时，以FIR滤波及DFT变换为例验证该设计的正

确性，对系统的综合与实现工作了介绍。通过本课题的研究，对数字系统设计方面

积累了一定的经验，并深刻体会到系统设计的重要性。结构设计的优劣，不仅影响

系统性能的好坏，也是系统能否实现的关键。

本文中所设计的可重构DSP计算引擎系统结构可用做其他的对计算要求较高的

主处理器的协处理器。然而，这～结构在计算速度方面的优势并不明照，因此在以

后的工作中，可以考虑将其计算速度提升一些。比如，滤波计算中的多采样滤波将

可能会是一个比较好的提高计算速度的方法。另外，可以将更多的DSP算法加入到

系统中来实现。比如QMF滤波以及其他的变换算法。这些问题都有待于在后面的

研究中来探讨。
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