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摘要

生产实践发展的需要催生了模型预测控制方法，模型预测控制理论发展的目

的是更好地服务予生产实践。因此，如何把先进的模型预测控制算法应用于实际

控制中是模型预测控制发展的根本性问题之一。论文正是从这一观念出发，在前

人研究的基础上，对广义预测控制算法提出了一系列的简化实现方法。论文包括

以下内容：

首先，介绍了模型预测控制方法的发展过程、现状、目前存在的局限性以及

发展趋势。分析了广义预测控制算法的特点及应用时存在的困难。在总结模型预

测控制方法常用简化实现方法和广义预测控制算法简化实现已取得的成果的基

础上，提出论文所要进行的研究工作。

第二，对于物理可实现的多变量系统，其CARnMA模型的A(z．1)与c0一)多

项式矩阵总可以构造成对角形式，从而可以给出这种模型的广义预测控制算法的

完整求解过程。在算法的推导过程中，显式地考虑了过程纯滞后项，以提高计算

效率。利用这种形式的模型结构，不但广义预测控制算法的求解过程可以得到很

大程度的简化，而且相应的模型参数辨识问题也得到了简化，可以把一个多输入

多输出模型的大型参数辨识问题分解成多个多输入单输出模型的小型参数辨识

问题。

第三，通过对模型预测输出自由响应项的进一步分析，得到了状态反馈结构

形式的广义预测控制器，控制增量等于控制器系数与设定值、过程输入输出历史

数据的乘积，控制器系数只与模型参数和设计参数有关，控制器系数维数由预测

时域与模型结构参数决定。消除了在非自适应模式下在线求解模型输出自由响应

的必要，可以像P1D控制器一样实现广义预测控制器。

第四，利用CAR]MA模型直接递推得到了更加简洁的广义预测控制器，控

制增量等于控制器系数与设定值、过程输入输出历史数据、模型预测误差历史数

据的乘积，控制器系数只与模型参数和设计参数有关，控制器系数维数只由模型

结构参数决定。在自适应模式下无需进行Diophantine方程的求解，在非自适应

模式下将实现难度与计算量降到了最低。

第五，通过对多变量广义预测控砖0算法内在机理的分析，指出多变量广义预

测控制算法实际上是一种函数映射，是从模型参数空间到控制器系数空间的映

射，并利用神经网络的映射能力来实现多变量广义预测控制器系数的快速计算，
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极大程度地降低了在线计算量，简化了算法的实现形式。

第六，在非线性液位装置上对以上简化实现的多变量广义预测控制算法进行

了对比实验研究。实验结果证明了各个方法的可行性、有效性及等效性。

最后，对论文的内容进行了总结，讨论了各个简化方法的适应范围及在线实

现时需要注意的问题，提出了有待进一步研究的问题。

关键词：广义预测控制，自适应控制，多变量控制，神经网络，快速算法
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ABSTRACT

It is the development of industrial process control that has speeded up the

emerging of model predictive control(MPC)methodology and the basic motivation of

using MPC technology is to ensure significant economic benefits．Thus，one of the

most essential problems of MPC technology development is how to implement these

advanced algorithms in real world effectively．Just from this view,a set of simplified

implementation for generalized predictive control(GPC)are presented based on the

current framework of MPC．The dissertation is organized as follows：

First，a brief history of MPC technology development is presented，followed by

its current features and limitations of existing technology and its future trends．The

distinguishing features of GPC approach and its application difficulty are discussed．

After summarizing the general ways to simplify the implementation of MPC and the

achievements in simplifying implementation for GPC，the main research works are

given．

Second，for most of the physical realizable processes，the matrices C(z“)and

A(z1)of their Controlled Autoregressive Integrated Moving Average(CARIMA)

model Can always be diagonally constructed，SO that the formulation of GPC Can be

developed in more detail while explicitly considering the dead time in order to

improve the computational efficiency．This model structure greatly simplifies not only

the development of the GPC but also its parameter identification which cart be

transformed into a set of multiple input single output model parameter identification

problems．

Third，a state—feedback like controller of GPC is obtained by further

manipulating the flee response of the output predictor,whose control increment

equals to the controller’S coefficients multiplied by set-points and historical plant

input and output data．The controller’S coefficients are only determined by the model

parameters and design parameters and its dimension is determined by the model

structure parameters and predictive horizon，which eliminates the need to compute the

free response on—line and makes the implementation of GPC controller as easy as that
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ofPID under the non—adaptive mode．

Fourth，a more concise GPC controller is obtained by directly manipulating the

omput predictor using the multivariable CARIMA model recursively,whose control

moves are the product of the controller’S coefficients and set—points，historical

input／output data of the plant and predictive errors of the predictor．The controller’S

coefficients are determined only by the model parameters and design parameters and

its dimension only depends on the orders of the model，which avoids solving

Diophantine equations on—line under adaptive mode and reduces difficulties of

implementing the GPC controller and the computational overhead to the lowest limit

under the non—adaptive mode．

Fifth，it is pointed out that the multivariable GPC algorithm is essentially a kind

of functional mapping from the multivariable process model parameters’space to the

multivariable GPC controller’S coefficients’space by analyzing its intrinsic

mechanism．This mapping Can be realized by BP neural network to obtain the GPC

controller’S coefficients from the model parameters directly,which Can extremely

reduce the computational overhead on—line and simplify the implementation of the

GPC controller．

Sixth，the above schemes developed in this dissertation are compared by a set of

contrast experiments on a noNmear liquid level equipment．Their feasibility,validity

and equivalency are demonstrated by experiment results．

Last，a summary is given to show what has been done in this paper The

applicable scope of these methods developed kt this dissertation is discussed，

followed by some items that must pay attention to when implement these methods and

future potential research opportunities．

Keywords：generalized predictive control，adaptive control，multivariable control

neural networks，fast algorithm
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第一章绪论

摘要：回顾了模型预测控制方法的发展历程，介绍了模型预测控制方法

的发展现状、发展趋势和模型预测控制常用的简化实现方法。综述了广

义预测控制算法及简化实现方法的研究现状。指出了论文对广义预测控

制算法所要进行的改进工作。

1．1引言

模型预测控制，Model Predictive Control(MPC)，是一类计算机控制算法，

其核心特征是利用过程模型预测对象的未来行为。在每个控制周期，通过计算一

系列控制作用来优化对象的未来行为，并把优化得到的控制序列的第一个输出信

号作用于过程，在下一个控制周期重复所有的计算过程。起初，模型预测控制主

要是为了满足炼油、电力等部门控制的需要，现在已广泛应用于化工、冶金、轻

工等领域。

三十多年的研究与发展，模型预测控制已取得了丰富的理论成果，并在工程

领域占有了一席之地，文献【1]-[25]对模型预测控制的理论发展与实际应用进行

了全面的介绍与综述，另外许多模型预测控制方面的专著㈣一[311对模型预测控制

的机理、方法及应用实例进行了详尽的阐述。

大量的文献显示越来越多的研究者与工程人员对模型预测控制的兴趣『F以

惊人的速度增长，面对如此迅猛的发展态势，人们不禁要问：模型预测控制到底

解决什么问题?是否还存在不足?将来的发展方向在哪里?

要回答这个问题，就必须对模型预测控制的起源与发展过程有一个清晰的了

解。模型预测控制起源于工程应用的需要，其归宿也在于更好地服务于生产实践，

因此从应用的角度来分析模型预测控制更有现实意义。工业化模型预测控制技术

几乎囊括了模型预测控制方法的所有特点，并一直走在模型预测控制发展的最前

列，它的发展历程就是模型预测控制发展的真实写照。因此，下面就从工业化模

型预测控制技术发展的角度来分析模型预测控制的发展。
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1．2模型预测控制方法的发展历程

在2003年发表的一篇关于工业化模型预测控制技术综述中，Qin和Badgwell

全面地总结了工业化模型预测控制技术发展的历史及趋势㈣，其分析基于对现有

知名模型预测控制技术厂商所作的调查，很有借鉴意义。在这篇文献中，作者把

线性模型预测控制技术划分成图1．1所示的几个发展阶段，并对每一代的特征进

行了说明。
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图1．1线性模型预测控制技术发展阶段

1．2．1模型预测控制方法发展参照点

第网4℃MPC

篇三42MPC

第二代MPC

第--4tMPC

1960年由Kalman等人提出的线性二次高斯控带lJ(1inear quadratic Gaussian

(LQG))方法[32】‘133l标示着现代控制理论的到来。LQG采用无限预测时域，具有优

异的稳定性能，对任意有理的线性对象，在模型准确的情况下，只要选择合适的

加权矩阵，就可以获得稳定的控制。在许多应用领域，LQG已成为解决控制问

题的标准方法口41。但是，LQO对过程工业控制技术的发展影响很小，主要原因

是f2】【35】：

一不能处理约束：众所周知，过程单元的经济工作点～般落在约束条件交

叉区域内13“，因此一个成功的工业过程控制器必须使过程尽可能地工作

在约束边界值附近，但不要违背约束条件。而LQG没有考虑过程输入、

状态及输出的约束。

_不适合非线性过程：实际的工业过程一般是复杂、非线性、受约束的多
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变量系统，工作点变化及催化剂老化等类似原因会造成其动态特性随时

间而变化。

- 鲁棒性差：每个过程单元的特性各异，要想从物理化学的角度建立统一

的机理模型是不太合理的。当然有的领域，如航空工业，对象的特征可

由物理系统确定，建立准确的机理模型是经济可行的。正是在这样的领

域内，LQG才得到了充分的发展。

_ 性能指标单一：有些过程单元的性能指标很独特，其输出权系数是时变

的，或者需要加入逻辑判断以描述不同的工作模式，很难表达成LQG单

一的目标函数形式。

- 不符合当时的文化背景：影响LQG在过程工业成功运用的最重要的原因

可能是当时的仪表技术员和控制工程师要么不了解LQG的概念，要么认

为其不实用。

在这种情形下，为了满足复杂工业过程控制的需要，产生了一种建模与控制

的新方法，即模型预测控制技术。这也是为什么把LQG作为模型预测控制方法

发展参照点的原因。

1．2．2第一代模型预测控制方法

尽管1963年Propoi就提出了滚动时域控制的方法p”，1967年Lee和Markus

在其最优控制教科书中也预言了如今MPC的实际形式[381，但直到1976年在第

四届IFAC辨识与系统参数估计讨论会上Richalet等人才首次描述了MPC的应

用口”。在1978年发表的论文中，Richalet等人对这种MPC方法进行了总结，称

之为模型预测启发式控伟rJ(Model Predictive Heuristic Control(MPHC))，其实现软

件称为：IDCOM(Identification and Command)。IDCOM的显著特征为：

_使用有限脉冲响应(Finite Impulse Response(FIR))模型，输入变量与中间

变量为线性

_使用有限预测时域二次性能目标函数

_使用参考轨迹来指定输出的未来行为

_算法中包含了对输入输出约束的描述

_使用启发式递推算法求解最优控制量，它是辨识问题的对偶解

Richalet等人认为要想进行有效的控制，就必须采用功能分层的控制结构，

并提出了一种四层结构控制模式：

_第三层：生产的时间与空间调度层

一第二层：设定值优化层，其目标是减少成本，确保产品的数量与质量
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_第一层：多变量动态控制层

一第零层：常规控制层

他们指出：仅仅在第一层使用良好的动态控制减少被控变量的方差，并不会

带来巨大的利益，真正的经济效益来自第二层对设计值的优化。这种分层控制的

概念是应用先进控制的一个重要组成部分．并被许多实践工作者所沿用。

在二十世纪七十年代早期，Shell Oil的工程师独立开发了动态矩阵控制

(Dynamic Matrix Control(DMC))技术，并在1973初次投入了使用。在1979年

National AIChE会议与1 980年Joint Automatic Control会议上，Culter与Ramaker

对DMC进行了详细说明‘扣11401。1980年，Prett和Gillette合作发表的论文中，描

述了改进的DMC算法在FCCU(fluid catalytic cracking unit)反应／再生中的应用

【3”。DMC控制算法的主要特征包括：

●使用线性阶跃响应模型

一使用有限预测时域二次目标函数

_通过参考轨迹指定对象的未来输出尽可能地靠近设定值

●优化方法使用最小方差求解方法

最初的IDCOM和DMC算法代表了MPC的第一代，他们定义了工业MPC

方法的理论框架，对过程工业的控制产生了巨大影响。

1．2．3第二代模型预测控制方法

起初的IDCOM和DMC对没有约束的多变量过程能获得非常优异的控制效

果，但却需要采取一些特殊的方式来处理约束。Shell Oil公司的工程人员把DMC

算法构造成一个二次规划问题(quadratic program(QP))，即QDMC算法，克服了

DMC不能显式地处理输入输出约束的弱点。Culter等人在1983年的一篇会议论

文中首次对QDMC算法进行了描述㈨。几年后，Garcia和Morshedi在其发表的

论文中进行了更详尽的表述m】。

QDMC的关键特征包括：

●使用线性阶跃响应模型

_使用有限预测时域二次目标函数

_引入输入增量抑制

●采用二次规划

QDMC算法代表了MPC技术的第二个发展阶段，能够系统地处理输入输出

约束。
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1．2．4第三代模型预测控制方法

随者MPC技术日益被人们所接受，MPC解决的问题变得越来越大、越来越

复杂，第二代MPC方法又遇到了许多实际问题。尽管QDMC算法能够系统地处

理输入输出约束，但对于不可行解的问题并没有明确的解决方案。实际过程中，

由于硬件故障、阀位饱和、或者操作人员的直接介入操作都可能会造成输入输出

变量丢失，致使被控制对象的结构发生变化，那么怎样处理由此引发的容错控制

问题呢?另外，对于大型复杂的控制问题，要把众多的控制要求在一个单一的目

标函数中表达成相对的权重并不是一件容易的事。这些问题激励着工程师们不断

开发新的MPC算法。Setpoint公司推出了IDCOM—M(Multivariable)，而Adersa

公司推出的HIECON(hicrarchical constraint contr01)与其具有相似的功能。

IDCOM-M的特征为D311441：

_使用线性脉冲响应模型

_具有可控制性监控程序，可以实时监视子系统的恶化情况

-使用多个目标函数，包括二次输出目标函数与二次输入目标函数

一 引入拟合点的概念，只要求输出变量在预测控制时域的一些点上与参考

轨迹一致

一在每个控制周期只计算输入变量的一个增量信号

一可以考虑硬约束与软约束，硬约束赋予优先级

在此基础上，Setpoim的工程师不断改进IDCOM—M技术，最终把辨识、仿

真、整定和控制产品融合为一个整体一sMcA(Setpoint Multivariable Control

Architecture)。

二十世纪八十代末期，Shell Research in France的工程师们结合LQG与DMC

的思想开发出了SMOC(Shell Multivariable Optimizing Controller)[45】1461，它既可以

利用MPC处理约束的能力，又可以利用状态反馈控制丰富的理论成果。SMOC

的许多特征被认为是现代MPC算法不可缺少的组成部分：

■使用状态空间模型，可以描述稳定、不稳定和积分对象

-使用扰动模型来描述不可测量的干扰，常值扰动只是其特例

·采用Kalman滤波器估计状态与不可测量扰动

_区分被控变量与反馈变量：被控制变量出现在目标函数中；反馈变量用

于状态估计

一采用二次规划优化方法

IDCOM-M、HIECON、SMCA、sMOC和Proflmatics公司的PCT以及

Honeywell公司的RMPC(Robust MPc)等产品一起构成了MPC技术的第三代。
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这一代MPC技术对约束条件进行了区分(可考虑硬约束、软约束、等级约束)，

提出了一些处理不可行解的方案，考虑到了控制结构实时变更的问题，可以选择

不同形式的反馈方式，适应稳定、积分和不稳定的过程，并可采用多种形式的目

标函数。

1．2．5第四代模型预测控制方法

1 995年末Honeywell公司收购了Profimatics公司，组成了Honeywell Hi—Spec

Solutions，原来Honeywell的RMPC和Profimaties的PCT融合成为RMPCT。1 996

年初Aspen Technology公司收购了Setpoint公司与DMC公司，1998年又收购了

Treiber Controls公司，把SMCA与DMC技术合为一体，构成了现在的DMC-plus。

RMPCT与DMC—plus代表了MPC技术的第四代，它们的特征是：

·基于Windows的图形用户界面

一采用多层优化，以实现不同等级的控制目标

-采用灵活的优化方法

·采用鲁棒设计方法，直接考虑模型的不确定性

-采用改进的辨识技术

以上发展阶段的划分只是相对的，主要参照文献[25]的调查结果，尽管还有

许多的预测控制算法及软件没有包括在讨论中，但这并不影响对模型预测控制方

法发展阶段的认识。当然各代之间并不是绝对分开的，在同一时期往往是各种方

法交错并存。

1．3模型预测控制方法的现状

RMPCT、DMC-plus与其它现有的MPC产品一起代表着当前模型预测控制

方法的研究与发展现状。

1．3．1模型预测控制在全厂控制中的位置

在现代过程工业控制中，MPC是多层控制结构中的一部分，其典型位置如

图1．2所示【47114811251。图1．2左边单元1是常规控制结构，右边单元2是MPC控

制结构。最顶层是工厂级全局优化器，决定厂内各个单元的最优稳态设鼹，这些

设置送入下一级单元局部优化器。单元级优化器计算出来的最优经济稳态值传递
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到动态约束控制系统去实现。动态约束控制系统把装置从一个约束稳态控制到另

一个约束稳态。在常规控制结构中这些功能是通过PID算法模块、超前滞后模块

及逻辑判断模块的组合来实现的，而在MPC结构中这些组合模块由MPC控制

器所代替。因为MPC能整体地考虑各种因素，所以能够真正实现常规组合模块

所不能实现的控制要求。

Unit 1一oonventlonaI Unit 2-Model Predictive
ControI Structure Cont01 Structure

Plant-Wide Optimization

lf
Unit 2 Local Optimizer

¨

麟
ModeI Predictive Control

(MPC)

f 十

【 }
山 I

南占南由 ◇壹④6

Global Economic

Optimization

(every day)

Local Ecotlomic

Optimization

(every houO

Dynamic

Constraint

ConlroI

(every minute)

Basic Dynamic

ContFOl

(every second)

图1．2典型过程工业控制系统功能结构

1．3．2模型预测控制器所要实现的目标

设计MPC控制器的目的是把过程从一个受约束优化稳态转移到另一个受约

束优化稳态，因此MPC控制器所要达到的目标按重要性排列为：

1．阻止输入输出变量违背约束条件

2．把输出变量控制在稳态最优值(动态输出优化)

3．在允许的自由度下把输入变量控制在最优稳态值(动态输入优化)

4防止控制变量增速过快

5．当信号丢失或者控制器失灵时，尽可能控制好剩下的子系统

为实现这些目标，在每一个控制周期内，MPC要完成如图1．3所示的计算步
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骤。首先是测量过程输入变量与输出变量的值，利用测量值附带的信息分析传感

器的状态和下层控制器与执行器的运行状态。然后进行反馈校正、稳态值计算和

动态优化。

Read MV，DV，CV values from process

0
Output feedback

^
Determine controlled process subset

+

I Re。o”。lu’cond耐o“岵

^
Local Steady-State Optimization

0

Dynamic Optimizadon

』
Output MV‘s to process

图1．3每个控制周期MPC的计算流程

在每个计算步上，各MPC产品都有其自身的实现方式。下面的部分对当前

主流的MPC产品的相应实现方法进行简要的介绍。

1．3．3当前MPC产品的主要特征

随着MPC技术的日益成熟，市场上涌现出了各种各样的线性MPC产品和

非线性MPC产品。表1．1和表1．2分别列出了当前有代表性的MPC产品。

表1．1线性MPC产品
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表1．2非线性MPC产品

表1_3和表1．4分别列出了线性MPC与非线性MPC产品各自的实现形式及

相关特征。

表1．3线性MPC对比表
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表1．4非线性MPC对比表

表l-3与表I．4的内容引自文献[25]，现对其进行简单的注解：

[a】模型形式：Finite impulse response(FIR)，finite step response(FSR)，Laplace transfer

function(TF)，linear state—space(LSS)，auto·regressive with exogenous input(ARX)，linear

(L)，nonlinear(N)，stable(S)，integrating(I)，unstable(u)，Input-output(IO)，first—principles

(FP)，nonlinear state-space fNSS)，nonlinear neural net(NNN)，static nonlinear

polynomial(SNP)．

[b】反馈校正：Constant output disturbance(CD)，integrating output disturbance(ID)，Kaiman

filter(KF)，extended Kalman filter(EKF)．

【c】可控性监控：Singular value thresholding(sVD，input m“e suppression(IMS)．

[d】稳态优化目标：linear(L)，quadratic(Q)，inputs(I)，outputs(O)，multiple sequential

objectives(⋯)，outputs ranked in order ofpriority(R)，

[e】稳态优化约束：Input hard maximum，minimum，and rate ofchange constraints(IH)，output
hard maximum and minimum constraints(oH)，constraints ranked in order ofpriority(R)．

ff】动态优化目标：Quadratic(Q)，inputs(1)，Outputs(o)，input moves(M)j sub-optimal solution

(s)，one noYm(A)．

[g】动态优化约束：Input hard maximum，minimum and rate ofchange constraints(ZH)，fH with

input acceleration constraints(IA)，output hard maximum and minimum constraints(OH)，

output soil maximuln and minimum constraints(os)，constraints ranked in order ofpriority

(R)，output soft constraints with ll exact penalty treatment(OS-11)．

【h】输出轨迹：Setpoint(S)，zone(z)，reference trajectory(R∞，RT bounds(RTB)，funnel(F)．

upper and lower reference trajectories(RTUL)，trajectory weighting(Tw)-

【i】 输出时域：Finite horizon(FH)，coincidence points(cP)．

D]输入参数化：Single move(sM)，multiple move(MM)，MM with blocking(MMB)，basis
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functions(BF)．

[k】求解方法：Least squares(Ls)，sequential LS(SLS)，active set quadratic program(ASQP)．
Nonlinear least squares(NLS)，multi—step Newton method(QPKWIK)generalized reduced

gradient(GRG)，mixed complementarity nonlinear program(NOVA)．

1．3．4当前MPC方法的局限性

从图1．1看，大部分现存的MPC产品都是在第一代MPC方法IDCOM和

DMC的基础上发展而来，它们的许多局限性也就沿袭至今州611251：

一 模型形式简单：DMP—plus和HIECON使用卷积模型，当被控制对象的

时间常数变化很大时，使用这些模型会带来许多麻烦。有时为了兼顾模

型的长度，只得牺牲控制的快速性。脉冲响应模型与阶跃响应模型一个

致命的弱点是只适合于严格稳定的过程，尽管可以通过修改算法来适应

纯积分过程，但这样做会引发别的问题，例如，可能会在反馈通道引入

噪声信号的导数。另外，脉冲响应模型无法描述不稳定的过程。如果使

用自回归参数模型，这些问题便会迎刃而解。

一 反馈方式欠佳：除Aspen Target和SMOC使用卡尔曼滤波器作为反馈校

正外，其它的MPC产品都把模型预测偏差值作为校正量。使用偏差校

正方法是假定系统没有随机误差扰动，也没有测量噪声。对于稳定对象

这是可行的，但对于纯积分过程和有测量噪声的系统，控制效果就不容

乐观。如果能对噪声和扰动进行仔细的分析，建立合理的模型，就会得

到更加满意的反馈校正方法。

·缺乏标称稳定性：当有约束存在时，即使模型准确，要想得到稳定的控

制，正确整定控制器参数也不容易的。一般是在控制器投运之前，采用

仿真的办法来进行参数调整。但这种方法的缺点是不能全面地考虑所有

可能出现的情形。最好的方法是发展能确保标称稳定性的算法，以保证

在所有可能的状态下系统都是稳定的。已有一些理论上的探讨120li68116朝，

但在工业MPC产品中却很少包含这些思想。

-动态优化效率不高或者采用次优化方法：为了加快求解速度，一般会采

用次优化方法。对于快速系统的控制，这可能是一种无奈的选择，因为

要在很短的时间内完成二次规划不太可行。如果采样周期很长，计算资

源不受限，采用次优化方法就不是很合理了。文献【70]指出，如果能合

理利用优化问题的结构，就可以实现更快的控制，解决更大维数的控制

问题。
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1．4模型预测控制方法的发展趋势

1．4．1模型预测控制的发展方向

Qin和Badgwell在咨询MPC技术供应商的基础之上【2扪，结合Froisy的观点

指出了未来MPC发展方向：

1． 未来MPC控制器的基本架构：因为要把所有控制目标表达成一个单

一的目标函数很困难，未来的MPC算法将使用多目标函数。无限预

测时域具有很好的理论特征，可能会成为MPC的一个标准要求。输

入与输出轨迹的形式将包括设定值、区域、参考轨迹及“漏斗型”

区域等多种选择。输入参数化将会更多地采用基函数的形式，无限

控制时域亦将成为可能。

2． 自适应MPC：尽管实际应用中很欢迎自校正MPC控制器，但只有

Invensys的Connoisseur和Dot Products的STAR是采用自适应方案

的商业化MPC产品【7lJ。实时实现自适应控制存在一定的困难，如果

没有理论突破，近期这方面可能不会有很大的进展。

3． 鲁棒MPC：除了Honeywell公司的RMPCT在控制器设计时考虑到

模型的不确定性外，其他产品是通过大量的仿真实验来评估模型失

配的影响。设计具有鲁棒稳定性保障的MPC控制器将减少整定与测

试时间。

4． 非线性MPC．-未来的MPC技术应该能将过程知识与测试数据有机

地按合起来发展非线性模型。由于建立非线性过程数据模型比较困

难，使用机理模型或其它替代模型就尤为重要‘721。

1．4．2模型预测控制的应用趋势

不是所有的预测控制器都处于图1．2中所示的位置，在某些机械伺服控制系

统应用中MPC控制器已包含了下层的常规控制回路。另外，当采用自适应控制

时，也需要预测控制直接覆盖下层的控制回路I731^751。随着预测控制不断向新的

领域渗透，将来预测控制直接涵盖常规控制回路的现象会越来越普遍。这样，最

下层就只留下了执行机构伺服层，如图1．4所示。在飞机与航天器的控制中，执

行机构层不存在单回路控制，因为每个设定值的实现都需要多个执行机构协同作

用，例如爬升速度控制、三维姿态控制等等。当包舍底层控制功能时，可能要求
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更快的控制周期。图1．4所示控制结构的另一个特点是可以把经济效益优化与动

态性能优化整合在一起，全部由预测控制来实现。

从理论服务于实践这个辩证关系的角度出发，尽管有必要进～步完善或发展

新的MPC方法，但大力推广MPC的应用更加重要，更富有挑战性。

1．5广义预测控制

Plant-wide static set-point optimization

(daily)

i，

ModeI Predictive ControI

(MPC)

』f
Actuators

(Valve SelWO$Ctc，)

图1．4未来预测控制的应用趋势

自从Clarke等人提出广义预测控锒](Generalized Predictive Control(GPc))算

法以来口6]1771，GPC算法已成为最受欢迎的模型预测控制算法之一。文献

【28][78]．isl]对广义预测控制的发展概况、理论基础及应用细节做了深入的探讨。

文献f281对GPC算法论述较全面，介绍了GPC单变量、多变量形式的推导方法、

工业应用简化办法、有约束GPC的形式和鲁棒GPC等内容。在进一步讨论GPC

算法之前，先简要介绍一下GPC算法。由于一般的被控制对象是由多个输入变

量多个输出变量(Multi．Input Multi．Output(MIMO))构成，纯粹由单个输入变量单

个输出变量(Single—Input Single-Output(SISO))组成的系统只是MIMO的特例，因

此以下只介绍多变量GPC(Multivariable GPC(MGPC))的算法。
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1．5．1多变量广义预测控制算法

1．5．1．1过程模型

m个输入n个输出的多变量过程的CAtLIMA模型可表达如下：

A(z。)y(t)2 B(z-1)u(¨)+去c(Z-1)e(f) (11)

其中A(z。)和C(z“)为月×n首一多项式矩阵，R(z。)为n×m维多项式矩阵，

即：

A(孑叫)=I。。。+A1鼍叫+A2{叫+··-+A。。zi加
B(z-1．)=Bo+B1=叫寸B2z-2，’·‘+B肪=咄6
C(z_1)=I。。。+C12_1+C2z州+⋯+C。。z训

算子A=1-z～，y(f)=[M(f)，Y2(r)，⋯，虬(明7、u(r)=吼(r)，“2(f)，⋯，“。(f)]’与

e(f)=心(f)，吃(r)，⋯，气(r)]7分别为f时刻的”×1输出向量，m×1输入向量和月×1噪

声向量。噪声向量假设为零均值白噪声。肝口、nb、nc分别是矩阵多项式A(z。)、

B(z。)、C(z。)的阶次。A，(i-l，⋯，na)、BJ(，=o，⋯，rib)、Ct(七=1，⋯，月c)分别

是A(z。)、B(z。)、C(z。)的系数列向量。

1．5．1．2目标函数

考虑如下的有限时域二次目标函数：

．，(Ⅳl，N2，Ⅳ3)=∑II多(t+jlt)一wo+川匡+芝IIAu(t+j一1)悒 (1．2)

其中妖r+，It)为系统输出的最优J步向前预报，它基于r时刻已知的输入输

出数据，即如果已知了过去的输入输出值和未来时刻的控制序列，那它即为t时

刻输出矢量的期望值，w(f+，)为未来输出矢量的设定值或参考序列。N。，N：为

最小和最大预测时域，Ⅳ，为控制时域。R和Q是正定的加权矩阵。

1．5．1．3输出预测表达式

首先考虑Diophantine方程：



————～——逛燮坚幽-～
：!!：

c Z

I)=E，(z一。)—i(=一1)+z一。Fj(z一·) (1。、

薹兰’五。。)=A扛“)△，E，(。。1)、E(z。)分别为／一1和％阶的唯～的多项二矩阵。
。 ’⋯““

定义多项式矩阵豆，z-')和弓(。一一)，满足

。。一
EJ(z“)c(z1)=己(z一‘)E，(z～1) (1．4)

其中E。=1’且det(否-(z’1))=det C，(三一·))。
。

。，—．， 、

FJ(z一’)=z。(ii，(z～1)～jj，(z一1)jI(z一1)) (I．5)

用功(z。)△左乘(】．1)式：
。

E，(：i竺}i!二{7：，：2 j(g-1)B(z。)△u(，+／一，)+元，(。一)c(：一·)。。十／)(，．。，
利用(I．4)和(I．5)式，得到：

、 。、 ’、 川”⋯’

己(2—7)(y(f+／)～蠢，(：一1)ep+，))=i(z一1)B(；一一)△u(，十／一1)+可(：一．)y(，)

，!节噪声的分布特征，上式左边取期望值，可得 q_乃

占[c，(z“)y。+／)一蔚(z一1)ep+力]=己0一一)多。+／}，)，则最优输出预测
i'(t+jlt)由下式产生：

雨，冀‘i一??‘‘+，J，)=Ey(z-1)B(：。)△u·+，一，)+可(。一，)y(。
再引入如下Diophantine方程：

、 7“

1一小。)己(。一’)玎JK小一r)

其中J(J(z一1))<u，。(1．8)式乘以‘0一，)并利用(1．9)得：
‘1～z7KJ‘z一‘’’爹p+，i

r)2‘(z一’)E(=一。)B(z一1)△u(f+，一I)+J，(。一t)可f：

即：

(1-8)

(】．9)

。)y(，)

(1．10)

’(‘+’，j，)=JJ(z一1)蠢』(z～1)B(z一’)△u(，+，～1)+(K，(z一，)+J，(：一，)i，(：一I))y(，)
(】．Ij)
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令：J小。)日(z。1)B(g．-I)=G，z-')十z-JG。(z’1)，其中d(G，(Z-I))<，，则

J步最优预测输出可表示为：

Y(t+jlt)=G，z-t)△u(H，一0+G。(z。)△u(卜。)+(K小。)制，(Z-I)F一(Z-1))y(r)
(1．12)

令：

f0=G。z-')△u(H)+(K，=-1)+J，(z’1)i，(z。1))y(f) (1．13)

贝JJ(1．12)式变为：

多(t+jlt)=Gj(Z-I)△u(f+／一1)+岛 (1．14)

输出预测式的右边第一项是未来控制增量的强迫响应，后一项是由过去的输

入量和输出量决定的自由响应。

-，取1到Ⅳ2，则从(1．14)得到：

多(f+1It)=G．(Z-1)△u(f)+}。
9(H2lf)=Gz(j“)△u(f+1)+tz (1．15)

p(f+Ⅳ2』，)=G屿(z～Au(t+N2一1)+‰
定义：

yⅣ12=

GⅣ。：

U=

9(f+Ni I})
90+Ⅳl+1If)

多(f+N：}，)

陋Gn,d(z：-1I)]
l G虬㈡l

fcⅣ．：= 盘
‘

Au(t)
△u(!+1)

Au(t+N2—1)

(1．16)

(1．17)

(1．18)

(1．19)

则从最小预测时域到最大预测时域的输出预测式为：

Y～．：=GⅣ．：u+‰。： (1-20)
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1．5．1．4控制律求解

引入控制时Ⅳ3，假定从f+Ⅳ3个采样时刻起，控制信号保持不变a定义

则输出预测式(1．20)变为

UⅣ，=

Au(t)
△u(r毒1)

Au(t+N3—1)

YH：=GM。UⅣ，十fcⅣ。

其中，G‰，为G‰的子矩阵。

将输出预测式(1．22)代入目标函数(1．2)式，得：

J=(G舻虬+fcⅣ，：一w)7聂(G舻M+fcⅣ，w)+u：，西M

其中囊=diag(R，⋯，R)，西=diag(Q，⋯，Q)。

如果没有限制条件，最优值可表示为：

“屿=(G；。良G‰，+Q)-1G：。京(w～‰。：)

(1．21)

(1 22)

(1．23)

(1．24)

使用滚动控制策略，f时刻只有Au，(f)，J=1，⋯，m是需要的，定义矩阵：

M

1 0⋯O

O O⋯0

O O⋯0

0 O⋯O

l O⋯0

O O⋯O

Ⅳ、+1

O O⋯0

O 0⋯0

1 0．．．0

(1 25)

令：K=M(GI。袁G‰，+砭)。G屯最，则控制律可表示为：

Au(f)=K(w一‰．：) (1．26)

其中：△u(f)=【血．(f)，△“：(r)，⋯，△‰(f)]7。即一个线性增益矩阵乘以参考轨

迹与输出自由响应之差。对于非自适应情况，K可以提前算出，而对于自适应

情况，则在模型更新的每一时刻需要重新计算K。
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1．5．2广义预测控制算法的优点

广义预测控制算法使用CARlMA模型，不但可以描述各种各样的过程，例

如稳定过程、积分过程或者不稳定过程，而且引入了扰动与噪声模型，可以对可

测量扰动、不可测量扰动及测量噪声进行显式地考虑，优化了反馈校正方式。

GPC已成功地在许多工业应用中得以实现，在参数和时间滞后不确定的情况下

显示了良好的控制性能和鲁棒性。采用二次性能目标函数可以很自然地引入输入

输出约束，在不考虑约束条件时可以得到解析解，加快了求解速度。

另外，广义预测控制是从广义最小方差控制器的基础上发展而来，其研究工

作是围绕自适应控制思想展开的。由于其模型参数少，比其它算法更容易实现白

适应控制。

广义预测控制算法不但可以克服现行MPC方法中的许多不足，而且与MPC

的发展趋势一致，加强其理论与应用研究，必将对MPC的整体发展产生深远影

响。

1．6广义预测控制算法简化实现方法

1．6．1广义预测控制算法推导及实现的复杂性

从前面的GPC算法的推导过程可知， GPC算法的推导和求解有一定的数

学难度，例如需要求解大量的Diophantine方程、得到矩阵G‰，和‰。及高维矩

阵求逆(G；。霞G№+砭)。1等等。特别是对自适应过程，当参数改变时，以上运算

都要重新进行，需要占用大量的计算资源。这对于计算能力有限的控制系统(例

如DCS系统)、控制周期短的快速控制系统(例如电力传动控制系统)、及控制回

路多的大型控制系统来说，有时是不可实现的。这些困难为GPC的工程应用增

加了难度，也阻碍了其在应用领域的发展。

如何简化GPC算法的在线实现复杂性及减少其在线计算量，一直以来是大

量研究人员关注的热点问题，也是拓展广义预测控制应用范围必须解决的关键问

题之一。因此，本论文将着力于这方面的研究，通过探询GPC的内在机理尽可

能地降低GPC算法的实现难度。

GPC算法是MPC家族中的一员，有着相同的理论框架，可以借鉴其它方法
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的简化实现思想。因此，在进一步研究GPC算法简化实现方法之前，首先回顾

一下MPC算法常用的一些简化实现方法，及GPC算法在简化实现方面己取得的

一些成果。

1．6．2常用的几种简化实现方法

预测控制方法具有优秀的控制性能，但却需要更多的计算。上面介绍的工业

化模型预测控制方法都考虑到了预测控制方法的简化实现问题。为了减少计算

量，简化在线实现，通常采取以下手段：

1．定义有限预测时域

最小预测时域的物理意义是避开无意义的计算。当对象存在纯滞后d时，输

入变量的作用要等到t十d时刻才能在被控制变量中反应出来，如果在目标函数

中考虑Hd时刻前的输出跟踪误差显然是没有意义的。另外，为得到平滑控制，

也要求对输出预测的前几步不作要求，例如在非最小相位系统控制中，反冲阶段

的输出预测值可以不作计算。对于最大预测时域的选择一般以覆盖对象的瞬态特

性为宜，太大的预测时域会增加在线计算量。表1．3和表1．4中所示的MPC方法，

除Adersa的PFC和AspenTechnology的AspenTarget外，其它MPC产品都用到

有限预测时域的概念。

“拟合点”的方法也是用来减少运算量，它只对预测时域上～些点的拟合精

度有要求，其它点不作计算。采用这种方法的产品有Adersa的PFC和Aspen

Technology的Aspen Target。

极限情况下，只要求计算一个时间点的预测值，如扩展时域自适应控制中只

要求f+Ⅳ时间点上的跟踪误差最小【8 21。

2．构造特定形式的控制律

输入参数化是MPC的主要特征之一，几乎所有的预测控制算法都引入控制

时域Ⅳt．的概念，即假定,Su(t+女)=0，k≥N。。一般情况下是控制时域越大，则控

制性能会越好，但随之引入的计算量会大幅度增加。适当选择控制时域，以便在

控制性能与在线计算量之间进行折中。

Aspen Technology的DMC-plus、Invensys的Connoisseur、和SGS的SMOC

采用所谓的“blocking”技术，亦是将待计算的控制信号参数化成多个值，却允

许一些点上的值不进行计算，相当于减小了控制时域。

最简单的方法是令控制时域帆=1，则控制量的求解已得到完全的简化，例

如Adersa的HIECON、Continemal的MVC、及扩展预测自适应控制等，但此时
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控制性能的损失却是无法估量的。

Adersa的PFC使用“基函数”方法，把控制变量表达成基函数的线性组合，

只需要使用较少的参数便能得到满意的输入曲线，同样达到减少计算量的目的。

3．采用分层优化、次优化或“cut．off”策略

表1．3和表1．4中所列产品，除Aderda的HIECON和Dot Products的

NOVA—NLC外，其它产品中都采用稳态优化和动态优化相结合的方法，目的就

是为了简化在线实现。在不同的优化层中，考虑不同目标函数和约束条件，尽可

能地减少计算量。一般上层是静态优化，考虑动态过程的信息相对较少，主要是

为求出最优稳态工作点。下层是动态优化，一般要考虑输入输出约束，但为加快

运算和保证有可行解，有时采用罚函数方法来处理输入输出约束，如Aspentech

的DMCPlus、Honeywell的RMPCT等。还有的商品化预测控制软件在计算控

制量时，按控制目标的需要分成几种控制模式，不同的模式中考虑的约束不同，

优化方法也不_样，例如Connoisseur就有三种控制模式【311：LR(Long．Range)、

QP-LR、和QP模式。在LR模式中不考虑约束，QP．LR模式中考虑输入约束，

而QP模式中要考虑输入与输出约束，所有约束都用罚函数定义成的软约束形式。

在变量非常多或者速度非常快的控制问题中，没有足够的时间来求解0P问

题，只好采取快速次优化算法求得动态优化的近似解。DMC．plus算法中，当预

测到输入信号超出其上、下幅值约束时，直接取其最近的约束边界值，并从目标

函数中移除相应的控制变量，重新进行优化计算。PFC算法却直接采用“cut．off”

方法，优化计算时不考虑约束条件，如果计算得到的输入信号值超出其边界，则

“剪掉”多余的部分，取其最近的边界值。这些方法一般可以避免输入违背约束

条件，但有时会导致控制性能的下降。

在预测控制方案中，采用各种办法来处理约束及优化问题，其目的就是要在

保证优化可行的条件下，尽可能简化在线计算。

4．使用“区域”或“管道形区域”轨迹

“区域”或者“管道形区域”两种形式的轨迹不同于常规的设定值或参考轨

迹形式，只要求变量的值落在某个范围内。一方面，可以减少执行机构的来回振

荡，保持系统更加平稳；另一方面，就是减少了在线计算量，因为当变量落在预

测区域内时，臣标函数就可以不对其进行考虑。

1．6．3广义预测控制简化实现方法

GPC使用CARIMA模型，参数少，可以消除负载扰动。对于可线性化的系

统，很容易地实现GPC的自适应控制。但是GPC算法也存在一些缺点，最主要
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就是在线计算量非常大，特别是当采用自适应控制模式时，需要占用大量的计算

资源。尽管某些情况下，非自适应模式的广义预测控制方法便能满足控制需要，

但广义预测控制本身是在自适应理论框架下发展起来的，自适应是其重要的特

征。因此，为了推广GPC的应用范围，就必须减少计算量，简化实现难度。除

采用以上提到的MPC方法常用的几种简化实现方法外，研究人员已从以下几个

方面对GPC进行了改进：

1．递推求解Diophantine方程

早在1987年Clarke等人提出广义预测控制算法时㈣，便已考虑到了计算简

化问题。白噪声情形时，即CARIMA模型中C(z“)=1，对如下的Diophantine

方程可以采用递推的方法进行求解：

1=Ej(z“)AA+Z-J一(z“) (1．27)

其中E，和F『是由A(z’1)和预测步，唯一确定的多项式。在之后的许多文献中

都引用了类似的做法，如文献[26】．[28][81】。

有色噪声情形，即C(z。)≠l，为了获得类似的递推解法，文献[28]中对输入

输出变量进行了滤波：

，。卜面1 Y(r)∥(归志砸) (1。28)

原过程模型变为如下形式：

A(z一1)J，7(f)：B(Z-I)“～)+掣 (1．29)

此时，可以采用与自噪声时一样的方法求解Diophantine方程。不过要得到

预测信号萝O+_，『r)则必需对多7(f+JI r)进行c(z’1)滤波。实际上，有色噪声时，

Diophantine方程也可以递推求解‘2射。文献[28】还将Diophantine方程递推求解的

思想推广到了多变量GPC中。

2．矩阵求逆采用特殊算法

文献【83][84]对(G7G+五，)_1分别采用了两种不同的递推算法。文献[85]利用

下三角矩阵元素排列的特殊性，对(G’G+∥2，)进行分解，实现了矩阵的递推求

逆。文献[86】通过改变目标函数的形式，使得求解控制律时的求逆矩阵变为：

(G+五，)，而这个矩阵是一个下Teoplitz矩阵，存在相应的快速求解公式㈣。

3．直接利用模型参数辨识值计算输出预测值
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在文献[88][89】中，分别对单变量对象与多变量对象的广义预测控制方法作

了改进，在计算输出预测值时避开Diophantine方程求解。其思路如下：利用模

型表达式，先得到多0+1If)的表达式，再到得到多(r+2l，)表达式，然后把

多(f+2I r)表达式中出现的多(r+1If)项用多0+1l，)的表达式替换，并以此类推。

得到的输出预测表达式中的系数可以由过程模型参数计算出来，从而避开了

Diophantine方程的求解，在一定程度上减少了计算量。

4．采用隐式自适应方法来实现广义预测控制

文献【90]中对CARIMA模型的对象，通过构造特殊形式的目标函数，得到

如下形式的控制律：

6u(t)=P(z。)y，(f+N1)一。Y(f)7口(f) (1 30)

上式中的o(t)可以通过辨识方法得出，x(t)由过程输入输出信息得出；第一

项中的p(z-。)在计算过程中是不变的，Yr(f+N1)为设定值。因此可以通过辨识

方法得到直接算法。文献191]对于以下被控对象：

a(z“)△y(，)=B(z～)Au(t—1) (1．31)

得到了类似的算法。

在文献[921中，对一类可线性化系统，利用文献[811中得到的广义预测控制

器：

掣#毛镙擞‰沓箱礅㈣-n)++pPN N 1．-卑撩湛一m) (1sz)+⋯+ (七)y，(七十 )+^(七)“(七一)+-··+九(．i})“(|j}一 )
、⋯‘’

采用小波网络直接辨识控制器的参数。

文献[93]-【96】分别采用了一个或多个辨识器来实现类似的隐式算法。

5．采用并行计算技术

文献[97][98]中对自适应广义预测算法的参数自校正、柔化、调节和预测四

部分的结构作了分板，给出了能实现并行运算的结构，在并行计算机存在的条件

下，可以使用并行算法来加快广义预测控制的实现。在文献[991[1001中，分析了

广义预测的阵列结构，提出以systolic算法来实现自适应广义预测控制的并行算

法。但这些设想的实现依赖于并行机或并行运算芯片的发展。

6．采用经验公式

Camacho等人指t28][10l】，对于如下形式的典型工业过程：

G(s)=熹e⋯，G∽=志e” (133)
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其广义预测控制器系数与过程离散参数之间可以用一套简单的Ziegler-Nichols函

数联系起来，通过这些关系式可以直接计算控制器系数，从而简化了广“义预测控

制在工业过程中的应用。

7．采用网络映射技术

这种方法利用控制器系数与对象模型参数之间的对应关系，根据对象模型参

数变化的范围，离线训练好映射网络，在线运算时只需给出模型参数值，便可以

从网络直接得到控制器的系数。这种映射可以采用小脑模型来实现【102m”，也可

采用BP网络来实现[104】【10”。

以上介绍的一些方法主要是针对单变量系统，对于多变量系统而言，由于其

复杂性，只有较少的文献提到了对多变量广义预测控制方法进行改进‘89】[94]【1061。

1．7本文的主要内容

不论多么完美的理论如果不能很好地服务于实践，其对于人类社会发展的贡

献便很难充分展示出来。同时，如果人们所拥有的资源是无限的，我们甚至不需

要殚思极虑地进行优化生产、发展优化算法。广义预测控制吸收了自适应、优化、

预测等多种先进思想，拥有一个完美的理论框架，是一种很有前途的MPC方法。

但受到计算资源的限制，阻碍了其向应用领域的大力发展，急需寻找各种简单易

行的实现方法。另外，从提高效率的角度考虑，也需要我们简化实现方法。因为，

效率是投入与产出之比，它要求我们用比较经济的方法来达到预定的目的。如果

对于一定的投入，取得了更多的产出，即为提高了效率；同样，若对于一定的产

出，我们减少了投入，那么也是提高了效率【107l。使用GPC算法可以提高控制性

能，实现优化生产，获得更大的经济效益；同样，降低GPC的实现成本，是减

少了投入，扩大了使用范围，同样可以带来可观的经济效益与社会效益。当然简

化实现，不应当以牺牲控制性能为代价，而应当是通过对GPC算法本身的深入

分析，寻找更加经济的途径来实现优化控制。

基于此，本文在前人已作改进的基础之上，进一步对GPC算法进行研究，

寻找更加经济、更加有效的实现手段。

首先，在A(z‘11和C(z。1)多项式矩阵为对角形式的多变量CARIMA模型

GPC方法求解过程中，显式地考虑了过程可能存在的纯滞后，以提高计算效率。

当被控制对象输入输出维数不是很大、或者过程不存在明显纯滞后时，这种考虑

的意义也许不是很明显。但当过程纯滞后很大，或者被控对象维数很高时，这种

细致的分析带来的效益便不可忽视。例如在1999年Qin和Badgwell两人对工业
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MPC供应商进行的一次调查中显示【251，Aspen Technology实现的MPC控制中被

控制对象输入输出变量的维数高达283×603(输入×输出)，对于这样的过程，任

何计算效率的提高都是有益的。

其次，在非自适应模式下，如果不考虑约束，尽管可以提前计算出广义预测

控制器的系数矩阵，但在每一个控制周期还是需要计算自由响应项，不利于GPC

算法的实现。通过对自由响应项的进一步分析发现，控制律完全可以表达成控制

器系数与设定值、输入历史数据和输出历史数据乘积的形式。控制器系数完全由

对象模型参数及设计参数决定，在非自适应模式下可以提前算出，则在线实现时

GPC控制器就如PID一样简单。

再次，利用对象的CARIMA模型直接进行递推，不但可以避开Diophantine

方程的求解，而且控制器可表达成控制器系数与设定值、输入历史数据、输出历

史数据及模型预测误差历史数据乘积的形式。控制器系数完全由模型参数及设计

参数确定，系数个数只与模型的阶次相关。不论是自适应模式，还是非自适应模

式，都得到了极大的简化。

最后，指明广义预测控制算法本质上是一种函数映射关系：按照广义预测控

制算法所确定的对应关系，将对象模型参数所确定的空间映射到控制器系数所确

定的空间。并利用神经网络的空间映射能力实现了CARIMA模型参数到广义预

测控制器系数的直接映射，彻底地简化了多变量自适应广义预测控制算法的在线

实现。

论文的第二章到第五章是简化实现方法的理论推导，第六章是广义预测控制

简化实现方法在实验装置上的对比实验研究，最后是论文的总结和展望。
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第二章多变量广义预测控制算法

摘要：指出大多数物理可实现多变量过程的CAPdMA模型中的A(z。、与

C(z。1)项可以构造成对角多项式矩阵形式。对这种特殊结构形式的模型，

先求出每个输出的预测表达式，再组合在一起，就得到了整个多变量过

程的输出预测表达式，最后得到多变量广义预测控制算法的控制律。算

法推导过程中显式地考虑了纯滞后项，以提高计算效率。介绍了多变量

过程模型参数辨识方法。

2．1引言

现实世界大部分的过程是多变量过程，由多个输入变量和多个输出变量组

成，有时还可能存在可、钡0量或不可测量的扰动。由于其表述与计算的复杂性，常

规的方法是把多变量过程进行解耦，变成多个单变量过程，再用单变量控制方法

进行控制。但解耦方法需要输入变量与输出变量的个数相等，而且输入与输出之

间要能够进行配对。对于复杂的动态过程达到完全解耦是不可能的。

多变量广义预测控制是控制多变量过程的一种有效方法。但其复杂的数学推

导及繁重的在线计算增加了其应用难度。文献【28】指出，如果多变最CARIMA

模型中的A(z。)与C(z“)取对角多项式矩阵的形式，则其模型输出预测可以转变

成多个多输入单输出子模型的输出预测，其求解过程会大大简化，而且计算量也

会显著减少。并讨论了白噪声CARIMA模型滞后多项式已知、有色噪声CARIMA

模型滞后多项式未知两种情况下多变量广义预测控制算法的求解问题。在多数情

况下，纯滞后可以从过程输入输出数据中分析得到，有色噪声多项式也可以作为

设计参数而存在。为了多变量广义预测控制算法的完整性，本章对有色噪声

CARIMA模型纯滞后情况已知、A(z。1)与C(z。1)取对角多项式矩阵形式的多变

量广义预测控制算法的求解过程作了详细的推导。推导中显式地考虑了纯滞后，

以提高计算效率。
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2．2多变量过程的CARIMA模型

左MFD：给定q×P的具有有理分式矩阵形式的传递函数G(s)，则一定存在

q。q．}121q×p的多项式矩阵A(s)和B(J)‘1081，使下式成立：

G(J)=A“(J)B(J) (2．1)

称A。1(s)B(s)为G(s)的一个左矩阵分式描述，简写为左MFD(Matrix Fraction

Description)。其中A“(s)为对角多项式矩阵。

(2．1)式的离散形式为：

T(z一1)=A(z一‘)一1B(z一1)z一’ (2．2)

实际上，要得到有色噪声多项式是一件很困难的工作，一般可作为设计多项

式，因此可以把其设计成对角多项式矩阵的形式。

所以，对于物理可实现的m个输入n个输出的多变量对象，总可建立如下

的CARIMA模型：
，

A(z‘1)y(t)=B(z’1)uO一1)+÷c(Z-I)eO) (2．3)
／3．

其中：A(z“)=diag(A,，(z-1))和C(z’1)=d_fag(C。0。))为胛×n首一多项式矩阵，

B(z。)=【z一吨目(z。)】为n×m维多项式矩阵，西是第i个输出对于第J个输入的纯

滞后。即：

A(z。。)=

B(z1)=

4t(z1)0 ⋯0

0 ^2(z。)⋯0

L 0

尽1(z。)z嘶

岛l(z。1k一吐-

0 ⋯4。(21)

旦2(z‘1)z一4 z ⋯ 且。(z

B22(z。)z一如 ⋯岛。(z

k一‰

、z一‰

g。i(z一‘)z一乩-色2(z一1)z一如⋯只。(z。)=一‰

C(z1)=

c1。(z“)0 ⋯0

0 C22(z。)⋯0

0
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4，(z一1)=l+ahz一1+⋯+Ⅱ，k．z一”‘(f=l，⋯，n)

岛(Z-1)=6“+％z1+⋯+‰。z”～(f=1，⋯，H，j=l，⋯，聊)

cj，z-1)=l+cHz一1+⋯+。‰．z1‘(f_l，⋯，n)

算子△=1一z～，y(f)=lye(t)，Y2(t)，⋯，H(f)]’，n(f)=[甜lU)，“2(f)，⋯，“。(f)]7与

e(f)；[dt(f)，e20)，⋯，％(f)】T为r时刻的”X1维输出向量，m x1维输入向量和／-／×1维

噪声向量。假设噪声向量为零均值白噪声。

2．3目标函数

考虑如F的有限时域二次目标函数：

J(N。，N：，N，)：窆釜{巧(≈)[允。+七㈤一w。+Jj})]：)+∑m N∑3t+1{乃(☆)[△。，。+女一1)]：)
I=I々5NI． j=l k=l

(2．4)

其中：只p+尼I r)为系统第i个输出的最优k步向前预报，Ⅵ0+．j})为第f个输出

t+k时刻的设定值或参考轨迹，Aum+k-1)为第／个输入f+七一1时刻的增量。

N1=[Ⅳ1．，ⅣI：，⋯，Ⅳl。]’为最小预测时域向量，N：=[Ⅳ2．，Ⅳ2：，⋯，Ⅳ2。】T为最大预测

时域向量，N。叫Ⅳ3．，Ⅳ3：，⋯，Ⅳ3。]7为控制时域向量。谚(詹)和乃(克)是加权系数，

一般取常值。

2．4输出预测表达式

对于第i个输出M，有：

舭-1)肿)=酽m呜驰’姒¨))+去cfI(z_1)驰) (25)

定义：z一矗岛(z。1)=z‘4曰：(=。1)，其中吐=哆n嘞是第f个输出对所有输入的
最小时滞。
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则(2，5)式变为：

A z-'眦)=喜{岛。『协』(f一纠))+去驰讹) (2．6)

“n：一警磊y,(t-≈)十窆{窆％。Auj(f一以一女一1)}+q(f)十艺Cit#e#(uj( f—k)(2-7)M(f)=一艺‰ ≈)十∑{∑‰ ‘一吒一¨)}+q(‘)十荟 ¨)‘2·。7’
女；1 J=l k=O

“一。

考虑如下的Diophantine方程：

C．(z-I)=昱h。Z-1)五∥)十z-(k+<)ffⅥ(z。) <2-8)

其中，j。z-')=△4。z-')=l+Sj，．z一1+盈t三一2+。·++蟊‰，孑⋯“+每‰。z叫唧一，

&。(z一‘)和气。z-1)分别为七十t一1阶和n吒阶的多项式。此处约定

6(C(z-1))≤一+慨+1，以保证Diophanfine方程(2．8)式解唯一。

如果(2．6)式两边同时乘以△E。(z-1)z““，并利用公式(2-8)则有：

G，0—1)MO十后+商)=咒。(z“)MO)+

羔{气。(z一1)岛(z-t)a“，o+七一1))+瓯。z-')q，(z“)q(f+A十重)
、。

注意到&+。(z一、)为七+d，一1阶的，故公式(2．9)中的噪声项都在将来时刻。

采用期望算子，则儿O十☆+一)的期望值为：

Cii(Z-1)只(f+七+4It)=毛+。{z-1)yAf)+乏{&+。z-')或(z。)Auj(‘+2—1))(2·10)

引入如下的Diophantine方程：

1=Ci，∥)蚝+。z-')+zm圳％．。Cz-')(2．11)

其中：巧(帆。z-i))=I+Z一1，占(％。(z“))=nCii一1。

用坂。z-')乘以公式(2．10)，并利用公式(2·it)·则得：

允0+庀+Z It)=[ⅣI。。．z-L)+蚝。0。)气。(z。)】咒(‘)

+芝⋯：一氓(：一垛一地(t+k-I))
‘2 12’

今：
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嚷+。(z。1)=M。。(z“)气+。z-')岛(z。1)=Gqk(Z-1)+z-kG‰(z“)

其中：6(G¨(z。))<女，G魄(z。)=g‰+％，z‘1+⋯+g“。z““。则公式(2．12)可表

不为：

彬¨dr[t．’2否{吒‘z’1)△us(t+k-1))+y川-{Gp心‘1)△¨卜1)) (213)
+[M。(z“)+M‰(z“)‘+。(z1)M(f)

令：

兀=∑(G‰z-')aui(卜1)}+[帆。z-1)+坂+。(z。)气+。z-I)】yf(r) (2．14)

则公式(2．13)为：

或o+七+一If)=∑{G硫(z。)△“，(f+k一1))+^ (2．1 5)

2．5控制律的求解

考虑丘取1到Ⅳ』，(M=Ⅳ2，一Ⅳl，+1，NI，、N2，和Ⅳ』分别是第i个输出变量

的最小预测时域、最大预测时域和预测时域)，则有：

如+4+1 rt)=∑{吒(z～)au，(f))+‘
掣

兜(H4+2忙∑j=l{吒(z‘1)州‘))+厶 (2．16)

其中

加+Z+Ⅳ』l r)=∑{q。(z～)Auj(t+N，一1))+矗
j=l

定义：N1．=吐+1，第f个输出的预测式可表示为简洁的形式：

毫。=∑{GFU，}+#

譬。=[允(f+N㈣It)或(HNi，+11t)，⋯，只(HN2，吲7
UF=[Auso)，△us(1+1)，·．．，△“，p+Ⅳ』一1)]‘

(2．17)
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G口=

ff《z．，分·，气]‘
‰。

gF：，

0

g口：。

0

0

gH vj?vj，【gHNj Nj．1
j’1

guNj n

5I八控制时域，如果从第Ⅳ3，+1个采样时刻后，控制信号保持不变，(其中N3，是

第J个输入的控制时域，，=1，⋯，聊)，则(2．17)式可表示为：

t。=善眠。，uhH (2 18)

其中：u』q 2[A“，(，)，⋯，△吩p+Ⅳ3问1(M，∽。，G，。，为Gp的—_+1列元素构成的
子矩阵。

考虑所有n个输出的预测式，Eh(2．18、式可得2

定义

Y=

^●

K。

K。

UN，=

G‰

G21‰

G12％

G22‰

G"1b GH2nz

u1帆

U
2N，2

‘

f2

G‰。

G2⋯‰

G

‰
U2．3：

G‰

G21№，

+

fL

f2

G‰
G2m‰

G*1％ G一2％ ⋯G—h。

(2．19)

则(2．19)式司以写成：
^

Y=GUN，+f (2．20)

将目标函数(2．4)写成矩阵形式，

J=(它一w)7R(t—w)+u：，QuM (2．21)

其中：

W=[wj，wj，⋯，w：]7，W，=[Ⅵo+M，)，Ⅵ(f+Ⅳl，+1)，⋯，Ⅵo+Ⅳ2．)]7(f=1，⋯，n)
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，R=diag{6t，62，⋯，6。)，6，=diag{6，(Nt，)，4(N1，+1)，⋯，匹(Ⅳ2。))(f-1，⋯，n)，

Q=diag{1,·，九z，‘一，九。)，九，2diag{A_，(1)，^(2)，’‘’，乃(Ⅳ3，))(．，=l，。一，m)。

将来输出参考值未知时，参考轨迹可设为”(f)向着现时刻设定值‘(r)的一阶

光滑近似：

黝 -]嘲却(f)制)(2．z：)
其中口，∈[O，1]为第f个输出的柔化因子。则

W=

Wl

W2

如果令

r(f)

L o

0易
： ：
● ●

0 0

^(f)

r2(t)
：
●

0(，)

0

0

：
●

1
y．

L o

0曩
： ：
● -

0 O

M(f)

Y2(r)
：
●

儿(f)

则有：

w=Ly(r)+_r(f)=[一

+

0

0

：
●

‘易

T- O ⋯0

0 t⋯0

0 O

L

丐0

0‘
： ：
● ●

O O

T础y("t)]_T斛

^(f)

疋(r)
：
●

‘(f)

0

0

：
●

‘

(2．23)

f2．24)

将(2．20)式代A(2．21)式，如果没有限制条件，最优控制增量可表示为：

UN，=(G7RG+Q)一1G7R(W-f) (2．25)

使用滚动控制策略，，时刻只有Auj(t)(，=1，⋯，m)是需要的，定义矩阵：
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M=

1 0⋯0 0 0．．·0
、———————，——————J、———————v—————一

O O⋯O

屿．“

虬，“

1 O⋯0
L---—-—--、，——·———√
Ⅳh+】

0 0．．．O

帆．+l

—弋5广I

娑≯l—可r l
。。：⋯。I
Mm“ jmx￡(N，j+I)

令：K=M(C7RG+Q)。G1R，则控制律可表示为：

△u(f)=K(w—f) (2．26)

其中：△u(f)=【△嘶(f)，Au2(f)，⋯，Au。o)】T。即一个线性增益矩阵乘以参考轨迹与
输出自由响应之间的预测误差。对于非自适应情况，K可以提前算出，雨对于

白适应情况，则在模型更新的每一时刻需要重新计算K。

得到的控制系统框图如图2．1所示。

2．6参数辨识

图2．1多变量自适应广义预测控制系统框图

fl：l(2。7)式，可以把第f个输出写出成如下的形式：

M(f)=Hm)o。+岛(f) 佗27)
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其中

H。(0=

一只(f—1)

一Y，0—2)

一Yf(f—i,ta。一1)

Aul0一Z．一1)

A％(f一口ll一2)

AulO—djl—1一H岛1)

Au20—Z2—1)

Au2(f—di2—2)

△“20—a12—1一n包2)

AUm“一dim

AU。O—d。

Au。(f—Z。一1划
一B0—1)

一q(f一2)

一eiO—nci，一1)

则所有输出表达式可以表示成如下的矩阵形式：

y(r)=n(t)o+e(O

其中：

y(f)=

Y，(f)

Y2(t)

儿(幻

e(f)=

eI(f)

已2(，)

e。(f)

tt(t)=

H7(f)
O

0，=

0

H；。(f)

匆-畸，

6120

岛z．
i

6f‰：

O

0
0

f2．28)

0l

02

：
1

0。

参数辨识采用渐消记忆的递推最小二乘算法“⋯。““，

0(f)=o(t—1)+K(f)[y(f)一H(t)O(t一1)】

K(t)=P(t一1)r17(f)[H(r)P0—1)H7(f)+∥I。]。 (2．29)

P(t)=【I—K(t)H7(f)]P0—1)／,u

无既；址h饥

‰‰．．．№岛甄；‰
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其中：0<∥≤1为遗忘因子，常可选0．95<∥≤1。K(t)为权因子，P(t)为正定的

协方差阵。初值6(o)可取标称值或零值，P(o)=口2I，口是一个足够大的正数。

在实际过程中，为了避免(2．29)引入的矩阵求逆运算，可以把m个输入r／个

输出多变量对象的参数辨识问题分成挖个／,r／个输入1个输出的多输入单输出对

象的参数辨识问题。第i个子辨识问题对应的对象如(2．27)式所示。

2．7算法实现

根据被控制对象特征，确定合适的模型结构，选择合适的预测时域、控制时

域、加权因子、柔化因子、模型参数辨识初值、遗忘因子。每个控制周期执行以

下计算：

1．得到输入输出变量新的测量值，进行模型参数辨识，得到0；

2．计算Diophantine方程得到矩阵G和自由向量f；

3．计算参考轨迹，得到矩阵w；

4．计算控制器系数矩阵K：

5．计算控制增量A-(0=K(W-t)；

6．计算u(f)=uO一1)+Au(t)。

非自适应模式下，不执行第1步。

2．8小结

如果多变量对象CARIMA模型中的多项式矩阵A(z。)与C(z。1)能构造成对

角形式，则按本章提出的算法，多变量广义预测控制的推导与求解过程就能得到

简化，在线计算量也会大幅度下降。算法中显式地考虑了纯滞后项，可以避开无

益的计算，提高计算效率。这种模型结构下，参数辨识问题也可以得到简化，把

一个大型参数辨识问题化为n个相对较小的参数辨识问题，避免辨识过程中引入

的矩阵求逆。
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第三章多变量广义预测控制器系数

求解方法

摘要：在经典控制理论与现代控制理论中，人们习惯于把控制器设计成

设计变量与过程已知数据乘积的形式，事实上广义预测控制算法的控制

器也可以写成类似形式。通过对广义预测控制算法自由响应项的进一步

推导，得到了状态反馈形式的广义预测控制器，控制增量等于控制器系

数与参考轨迹及过程历史输入输出数据的乘积，并给出了控制器系数的

计算公式。

3．1引言

在传统的PID设计与状态反馈控制设计中，控制器表达成设计参数与过程信

号的乘积形式。例如，PID控制器，其离散形式为：

删=KpM洲f-1)】+等砸)+竿M旷缈1)+砸咽] (31)

其中，e(t)=r(t)一y(t)为f时刻设定值与对象输出的偏差，r(f)为设定值，y(f)

为对象输出，△“(f)为控制增量，T为采样周期，Kr为比例系数，巧为积分时间，

％为微分时间。

在控制系统的状态空间设计中ml，考虑系统：

x=一Ax+B“ (3．2)
Y=Cx

、。一’

式中：x为，z维向量状态向量，“为控制信号，A、B、C分别为n×n、”×1、

1×”维矩阵。则状态反馈控制为：

“(r)=-K。X (3．3)

其中：K。为状态反馈增益矩阵。

能否将广义预测控制器写成类似的形式昵?
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不考虑硬约束条件，第二章推导的广义预测控制算法控制增量可以表示为线

性的形式，等于增益系数矩阵乘以参考轨迹与自由响应之差，如f2．26)所示：

Au(t)=K(W—f) (3．4)

其中：增益系数矩阵K只与对象的模型参数及设计参数有关，而自由响应f却涉
及到过程的输入输出数据。进一步分析，发现控制增量总是由模型参数、设计参
数、参考轨迹、过程输入输出历史信息组成。如果能把控制量写成线性增益系数
与参考轨迹、过程历史信息向量乘积的形式，不但可以省掉输出预测器、简化设
计思路，而且更符合设计习惯、便于工程人员更好的实现控制算法。特别是在非
自适应情况下，只需离线计算控制器系数，在线实现就如常规PID控制器一样简
单。

3．2控制器系数的求解方法

对于(2．3)式的过程模型，91／k(2．4)式的目标函数，根据第二章的推导过程，

可阻得到(2．26)式所示的控制律，其中控制器系数矩阵K只与模型参数及设计参

数相关。

考虑f2．14)式：

五=．{Gp。z-i)Auj(t—1))“％。(z。)+蚝。z-')气+。z-')]M(f) (3．5)

令：

Gp。(z。)2氏+丘．z“+¨叶氏。蚋。z州时蚪 (3-6)

【“。z-I)+％。(z。)‰(z1)】_氏+丘．z。+¨’+氏。⋯．=1“4“t。’(3·7)
则(3．5)式变成：

驴Y。AL．。o△uj(f一1)+f．,,,Auj(t-2)+¨’+氏哪州q(f一七一d一一d”一”％+1))
+k咒(‘)+厶．只(‘一1)+⋯+厶‰¨。，、Mo一七一嚷一门Gi一十1)

(3．8)

根据￡的定义，有：
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令

f=

∑
，=I

十

氏
氏

：

氏
厶。
氏

工‰

丘；
：

kj
k
k

0

0

t，=

fu=[

厶。
‘。

：

‰。

k”爨时。，]l
『 Y掣1， ]l ，0一) I

l y，(r一．Ⅳ。一Z--nc／ii+1)I

五．．
丘，

：

氏

f。 fu：

厶。
‘：，

；

‰j

O

O

J
v’N。”i‘dr+‘t+4{一t

r l。]
0

0

Y y 4
N}"r÷dr+H“口．、

yk=【M(r)，咒0—1)，⋯，只(f—M—n口“一吐+1)】1

U～=[Au』O一1)，’一，Au，U一Ⅳ』一谚一办一nbu+1)]。

up，=【uj．1iiT：，⋯，uL】1

则有：

‘=气u。+IyI

其中：‘，￡。的元素只与过程模型参数有关。

(3．10)式中，i从1到月，有：

‘2fl。Up。+fl，YI。
￡=f2。u p2+f2，y2．

‘=fnullp。+‘，Yh

根据f的定义，有：

(3。9)

(3．10)

(3．11)

％吩

”0

O

帆厶
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令

则

f=

fl

f2

fj。0

0 f2。
： ：
● ●

O 0

O

0

：
●

气

U
pl

Up2

：
●

U儿

+

fl，O

0 f2，

O 0

u，=[u：、liT，⋯，u：】7

Y，2[y：，y≯‘，y了

fu=diag{f,。，f2。，⋯，k)

fy 2diag{ft，，f2，，⋯，气)

0

0

；

-

yl，

y2。

：
●

y％

(3．L2)

f=fuu，+‘y。 (3，13)

将公式(3．13)代入公式(3．4)，则控制律变为：

Au(t)=KW—Kfuu。一Kfyy，=【K，一Kfu，Kfy][WT,iiT，，yT】T (3．14)

将来输出参考值未知时，参考轨迹可设为y。(r)向着现时刻设定值I(f)的一阶

光滑近似，根据(2．24)式，则有：

w=Lyp)+_r(f)=[1j T，。ILFyH(¨t)J]=T[；g；](3．15)
将(3．15)代入(3．14)贝JJ：

：Au隅(t)=KTy，y讽(t)+，KT r(][yt)-ⅥK)，rrf．uoKZ -KL r(云蕊U ]t
(316)

=【KT，， ，一K￡．， ][y’(f)，1(f)，‘，y‘]1
⋯’⋯7

如果令：

S=

1 0⋯0

Nl+BO“+dl

O O⋯0

Ⅳl+t，6tII+dI

O 0⋯O

Ⅳl+肿1l+巩

0 O⋯0

Ⅳ2+noⅡ+d2

1 O ．．． O

Ⅳ2+“叱2+畦

0 O⋯0

Ⅳ2+BQ22+d2

O O⋯0

H^㈣”+d^
O O⋯O

N，+∞。+d。

1 O⋯O

N口十Ⅻ¨+d，

则公式f3．16)n可变为：

△u(f)2KT r(t)+[KTyS—Kfy]yp—Kf。uP (3．17)
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令：

l，=K—

ly=KLs—Kfy (3．ts)

l。=一K。‘

则(3．17)变为：

△u(f)5l，rO)+lyYp+l。up (3．19)

其中控制器系数l，、l。和l，只与过程模型参数及设计参数有关，对于非自适

应控制模式，可以离线计算得到，对于白适应情况，则在模型参数更新时需要重

新计算。

控制系统结构如图3．1所示。

图3．1多变量自适应广义预测控制系统方框图

从图3．1可以看出，按本章所示方法整理后，所得到的控制系统与常规状态

反馈控制系统极为相似。与图2．1相比，控制系统结构得到了简化。

3．3算法实现

根据被控制对象特征，确定合适的模型结构，选择合适的预测时域、控制时

域、加权因子、柔化因子、模型参数辨识初值、遗忘因子。每个控制周期执行以

下计算：
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1．得到输入输出变量新的测量值，进行模型参数辨识，得到0；

2．计算Diophantine方程得到矩阵G、fo、和L；

3．计算矩阵T，和■；

4．计算控制器系数矩阵l，、l。和l，；

5．计算控制增量△u(f)2l，r(f)+lyy。+l。u。；

6．计算u(t)=u(t一1)+Au(t)。

非自适应模型下，由于控制器系数可以提前计算出，在线时只要执行第5和

第6步，因此计算与实现都比第二章中的方法容易。

3．4小结

本章通过对预测控制算法中自由响应项的处理，在第二章所示方法的基础

上，把多变量广义预测控制方法表达成常规控制器的形式，简化了控制系统的结

构，便于理解与应用。在自适应控制模式下，它与第二章中的方法具有相同的计

算量：在非自适应模式下，相对于第二章的方法，本章方法可省去对自由响应项

的求解，在线计算减少，实现方式更加简单。
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第四章多变量广义预测控制器系数

直接求解方法

摘要：利用多变量CARIMA模型直接进行递推，得到了每个输出的预测

表达式，将其组合在～起便得到了整个输出预测表达式，避开了

Diophantine方程的求解。得到了状态反馈形式的控制器，给出了控制器

系数的求解公式，控制器系数维数只与过程模型的阶次相关，结构简单，

计算量少。通过比较运算量，对算法的快速性进行了说明。

4．1引言

第三章的推导过程说明，多变量广义预测控制器可以写成常规控制器的形

式：
’

△u(f)2l，r(，)+lyyp+l。uP (4．1)

上式中控制器系数I。和l。的个数与控制时域N大小有关，如果N很大，则控制

器的系数就会很多。另外，第三章算法中控制器系数的求解都得需要求解

Diophantine方程，自适应情况下计算量依然繁重。

文献[881189】提出通过递推的形式求得输出的预测值，不需要求解

Diophantine方程，但其求解过程依然按照常规步骤，分为自由响应项求解与控

制器增益系数矩阵的求解，设计与实现不够直观。本章直接利用过程模型(2．3)

式进行递推，先得到单个输出的预测表达式，然后将它们组合在一起，便构成了

整个输出表达式，将其代入目标函数(2．4)式便得到了控制器系数与模型参数之间

的计算公式。

4．2第i个输出预测表达式

由(2．5)式得
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互，(z一1)M(o=∑口吨吼(z～)Au，(f-1))+c。f(z。)q(f) (4．2)

其中丑，(=-1)=△4，z-i)=1+盈～z_1+磊b=_2+⋯+巨h，=一岫。+盈h川z一”印～。

由(4．2)式得：

^D_J+I m ”qf nql

M(，)=一∑％Yt(t一女)+∑{∑‰△“，(卜吒一k-1))+q(f)+∑‰q(卜t)(4．3)

递推Z+Ⅳf步(其中dt=min“是第i个输出对所有输入的最小时滞，

Ⅳ，=Ⅳ2，一Ⅳ1，+1，N．，、N≈和Ⅳf分别是第f个输出变量的摄小预测时域、最大预

测时域和预测时域)，得到：

[：：]=[：：：]Y，+姜{[兰：]u，，+[Z。]u，}+[丢；：]E．。+[兰篓]E。ca．n，
其中：

X，=【只◇+1)，⋯，y『0+砖)】1

Y。，=[咒O+Z+1)，⋯，咒9+4+Ⅳf)】1

X=∽㈣⋯，只(f-”％)】1

U“=[／Xuj(t一1)，⋯，△uj(t一毛一HbO]。，

U。=[Aus(f)，⋯，△uj(t+d,+Ⅳ』一呜一1)]‘

E¨口=[g，O)，-．-，e，0一月q．+1)】1

E。=[P{o+1)，．一，qo+吐+Ⅳ1)】T

如果用x分别代表[AL A，T饥】1、[B乙B⋯T]1和[c乙ck】T，丑。代表
矩阵X的列数，则矩阵X中的元素可按如下方式产生：

x(i，J)=T(f+_，一1)+∑口女xu-，j)，(1≤f≤Ⅳ』十嗔，1≤，≤xc) (4．5)
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T=

h。，吨，⋯，一厅。。．，堡垒二璺，x=【AL A：。]T

％⋯，‰，必M20 }

【o，o，．一，o，包。，荔：．_I．，％。，o，o，．一，o]，z，>0}，x=[BL B：。]7【堡生型，气，，％，，⋯，吆。，堡骘堂]，吒>{’ 。‰‰。
du—l ～J+q-I I

b，％⋯，c‰，坠竺卫】，X2[c：。c‰，】1

％2-5．,,1-<k<-n4Ⅳ十1

B口。=【01，豆I]7，豆‰和[c：!^ C～T IT是下三角矩阵，且其第f+l行的第2个

至第i+1个元素分别是第i行的第1个至第f个元素，因此只有第一列的元素需要

求解a如果用X分别代表露吼和[c夏c：。】T，爿，代表矩阵X的行数，则：
』一1

x(i，1)=T(i)+∑akX(i—k，1)，(1≤f≤Ⅳ，) (4．6)
^=l

其中：T=

[％，，屯．，⋯，‰，堡必】，x=B％
h，+d，一dv～“％一1

o

队”⋯，‰，堡竺型】，X=【c乏CT。]7
Ni+d【一ne_}_、

以上计算公式由公式(4．3)直接递推而来，如果需要证明，n】用归纳法。

采用期望算子，并考虑到公式(4．4)E。中的元素都在将来时刻，则输出

的期望值为：

[≥]=[：：]x，+芸{[兰：]u。，+[艺]u。}+[兰：]‰， c”，

其中：

屯=慨(t+lIt)，⋯，如+d，蚓’，

屯=防(Hz+11／)，⋯，k(t+4+M例7。

由于r时刻的输入至少要经过吐个时刻后才能在第f个输出中反映出来，取

Ⅳ1．=Z+1，Ⅳ2，=吐+Ⅳ』，从公式(4．7)可得：
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气2‰x，+丢m‰u矿B帆u“}+c‰E，。 (48)

4．3控制律推导

引入控制时域Ⅳ3，，第，个输入从第f+Ⅳ3，+1(约定

虬，+1≤d，+川一如一1)个采样时刻起，控制信号保持不变，即

au弘+_j})=0,k>也，，则公式(4．8)可表示为：

气吐池+茗Ku{fp+B‰、小c舻咋 (4．9)

其中：u』。，_[幽，(f)，⋯，△叶o+_)]1(‰仲。，B扎q为B机前Ⅳ3，+1列元素构成
的子矩阵。

考虑所有n个输出的预测式，由(4．9)式可得：

Y=ApNY；4-BpNUp+BN3uN，+cpNEp (4．10)

其中：
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Y=

Ep=

Yl。
^

‰

BpN，=

CpN

E11。

E22。

E。～

一0

O

Bflm

0

0

C1h

0

：
●

0

ApN=

0

0

B，2。

0

O

0

C22毗

；

O

X=

AIh
O

Yl，

Y2，
i

X，

up=

O ⋯ 0

A22m⋯0

； ’． ；

0
⋯A％h

0

0

；

C‰

BN，2

U1h

U2％

Um．v3。

BpN-[BpNI BpN：一 BpN．]，

B1吣B12”嚆⋯B1‰∞。

B21nh B22^,2N32
⋯
B2“№‰

BnlⅣ月h B一2¨％
⋯
Brims．,：％

将目标函数(2．4)式写成(2．21)式的矩阵形式：

J=瞳一w)TR瞳一w)+u：，QUM

将(4．10)式代入(4．it)式，如果没有限制条件，最优控制增量可表示为：

(4．11)

m‰；

m

m胁；

m

U

U

U

U

U

U

o；o

‰o；o

O

B
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UN，=[BN37RBN，+Q]_1BN TR(W—ApNY；一BpNUp—CpNEp) (4．12)

使用滚动控制策略，r时刻只有△叶0)，J=l，⋯，m是需要的，定义矩阵：

M=

1 O⋯O O O⋯O

地．+l

O O⋯0

地“

0 0⋯O

M．+J

帆，+l

1 O⋯O

％+1

0 0⋯O·—气广

O O⋯0
、---------、，-—————一
M。+l

O O⋯0
、---------u-------一
^，h+l

1 O⋯0

(4．13)

令：Au(t)=[AuIO)，Au：(r)，·-．，△zk(f)]7，则：

△u(f)=M[BN TRBN，+Q】～BN TR(W—ApNY；一BpNUp—CpNEp) (4．14)

令：

1。=[1。．，‘。。，1％1=M[BN3TRBN3+Q】_1BN3TR

ly 3，一^一■州A (415)
1。=【I叩⋯，I‰]=一1wBpN

、 ’

1。叫l。。，⋯飞1】-一1wCpN

则：

△u(f)=【1w'l帅I，1。】[w7，V，u：，E：】7 (4．16)

将来输出参考值未知时，参考轨迹可设为M(r)向着现时刻设定值‘0)的一阶

光滑近似，则根据(2．24)式有：

w=Ey(f)+_r(f)《弓
令：

TrJLlFyrlf(t)J=)l T[糊

[1叶，I。】=l。T=l。[弓Tr]=【l。弓1wTA
l“=l。弓

1。=1wT，

则控制律公式(4．16)变为：

Au(t)=【I～，I坼⋯1 1。1】【yT(f)，r1(f)，V，u：，ET】T
=l。，yO)+l叶rO)+lyY；+I。Up+l。Ep

令：

(4．17)

(4．18)

(4．19)
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则：

S

其中1wy=I。，S+1y。

1 O⋯0

nd L1+1

O 0⋯O

n4lI+l

0 0⋯0

邶lI+l

O O⋯O
、--------—u—------一
加n+l

1 0⋯O

^422+1

0 O⋯0
、--------—u---—--一
Mn“

0 O⋯O

n4Ⅻ+I

1 O⋯O

肌M+I

△：o’i17j鬯_[1叶s+1，1Yp+1uu-+LE- (4．20)
2l”r(t)+1wyYp+I．Up+I,Ep

、 7

控制律(4．20)式与控制律(3．19)式具有类似结构，只是公式(4．20)中多T IoE。

项。(4．20)式的控制器系数维数只与模型阶次相关，而与预测时域N无关，因此

维数比(3．19)式的控制器系数维数大大降低。

控制器结构如下图4．1。

图4．1控制系统结构图

控制系统结构类似于传统的状态反馈控制。
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4．4 t时刻的预测误差

噪声及未建模型动态引起的t时刻的输出预报误差：

e(f)=y(t)一9(flt一1) (4．21)

e(f)=h(f)，e2(t)，⋯，巳(r)]T，y(r)=【咒O)，y：(f)，⋯，Y。(f)]T是系统实际输出，

9(f Jt-1)=[囊(fIt-1)，夕：(flt-1)，，，。(fIt-1)]7为t-1时刻对r时刻的模型预测输

出。

4．5算法实现

根据被控制对象特征，确定合适的模型结构，选择合适的预测时域、控制时

域、加权因子、柔化因子、模型参数辨识初值、遗忘因子。每个控制周期执行以

下计算：

1．得到输入输出变量新的测量值，进行模型参数辨识，得到0：

2．计算预测误差e(t)=y(t)一9(flt一1)；

3．计算矩阵L和■；

4．根据模型参数计算ApN、BpN、cpN和BN，；

5．计算控制器系数矩阵l。、l。、l。和I。：

6．计算控制增量△u(f)=IHr(f)+1wyYp+l。Up+l。E。；

7．计算u(t)=a(t一1)+Au(t)。

非自适应模式下，由于控制器系数都可以提前计算出，在线时只用执行第

5．7步。

4．6算法简化程度分析

在自适应模式下，由于本章方法不再需要求解Diophantine方程，其实现与

计算显然比第二章与第三章的方法容易。
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在非自适应模式下，本章方法相对第三章的方法，实现难度进～步下降。以

第六章在多容液位系统中的应用为铡，设计广义预测控制器使用的对象模型结构

为：

【1+illtz-i+ill：z’’1+a：o一．+a。：：。IlFy，,(010 22Z Ly(oJ=I 1+茜z。+矗22：z七l 2。 。

f4．22)

协b．o b120‰Z-1]Au,(t-1)lb=10 b LAu；6+mot2’l+co]22tZ"1J陀L4“0妇)I z～ z：。j 。l j

根据上式，模型结构参数为：na；[j I-nb=[o 8]、nc=陆o]、d=口胡。
控制器设计参数为：预测时域Ⅳl。=Ⅳl：=73，控制时域Ⅳ3．=Ⅳ3：=18。则按照第

三章的算法，控制器(3．19)式的系数矩阵的维数为：

埘×l n+∑(Ⅳf+n％+吐)+∑∑(Ⅳf+di+do+n％一1)l (4∞)

而按本章的方法，控制器(4．20)式的系数矩阵的维数为：

卅×J n+∑(na。+1)+∑∑(do+n％)+∑(”％)I (4．24)

把相关参数代入(4．23)式与(4，24)式中，得到第三章控制器系数矩阵的维数

为：2×440：本章控制器系数矩阵的维数为：2x10，本章方法控制器系数只有

第三章方法的1／44。这种实现方式与计算量的简化是显然的。尽管第四章方法

还需要计算(4．21)式一次，但其引入的计算量非常小。在本例中只需要12次加法

与10次乘法运算。

4．7小结

第三章与本章的内容表明，多变量广义预测控制算法无论是引入Diophantine

方程求解，还是直接递推求解，最终都可以表示成控制器系数与参考轨迹及过程

历史信息乘积的形式。求解Diophantine方程的方法复杂一些，而本章直接递推

求解的方法简单直观，计算量少。
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第五章基于BP网络的多变量广

义预测控制器系数快速计算方法

摘要：指出了多变量广义预测控制算法实际上是一种函数映射关系，将

多变量系统模型参数构成的空间映射到多变量广义预测控制器系数构成

的空间，并利用BP网络的空间映射能力实现多变量广义预测控制器系

数的快速计算。通过运算量比较，举例说明了算法的快速性。

5．1引言

在第一章绪论“广义预测控制简化实现方法”一节中提到的各种简化实现方

法中，有一类是利用空间映射的方法。由第三章和第四章的内容知，广义预测控

制器系数与其模型参数之间存在着直接的计算公式，说明了广义预测控制算法实

质上是在设计参数所确定的广义预测控制方法下模型参数到控制器系数之间的

一种映射。BP网络从理论上具有任意的映射能力，而且具有最小的网络规模⋯卦。

因此本章在阐明广义预测控制内在规律的基础上，利用BP网络的空间映射能力

来实现模型参数到控制器系数的映射，简化控制器系数的求解运算。本章方法是

对作者在文献[1041和[105]中所示方法的完善与扩展。

5．2广义预测控制算法控制器系数直接求解公式

对于(2．3)式的过程模型，引入(2．4)式的目标函数，根据第四章的推导过程

可以得到(4．20)式所示的控制律：

即

au(t)=I畔r(r)+1wyYp+l。up+leEp (5．1)

△u(f)=[1w，I。I。l。] (S．2)
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其中控制器系数矩阵[1。1。1。l。]只与模型参数及设计参数相关。

5．3模型参数和广义预测控制器系数之间的关系

定义

1。⋯，。=[1。1。 l。 l。]={乇}。砌+宝(。+1)+宝羔(如+嘞)+窆。J (5-3)

假定通过选择合适的R与Q总能保证多变量广义预测控制算法有解，那么

对于任意给定的一组对象模型参数：

如‰抽"dU'ci．)
i=1，·-．，n

，=1，⋯，m
k=1，⋯，nai．
h=0，·-．，月以
x=1，⋯，nq，

及广义预测控制算法设计参数R，Q，N，N，，在第四章所示方法下，总可以确定

一组控制器系数l。。∞，c，即：

lMIMoGpc=fⅦMoGPc(‰，‰，略，ci。，R，Q，W，N，N3)
f=1，-一，”

_，。1，⋯，小
(5．4)

k=1，⋯，rlaii
、’

h=0，⋯，n％

算=1，-．-，”qf

其中，‰MoGP。代表多变量广义预测控制算法。

一般设计中，参考轨迹取设定值的一阶光滑近似，柔化因子为

幔=[q，0；2，⋯，％】。R=diag{61，62，⋯，6。)与Q=diag{kl，九2，⋯，九。}中的

6，(j=1，⋯，押)和九，(，=1，⋯，m)经常是常值对角阵。因此公式(5．4)可以简化为：
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|MIMOGPC=fMIMOGFC(ah囊qh，d q，c～，6l，叉J，olL，N。tN3、

当滞后d,j(i=1，⋯，H，J=1，⋯，m)确定后，模型参数可以任意取值，每组取值

构成一个点对：

(玎叩％，％)
i=1，·一，H

J=1，⋯，，，2
k=1，⋯，nafJ
h=0，t一，n 6』，
x=l，⋯，nC。

所有点对的集合便构成一个喜{”％+[芸(一％+1／t，-}-llCii 1维空间，并可定义此空所有点对的集合便构成一个∑I"％+I∑(肋i I维空间，并可定义此空
l=1 I ＼，=l ， l

间为模型参数空间。对于纯滞后估计不准的部分，离散时会包含在相应的脉冲传

递函数的分子系数中⋯”。

相应地，如果定义控制器系数点对集{|!f，)卅×【。主(。圳+￡羔(嘞+。气)+兰。】的全体所

组成的空间为控制器系数空间，则多变量广义预测控制算法实际上定义了一种映

射，它的原象空间为模型参数空间，象空间为控制器系数空间，映射关系由

w，R，Q，N，N．，N2，N3确定。即：

‰耐斗惰刊ⅧJ]靠R州嘻‰州静岫套J
如图5．1所示。

。朋隅鸡心

F”p

m

k

净．产扣拈
弘
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图5．1多变量广义预测控制算法映射示意图

对于很大一类线性或菲线性、对变或菲时变对象，只要选择合适的

Ra。，nb,j，”％，do，(f_1，⋯，”，_，=1，⋯，m)，在特定的时空坐标上总是可以近似地

用CARIMA模型(2．3)式来描述。而且一个特定对象，在特定的时空中，当

dF(扛1，⋯，m，=1，⋯，m)确定后，这种近似的点对(口妒屯，Ci。)只会集中在这个

喜[，／aii+(薯(舶i+，)]+n“]维空间的某一个或者几个区域，即：

如图5．2所示。

图5．2模型参数区域示意图

岛驾心

，

r

-

1

'．，．LL仉k=f|===，．J七厅Z
一野％■<一<一<一

．咋

“0

口^1

q<一vI<一甄锄豇
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5．4模型参数到广义预测控制器系数的映射

以上说明了多变量广义预测控制实际上是从模型参数空间到控制器系数空

间的一种映射，可以利用神经网络来映射这种关系。神经网络的输入层节点为：

Q|‰，bfjIt，d鹕r6|，Ai，a。，N。，N3j

(i=l，‘‘‘，n，-，=1，-一，m，≈=1，·一，i,la”h=0，·．．，M钆，z=1，·．-，t7c。)

输出层节点为：

l " n m n l

li 3，(f-l，⋯，m，J=1，⋯，h+∑(一。+1)+∑∑(毛+n％)+∑．rio，，I)
l i=1 i=1，=1 』=l l

在实际设计中，通常把4，乃，q，Ni，N，，作为设计参数。为减少神经网络的规

模，只需把对象模型参数(口“，吆，气)作为网络的输入层节点。此时神经网络代表

的映射为：

IM∞0GPc=fMIMOGPC(aiik，'吆，c‰)
i=1，·一，”

J。¨，啪 (5．6)
k=1，⋯，．via。

。。

h=0，⋯，，z％

X=I，⋯，I口oii

神经网络的结构如图5’3所示。

／1、k、
，，一．，形一心、⋯一一。q～§钕一蕊劳一卜一
一，凝≠／一＼淄

}模型参数j 一一一7≮鼢二乒瀚二卜
扣"‰，钆)

。 优≮＼ ／卢Ⅺ
r=l_·、n

—一一警淑一挝≠X～卜+，=I，-”，研

j～。

j＼一j V
～k=1，⋯．nail

h=0，一，嘛
x；I，-，““

图5．3BP网络结构示意图
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5．5控制系统结构

所得到的控制系统结构如图5．4所示。

图5．4基于BP网络的多变量自适应广义预测控制快速算法系统框图

图5．4与图4．1的结构完全相同，只是图4．1中控制系数计算部分现在已由

图5．4中的BP网络来完成。BP网络是离线训练好的，投入控制时，直接从模型

参数映射得到控制器系数，从而减少了在线计算量。

5．6算法实现

算法实现分为离线与在线两部分。

离线部分为：在控制器投入在线运行前，选择可以满足需要的模型结构，并

指定模型参数的变化区间，组合成一定数量的输入样本点对；根据控制目标需要

确定多变量广义预测控制算法设计参数，按公式(4．15)N公式(4，ao)求出相应的控

制器系数，用来作为训练神经网络的样本。输入样本的选择，应以覆盖所有可能

出现的模型参数为宜，以保证控制器的鲁棒性。然后选定神经网络的结构，训练
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神经网络。可以把设计参数作为网络的输入层节点，也可以根据不同设计参数的

组合训练不同的神经网络，以满足各种控制要求。

自适应模式下在线计算按以下步骤：

1．采样当前时刻的输入输出，用合适的参数辨识方法得到当前时刻被控制

对象的模型参数；

2．计算预测误差e(0=y(t)一9(f{t一1)；

3．运算一次BP网络，获得控制器系数l。、l。、l。、l。；

4．计算控制增量△u(f)=I¨r(f)+1wyYp+l。Up+leep；

5．计算u(t)=u(t一1)+Au(t)。

非自适应模式下，不需要执行第1步。

5．7算法快速性分析

为了对基于BP网络的多变量自适应广义预测控制快速算法(简记为FMGPC)

求解控制器系数的快速性有一个直观的了解，以第六章广义预测控制算法在多容

液位系统中的应用为例，把本章提出的方法与第四章提出的多变量广义预测控制

器系数直接求解方法(筒记为DMGPC)在计算量上作一比较。比较两种方法从模

型参数计算控制系数所需要的加法与乘法的次数，其它的运算不作统计，统计计

算量约定以下规则：

1．矩阵加法，q。P维的矩阵与q×P维的矩阵相加需要加法g。P次。

2．矩阵乘法，q×P维的矩阵与P×h维的矩阵相乘需要加法g×h×(P-1)次，乘

法q×h。P次a

3．矩阵求逆，根据全选主元Gauss．Jordan消去法【11 51，一个i3,维矩阵不计赋

值运算量，至少需要加法4n3／3-n2／2+n／6，乘法n3．n次。

4．正切函数，按照Sun Microsystem，Inc．(http：／／www．netlib．org)提供的算法，

一个正切函数值计算最多由31次加法和24次乘法完成。

按以上规定，一个i—h一0的BP网络，如果隐层为正切函数，则从网络输

入直接计算一次网络输出的计算量为：加法h(i+31+D)次，乘法^(f+24十o)次。

按第四章的计算方法，计算控制器系数的过程中，需要先计算一些中间结果，
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最后才能得到控制器系数。表5．1列出了各中间结果及相应控制器系数计算需要

的加法运算与乘法运算的次数，每一项中不包含中间结果的计算量。

表5．1 DMGPC各项需要的加法与乘法次数表

(此表续于下页)
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表5·1中E、_的计算量统计参照公式(2．22)萃|：I公式(2．24)，ApN、B州、cⅢ参照

公矾5)、公式㈣及公瓤1。)，BN,参照公式㈣公姗9)及公龆吼l。、I，、】。、
le参照公式(4

15)，1h、1¨参照公式(4．18)，1wv参照公式“．20)。

为：在第六章多容液位对象控制中，设计广义预测控制器使用的对象模型结构

[1+毛IIz。+i¨2z～。+；。。．：o,+。：≈：。l|Lf儿y,。(o，，j10 ：
l l+a竭z十a‰z。¨蹦fJf。

[b：：!．，btb2,：,z≈4j]。F△AuIl：1(。g二{；]+[1+譬，z～。+。：．：．，][乏12]‘51’
根据上式’模型结构参数为：n口2[6铂、柚2盔：]、nc=_o]、d=f?j]。
控制器设计参数为：预测时域ⅣI。=Ⅳl：=73，控制时域Ⅳ3．；Ⅳ3，=18 o选用≥
个结构为8—10～l的子网来实现控制器系统的快速计算，隐层节点使用正切函数。
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把以上参数代入相应的公式，得到各个算法总的加法次数与乘法次数如表

5．2所示。表中数据说明，用BP网络映射器求解控制器系数，其加法次数只有

用公式计算的1／63，而乘法次数只有原公式计算方法的1／76。

以上事实说明，如果按照计算量来比较计算速度，则基于神经网络的方法具

有明显的优势。

5．8小结

表5．2算法计算量比

从空间映射的角度解释了多变量广义预测控制算法的内在机理，为利用智能

方法来实现广义预测控制算法找到了理论依据。BP网络的引入，消除了多变量

广义预测控制算法模型预测、反馈校正、滚动优化所需要的在线运算，降低了其

设计与实现难度。这种快速算法，内存占用少，计算过程大大减化，对拓展自适

应多变量广义预测控制的应用范围有一定的促进作用。
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第六章简化广义预测控制算法实验研究

摘要：将第二章至第五章所给出的简化算法应用于一个由DCS控制的

非线性液位系统中，进行了实验与对比研究。对比了各个算法在自适应

模式与非自适应模式下，跟踪设定值的能力，抗扰动的能力及鲁棒性能。

实验结果表明，所有算法均是可行的，而且具有一致的控制品质。

6．1引言

现实世界的被控制对象一般是非线性时变的，绝对线性的对象很少见。第二

章到第五章的方法基于线性化思想，要求被控制对象在一定的时空范围内可线性

化。为了检验第二章到第五章提出的方法的可行性，对比各章算法的控制效果，

在一个DCS控制的非线性多容液位系统上对它们进行了对比实验研究。实验分

为两大部分，第一部分是控制一个非线性单容液位系统，第二部分是控制一个多

容液位系统。

为了在实验中区分第二章到第五章的算法，分别对它们进行了编号，如表

6．1所示。

表6．1算法编号

6．2多容液位装置简介

多容液位装置如图6．1所示，上半部分是六个水槽分两层排列，标号分别为：

LTl01、LTl02、LTl03、LT201、LT202、LT203；下半部分正中间是一个贮水箱，

其左右两侧对称安装着变频泵1和泵2。液位测量使用压力变送器，安装在各水

槽的底部，如图6．3所示，压力测量信号为4-20mA的标准电流信号。经量纲变
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换成0-1之间的无量纲数值，实际控制过程中被控变量的可变化范围在0．16到

O．36之间。泵1和泵2各由一个变频器控制，变频器的可变频率范围是0-50Hz，

对应控制信号0-100之间的数值。泵1可以向LTl01、LTl02、LTl03和LT203

中供水；泵2可以向LT201、LT202、LT203和LTl03中供水。

LTlol LTl02 LTl03 LT203 LT201 LT202

泵1 贮水箱 泵2

图6．1多容液位装置

控制器为浙大中控技术有限公司的JX．300X集散控制系统‘116】．【120】。
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6．3非线性单容液位控制系统实验研究

6．3．1非线性单容液位系统简介

构造如图6．2所示的非线性单容液位系统，控制对象为LT203的液位，执行

机构是泵1。泵2为扰动泵，同时协助泵l改变工作点的位簧。

图6．2非线性单容液位系统工艺流程图

水槽分隔为三部分，如图6．3所示，泵1和泵2的水从左边水槽底部注入，

溢流进入中间方形容器，然后向右从带纵向开口的隔板注入右边排水槽，再通过

LT201流回到底部的贮水箱。为了强化液位变化的非线性，中间容器里面加入一

个已盛满液体的有沿抛物面状锅形容器。

6．3．2非线性单容液位系统的模型

为了得到实验对象的模型参数，作为整定控制器参数和选择模型辨识器参数

初值的依据，对实验对象进行了一系列的测试，分别建立了传递函数模型与

CARIMA模型。测试时，图6．3所示水槽中没有加锅形容器，泵1的平衡工作点

选为70，扰动泵2的控制信号保持70不变，数据采集周期为1秒。测试信号为

伪随机二进制序列，共进行了十组测试。

采用一阶惯性加纯滞后的传递函数模型结构，从实验数据分析得到的平均传

递函数模型为：
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G(s)=甬0i．而0016瓦8Ⅷ75 (6．1)

建立CARIMA离散模型时，被控制对象的模型结构取为：

(1+丘。z’1+丘2z一2)yO)=(6b+6lz-1)“O)+(1+clz-1)e(f) (6．2)

其中y(f)是LT203的液位，“(f)是泵1的控制频率，e(t)是噪声。采样周期

为5秒，实验数据分析得到的平均CARIMA模型为：

(1—1．8458z-1+0．84581z-2)yO)=(0．00020449+4．5644+10_5z-1)“(f)+(1-1．01z_1)口(f)

(6．3)

入水槽 LT203 锅形容器 压力变送器 排水槽

图6．3非线性水槽

6．3．3控制器参数选择

依据以上分析，按照控制周期与预测控制算法参数选择的一般原则⋯】【12”，

控制周期为5秒，预测时域N=30，控制时域Ⅳ3=5。实验中参考轨迹取设定值

的一阶光滑近似，柔化因子口=0．5。R与Q为对角阵，对角元素分别为r=1000，



浙江大学博士学位论文

q=0．01。

辨识方法采用带遗忘因子的最小二乘法，遗忘因子为O．98，协方差矩阵初值

Vo=lxl04I(I为单位矩阵)。辨识参数为磊，二：，bo，6l，Cl。模型参数初值取一组近

似值：aI=一0．846，bo=3x10-4 bl=1．5x10“，c1=0。

6．3．4 BP网络结构、样本选择及训练

BP网络用来实现基于BP网络的广义预测控制快速算法(MGPC一4)。

根据对象的模型结构(6．2)式及第四章的控制增量(4．19)式，非线性单容液位

系统广义预测控制器可以选择(6．4)式的结构：

Au(t)=“_y(f)+m乞r(t)+ly。yO)+ky(f+1)+L，Au(t)+乞，e(t) (6．4)

其中，(f)为设定值，l,o．，0：，0．，ly：，L．，‘为控制器系数。

由于5。=口，一1与5：=一4。，都可由a，决定，因此对应第五章算法的BP网络

的输入层节点取为日。、bo、61和c。。输出层结点为：f。．，f。：，0，，k，屯，，‘。

根据实验结果分析，选用表6．2所示的模型参数样本取值区间，可以基本上

覆盖控制过程中模型参数的变化范围。

表6．2模型参数样本取值区间

神经网络的结构为：4-9—6。

输入样本的获取方式为，从表6．2中所示范围内将每一个输入参数等距分为

五个点，然后进行全组合，共获得625组输入样本。输出样本是控制器系数，按

第四章f4．15)311J(4．20)的公式计算。神经网绍的训练目标为0．00001，训练522步

达到目标。训练过程如图6．4。
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图6．4神经网络训练图

6．3．5非线性单容液位系统控制实验

6．3．5．1自适应模式

每一个算法进行控制时，时间分为180秒一段，1-360秒时间段内泵l输入

伪随机二进制控制信号进行参数辨识；361—540秒时间段内让系统进入稳态；后

面的541．2880秒时间段内系统投入自动控制。MGPC一1、MGPC一3和MGPC．4

设定值与扰动泵2在各个时间段内的变化’隋况如表613，MGPC一2设定值与扰动

泵2在各个时间段内的变化情况如表6．4。

扰动泵2的变化情况在四个控制算法实验中都是一样的。设定值的变化基本

一样，只是表63中的O．23在表6．4中变成了0．24，这是考虑到MGPC．2与

MGPC—l、MGPC一3、MGPC一4完成的时间不同，测量装置对于同一高度测量结

果出现稍微不同而进行调整的。

实验中，为了不使泵发生倒灌，泵的控制信号的最低值限制在45。当计算

得到的控制信号的幅值小于45或大于100时，采用“cut。ofr”方法，直接取其

最近的边界值。

实验结果如图6．5到图6．17所示。图6．5到图6．8中实线为系统输出，点线

为输出设定值，虚线、点划线分别为锅形容器的上下边界高度值。图6，5到图6．8

中输出曲线上的尖脉冲是系统受到泵2扰动时的响应。图6．9到图6．12中的实线

为泵1的控制信号，虚线为扰动泵2的控制信号。图6．13到图6，17中实线、虚

线、点线和点划线分别为MGPC．1、MGPC之、MGPC．3和MGPC．4的模型参数
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在线辨识值，下三角形线和上三角形线分别为MGPC．4中相应模型参数在训I练

神经网络时输入样本点取值的上下界。

表6．3设定值与扰动泵2变化情况(一)

表6．4设定值与扰动泵2变化。l靓(--)
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图6．17模型参数辨识值C
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在非自适应模式时，MGPC。l、MGPC一2设定值及扰动的变化情况如表6．4

所示，MGPC一3、MGPC．4设定值及扰动的变化情况如表6．3所示。其它情况与

自适应模式时一样。非自适应模式时，设计广义预测控制器依据的模型为(6 3)

式。控制结果如图6．18到图6．25所示。

为了与自适应模式进行对照，整个物理过程力求与自适应模式时保持一致，

辨识器仍然在线运行，只不过控制器不再按辨识结果在线进行校正了。模型参数

的实时辨识结果不再列出。
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6．3．6非线性单容液位系统实验结果分析

所有实验经历的物理过程基本相同，图6．13到图6．17的模型参数实时辨识

曲线也具有相同的变化趋势，表明实验结果具有可比性。

在遇到强大扰动，或者液位正向或者反向穿越锅形容器顶部平面时，模型参

数辨识值变化幅值很大。这是由系统的非线性引起的，当液位处于不同高度或扰

动泵2处于不同工作频率时，对象的动态特性差异很大，如果用同样结构的线性

化模型来描述系统，则其模型参数值就会变化很大。

表6．5和表6．6给出了各个实验在721秒到2880秒之间，系统输出跟踪设定

值的误差绝对值和以及误差平方和。表中数据说明，各个算法不论是自适应模式，

还是非自适应模式，控制效果几乎相同。在自适应模式下，跟踪速度与控制质量

相对有一点提高，但不明显。

表6．5自适应模式下的误差绝对值和与误差平方和

表6．6非自适应模式下的误差绝对值和与误差平方和

实验中设定值的变化和泵2引入的扰动均非常大，设定值的变化范围几乎遍

布了液位的可调区间，而泵2扰动的幅值每次都接近其可调频率范围的一半，但

实验都取得了满意的控制效果，这表明所有算法具有良好的跟踪能力及抗扰动能

力。在非自适应模式下，尽管实际对象的特性发生了较大变化，但控制器性能并

没有明显的下降，亦说明各个算法具有很强的鲁棒性。

图6．13和图6．17实时辨识曲线表明，训练神经网络时所选的模型参数的变

化区间基本上覆盖了实时控制时模型参数的变化范围，只有极少数的辨识值落在
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己iJil练的区间之外。MGPC一4的控制结果表明，在神经网络映射器己训练范围内

MGPC一4完全能够实现MGPC．3的控制功能。

6．4多容液位控制系统实验研究

6．4．1多容液位系统简介

构造如图6．26所示的非线性多容液位系统。被控对象由图6．1多容液位装置

的中间四个水槽组成，执行机构是泵1和泵2。泵1的水分别注入LTl02、LTl03、

LT203；泵2的水分别注入LT201、LT203、LTl03。LTl03的水流入LTl02，LT203

的水流入LT201，LTl02和LT201的水流回底部贮水箱。每个水槽的结构均相同，

分隔为三部分，泵1或泵2的水从左边水槽底部注入，溢流进入中间方形容器，

然后向右从带纵向开口的隔板流入右边的排水槽。

图6．26多容液位系统工艺流程示意图
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6．4．2多容液位系统的模型

为了解多容液位系统的动态特性分布情况，在表6．7所示测试点位置对系统

进行了模型测试。测试信号为伪随机二进制信号，共进行了九组测试。

表6．7模型测试点

序号泵1泵2

数据采样周期为1秒。分别建立了过程的传递函数模型和CARIMA模型。

建立模型时是分成两个子模型进行分析的，每个输出对应一个子模型。

传递函数模型选用(6．5)式的形式：

陵持
e一7II。

e—T213

其中输入输出变量符号对应的物理量如表6．8所示：

表6．8符号对应表

符号 物理量

M

地

yl

y2

泵1的工作频率

泵2的工作频率

LTl02的液位

LT201的液位

(6．5)

一P

一已鱼峨生№玉M玉M
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模型分析得到各个工作点的传递函数模型参数值如表6．9和6．10所示

表6．9传递函数模型参数值表(一)

表6．9与表6．10所示各测试点的增益系数、时间常数和纯滞后分别绘于图

6．27、图6．28、图6．29中。从图中曲线可知，在不同的测试点，对象的特性变化

很大，说明过程具有较强的非线性。从图6．27可以看出，泵的工作频率越高，

则对应的开环增益系数越小。这与系统的物理特征是一致的，因为系统中液体的

总量不变，随着泵的工作频率增大，抽出的液体增多，贮水箱中的液位逐渐变低，
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导致泵的供水能力相对下降。图6．28中时间常数正。和正：也存在类似的变化规

律，这是因为当泵的工作频率较大时，管道上液体流量大，工作频率的较小变化

能很快在水槽液位中反映出来，也就是对象的时间常数变小了；相反，当变频泵

工作在较小频率时，管道上液体流量小，泵工作频率的变化要在较长的时问后刁+

能从液位对象中反应出来，这时系统的时间常数较大。而图6．29显示纯滞后。与

。在不同工作点变化不大，接近一个常数。

CARIMA模型选择(6．6)式的形式：

l 1+5㈠2。10+i11：2～I+i：：．善，+i：：，Z。l[Y鼗gj]=l +矗，，z。+五”“||2(f)l
。 。

f6．6、

kI：o．，blb2u：z：1[Au,(t-1)l+m2～，之皿跚
对实验对象的结构进行分析知，这种模型结构显然不足以描述实际的物理对

象。选择这样的模型结构是考虑到用神经网络实现多变量广义预测控制快速算法

时，模型参数少可以减少样本的数量，同时也可以减少神经网络的规模，缩短离

线训练时间。

采样周期为5秒，得到的CARIMA模型的参数值如表6．11和表6．12。

得到CARIMA的平均模型为：

P955k。。+0‘9615毙～．， Ⅶ00 I I 9424z 94625z．：嬲Y沿l 一， “+O． 吐Il 2(f)l

[：0．。．，1；521。1．8；e：-3．。·．。8．9，6，4。e：-。5。z。1jILFuu：,(。t，-一1，)，jl+[1-。·s曾。sz～，．。．。品。。。一。][岂描]‘6·7’
表6．11和表6．12中的模型参数分别绘制于图6．30、图6．31和图6．32中。图

中参数的分布情况同样表明过程具有较大的非线性。五(=“)与B(z“)多项矩阵的

系数具有相似的变化规律，即，泵的工作频率越高，则对应系数值越小。这与前

面传递函数中增益系数与时间常数的变化相一致，过程的时间常数直接决定着

五(z“)中系数的大小，而B(z“)中系数的大小与开环增益系数的大小有对应关

系。



84． 第六章简化广义预测择制算法实验研究

糕
惴
婀
磐

纂
粘
厘
叶一

2

x10

1～
、‘、、 >、、。

．j——一⋯．L一。．——一L一一L一～。4 5 6 7

测试点

图6．27增益系数

+

}
；

。～～、}
． 1
8 9

测试点

图6．28时间常数

111__

4孤?

_

、

●、口岛
、

～
L

～
～

之

1j；lI『14●，．Ⅲ

9



浙江大学博士学位论文 ．85．

崾
蜒
螺

10

—— T一‘～⋯一7 ⋯一 ～一⋯

1，L

测试点

图6．29纯滞后

0 99

0 98

籁

登o，97

一tq 0．96
·《

0，95

0．94

0 93

O 92
2 3 4 5 6 7

测试点

图6．30五(Z-I)的系数蟊，：和西：：：

T11}

T12

T2I

T22

÷1．

9

乱墼i蔓



．86 第六章简化广义预测控制算法实验研究

粲
惴
g
o 1
¨

∞

x 10

0

测试点

图6．31 B(z“)的系数岛扩b碣，、bzl。和岛2。

2 3

测试点

图6．32 C(z。)的系数q。．和如2，

二‰％一

王

～

一iI：一

一一一一一r一

灏嫌譬一．ou

，、|／

f。，≮
～

一



浙江大学博士学位论文

表6．1 1 CARIMA模型参数值表(一)

6．4．3控制器参数选择

依据以上的分析，按照控制周期与预测控制算法参数选择的一般原则

／111][Z211,取控制周期为5秒a预测时域Ⅳl。=Ⅳl：=73，控制时域Ⅳ3。=M：=18。

实验中参考轨迹取设定值的一阶光滑近似，柔化因子q=％=O．5。R与Q为常

值对角阵，对角元素分别为5000和O．01。

辨识模型如(6．6)式所示，初值取(6．7)式中相应的系数值。辨识方法采用带遗
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忘因子的最小二乘法，遗忘因子为0．98，协方差矩阵初值P0=1×104I(I为单位

矩阵1。辨识系统模型参数时，亦分成两个子模型，每个输出对应一个双输入单

输出辨识对象。

6．4．4 BP网络结构、样本选择、及训练

神经网络用来实现基于BP网络的GPC快速算法MGPC一4对多容液位系统

的控制。

按照第五章的说明，控制器的结构为：

Au(t)211～1w 1。1。j

r(f)

《

U。

Ep

(6．8)

根据对象模型(6．6)式，控制器(6．8)式的控制系数为2×10的矩阵，即系数为

‘．(i=l，2，J=1，⋯，10)。故BP网络的输出层节点应是20个。

由于A(z。)和五(：。)中的系数有对应关系，故只选择CARIMA模型中a。、

b11。、‰、q矿日22．、b2l¨、b22．，和c22．等8个模型参数作为BP网络的输入层节

点。模型参数样本的取值区间如表6．13所示。

输入层样本获取方式为，从表中所示范围内将每一个输入参数等距分为五个

点，然后进行全组合，共得390625组输入样本。输出层样本按第四章公式(4．15)

到公式(4．20)计算。由于样本很大，加之需要映射的多变量广义预测算法关系极

其复杂，如果用一个网络来进行映射，则需要较长的训练时间。为了加快实验进

度，采用了20个小网络来代替单个网络，每一个小网络只映射一个控制器系数，

小网络编号与其所映射的控制器系数对应表见表6．14。子网络的结构均为：8—

10—1，训练目标为O．00001，每个子网络的训练步数如表6．15所示。BP训练过

程如图6．33所示。图6．33由20个子图构成，每个子图对应一个小BP网络的训

练过程，中间的数字是相应小神经网络的编号，横坐标是训练的步数，纵坐标是

训练的目标。
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表6．13模型参数样本取值区间

表6．14小神经网络输出层节点对应的控制器系数

表6．15小神经网络的训练步数
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图6．33BP网络训练图

6．4．5多容液位系统控制实验

6．4．5．1自适应模式

把实验时间分为每300秒钟一段，每一组实验的前600秒时间段内泵1和泵

2输入伪随机二进制序列控制信号进行模型参数辨识；601．900秒时间段内让系

统进入稳态；901·3000秒时间段内系统投入自动控制。Y。与Y2设定值变化情况

见表6．16。
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表6．16y，与Y：的设定值的变化情况表

实验中，为了不使泵发生倒灌，控制信号的最低值限制在50。当控制信号

的幅值小于50或大于100时，采用“cut—off”方法，直接取其最近的边界值。

实验结果如图6．34到图6．5l所示。图6‘34到图6t37中实线、点线分别为系

统输出Y．与n，虚线、点划线分别为M与Y：的设定值a图6．38到图6．41中的实

线和虚线分别系统的输入“．和％。图6．42到图6．5l中实线、虚线、点线和点划

线分别为MGPC一1、MGPC．2、MGPC．3和MGPC-4的模型参数在线辨识值，下

三角形线和上三角形线分别为MGPC．4中相应模型参数在训练神经网络时输入

样本点取值的上下界。
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6．4．5．2非自适应模式

在非自适应模式时，设定值变化情况与自适应模式一样，见表6．16。非自适

应模式时，广义预测控制器依据模型(6．7)设计。控制结果如图6．52到图6．59所

不。

为了与自适应模式时的控制结果进行对照，整个物理过程力求保持与自适应

控制模式时的情形一致，辨识器仍然在线运行，只不过控制器不再按辨识结果在

线进行校正了。模型参数的实时辨识结果不再列出。
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图6．57 MGPC-2控制变量M和“2
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图6．59 MGPC一4控制变量％和“2

6．4．5多容液位系统控制实验结果分析

多容液位控制实验中各算法所经历的物理过程基本相同，图6．42到图6。51

的模型参数实时辨识曲线也具有相同的变化趋势，表明实验结果具有可比性。

图6．42到图6．51的实时辨识曲线表明，当系统从一个平衡点变到另一个平

衡点时，模型参数也随之发生变化，表明系统在不同工作点的特性不一样，这是

由于对象的非线性引起的。首先变频泵在不同的频率下扬程里非线性变化；其次，

整个系统的液体总量不变，当抽出的液体多时，贮水箱中的液位就会下降，影响

泵的供水能力。这些因素和装置中的其它非线性特性一起导致了整个系统在不同

工作点时，输入输出特征不一样。

表6．17到表6．20的数据为各个控制算法实验在1200秒到3000秒之间输出

跟踪设定值的误差绝对值和以及误差平方和。表中数据说明各个算法不论是自适

应模式，还是非自适应模式，控制效果几乎相同。只有MGPC一4在自适应模式

下，性能相对有所下降，输出跟踪设定值的误差绝对值和明显比其它三种方法大，

图6．37所示的系统输出嗌线也不如其它方法。而在非自适应模式下，MGPC．4

与其它三种算法的控制效果基本相同。这可能是在训练神经网络时，所选模型参
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数区间不能完全覆盖实时控制时对象模型参数变化的范围，导致了在没有训练的

区域神经网络泛化能力变差的缘故。这一点可以从图6．42到图6．51实时参数辨

识结果得到证实，在控制过程中MGPC．4的有些参数，特别是有色噪声多项式

的系数c．，和c：川实时辨识结果有相当一部分落在所训练的区间之外。而在非自

适应模式时，标称模型的参数已包含在训练的区间之内，故BP网络能正确地实

现映射。

表6．17自适应模式下的输出跟踪设定值的误差绝对值和

表6．18非自适应模式下的输出跟踪设定值的误差绝对值和

表6．19自适应模式下的输出跟踪设定值的误差平方和

表6．20非自适应模式下的输出跟踪设定值的误差平方和
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实验结果还证明了广义预测控制算法具有极强的鲁棒性。对于双输入双输出

的对象，用8个参数的多变量CARIMA模型来描述，显然是严重模型失配的，

但所有算法都取得了满意的控制结果。说明GPC算法在模型失配的情形下仍然

能够获得较好的控制品质，具有良好的鲁棒性能。

6．5小结

在单容非线性液位系统控制和多容液位系统控制中的对比实验研究表明，第

二章至第五章给出的简化算法不论是在自适应模式下，还是在非自适应模式下，

都是可行的，并且具有一致的控制效果。同时，实验还证明了把CARIMA模型

中的A(z。1)和C(z。)构造成对角多项式矩阵形式的建模方法在现实应用中确实

是可行的。另外，根据模型的这种特殊结构，采用辨识多个多输入单输出的子模

型代替辨识单个多输入多输出模型的方法也是可行的。这样就能降低多变量系统

在线辨识的实现难度。

第三章算法是对第二章算法在非自适应模式下的简化，第四章算法是对第二

章算法在自适应模式与非自适应模式下的全面简化，而第五章算法是通过BP网

络的映射能力对第四章算法的进一步简化。理论推导与实验研究表明，这种简化

是在线计算与算法实现形式的简化，并没有以牺牲算法的控制性能为代价。当然，

只有在离线训练时输入样本的取值区间能够基本上覆盖实时控制时对象模型参

数辨识值的变化范围，才能保障第五章算法控制性能不下降。
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摘要：对本文的工作进行了总结，讨论了本文给出的简化广义预测控制算

法的适用范围、在线实现时需要注意的问题和需要进一步研究的工作。

7．1研究工作总结

生产实践发展的需要催生了模型预测控制方法，预测控制理论发展的目的是

更好地服务于生产实践。因此，如何把先进的预测控制算法更好在控制回路上实

现是预测控制发展的根本性问题之一。本论文正是从这一观念出发，在前人研究

的基础上，对广义预测控制算法提出了一系列的简化实现方法。

在绪论部分，介绍了模型预测控制方法的发展过程、现状、目前存在的局限

性以及发展趋势。分析了广义预测控制算法的特点及应用时存在的困难。总结了

模型预测控制方法中通常采用的简化实现方法，综述了广义预测控制算法简化实

现方面已取得的成果，并指出了论文所要进行的研究工作。

第二章，首先说明对于物理可实现的多变量系统，其CARIMA模型总可以

构造成A(z。)与C(z。)取对角多项式矩阵的形式。在这种模型结构的基础上，给

出了多变量广义预测控制算法的完整求解过程。在算法的推导过程中，显式地考

虑过程纯滞后项，以提高计算效率。这种形式的模型结构，不但广义预测控制算

法的求解过程可以得到很大程度的简化，相应的参数辨识问题也得到简化，可以

把一个多输入多输出模型的复杂辨识问题分解成多个多输入单输出的小型辨识

问题。

第三章中，通过对广义预测控制算法中输出自由响应项的进一步推导，得到

了状态反馈形式的广义预测控制器。消除了在非自适应模式下在线求解过程自由

响应的必要，可以像PID控制器一样实现GPC控制器。

第四章利用CARIMA模型直接递推得到了更加简洁的广义预测控制器形

式，不但在自适应模式下无需进行Diophantine方程的求解，即使在非自适应模

式下，实现方式与计算量也得到极大的简化。

第五章通过对多变量广义预测控制算法内在机理的分析，指出GPC算法实

际上是一种函数映射关系，是从对象的模型参数空间到控制器系数空间的映射，
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并可用神经网络的映射能力来实现广义预测控制的快速算法。

第六章在非线性液位装置上对以上简化的广义预测控制算法进行了对比实

验研究。实验结果证明了各个方法的可行性、有效性与等效性。

7．2简化方法的适用范围

对于自适应情况下的在线计算来说，第二章、第三章的方法计算量最为繁重，

都要求解Diophantine方程，并需要矩阵逆运算。第四章递推算法计算量相对减

少，不需要求解Diophantine方程，但也需要矩阵求逆。第五章所示快速算法计

算量大大降低，既不需要求解Diophantine方程，也不需要矩阵求逆。但基于BP

网络的快速算法只能保证在已训练的模型参数范围内具有优良的控制品质。因

此，在计算资源及控制周期允许的情况下，选用第二章、第三章、第四章的方法

均可。而对于计算资源有限，或者要求快速控制的系统，在对象模型参数变化的

范围大概知道的情形下，第五章所示快速算法是最合适的选择。

在非自适应模式下，第四章的方法计算量最小。第三章所示方法控制器系数

维数与预测时域有关，计算量相对大一点。第二章的方法需要求解输出的自由响

应项，不太适合在非自适应模式下选用。第五章提出的方法在非自适应模式下的

计算量与自适应情况一样多，主要由网络规模决定。不过在非自适应模式下，基

于神经网络的广义预测控制快速算法适应能力相对最强。因为如果控制器已经投

运了，却需要调整模型参数，且变化的参数落在已训练的范围内，则神经网络控

制器不需要作任何变动，而其它方法都要重新计算相关系数。实验证明在非自适

应情形下，这些方法都具有较好的鲁棒性，能在一定范围内保证控制效果。因此，

可以根据控制的需要，选用合适的方法。

7．3实现简化算法时需要注意的问题

采用第二章、第三章的方法时，涉及的Diophantine方程求解可以采用递推

形式，以减小计算量。对于基于BP网络的广义预测控制快速算法以外的其它方

法中要求的矩阵求逆运算，按矩阵的结构形式可以采用与文献[83][84][851qb类似

的递推求解方法，以进一步减轻计算负担。

在线实现时，对输入输出数据采用适当的数值滤波方法【1221，有利于提高算

法的控制效果。
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另外，论文中所提出来的各种方法都没有考虑控制变量的约束条件，而是通

过适当调整设计参数来满足控制性能要求。尽管在本文的实验中，很少有违背约

束的情形发生，但执行机构一般会存在控制变量的幅值及速率约束。因此在运用

这些算法前，应通过闭环仿真实验适当调整设计参数咀尽可能地满足约束条件，

在线实现时应结合“cut-off”方法来保证输入变量不要违背约束条件。

7．4需要进一步研究的工作

在许多系统中，除了不可测量扰动外，有时会存在可测量的扰动。当需要对

这些可测量扰动进行前馈控制时，是否也可以通过分析其内在规律，找到一些简

化的方法呢?这种可能性是存在的。因为扰动本身是系统的一种输入，对过程的

影响满足一定的规律，只要能获得其模型便可以按论文提供的思路找到相似的解

决方案‘12卦。

在第六章单容非线性液位系统的实验研究中，由于训练的样本区间基本上覆

盖了实时辨识的参数变化区间，基于BP网络的快速算法完全能够实现第四章方

法的控制功能。但在多容液位系统的对比实验中，由于训I练BP网络时所选的参

数区间不能完全覆盖在线控制时辨识参数值的变化范围，第五章的方法就没有完

全达到第四章方法的控制效果。因此还需要进一步研究，以寻找选择模型参数区

间的规律。

实际的输入输出变量都存在着一定的约束，如果不加以考虑，则过程就不能

运行在期望的状态下。如何更有效地引进约束条件一直是模型预测控制方法研究

的难点与热点问题。引入硬约束，优化时便需要数值解法，就无法回避繁重的在

线计算负担。许多商业化模型预测控制产品中使用的分层优化方法与“罚函数”

方法，可以引入到广义预测控制方法中。例如对第五章的快速算法，可以按不同

的设计参数训练多个实现GPC快速算法的神经网络，在线实现时通过一定的“罚

函数”来选择相应的神经网络，则既可以避免违背约束条件，又可以减轻计算负

担。

文献[1241指出对于状态变量与输入变量有约束的离散线性时不变系统的有

限时域或者无限时域线性二次最优控制问题，可以找到显式状态反馈解。并指出

这些闭环形式的解是分段线性和连续的，在线运行时只需要计算这些预先确定的

分段线性函数就可以得到控制量。这种思路很有借鉴意义，说明对于有约束的预

测控制问题，确实存在通过离线计算来简化在线实现的途径。对于有约束的广义

预测控制算法也应该存在类似的规律，可以进一步进行探讨。例如可以通过不同
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参数区域的划分训练不同的网络来保证广义预测控制方法的全局最优性。

另外，论文中提到的简化方法，可以推广到状态空间模型及其它模型形式的

广义预测控制方法中，同时也可以把这种思路与其它的预测控制算法相结合，寻

找更加可行的实现方法。
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