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摘  要 

随着嵌入式产品的广泛应用，方便快捷地输入汉字的需求也越来越

大。如何把在 PC 上相对成熟的基于统计语言模型的中文整句输入法技术，

应用于对时空复杂度要求更苛刻的嵌入式系统中，就是很有研究价值的课

题。本文在前人研究成果的基础上，开展了以下工作：  

首先，针对手机等嵌入式产品多应用于口语环境的实际情况，本文从

书面语和口语存在的差异出发，对语言模型的语体自适应方法进行研究，

提出了基于 trigram 语体特征分类的自适应算法。该算法根据 trigram 单元

的语体特征倾向动态分配权值，选取几种不同的权值生成函数。本文提出

的方法可将已有的书面语语言模型适应到口语语言模型，使得在口语应用

环境下中文整句输入法的拼音转汉字正确率有了较大的提高。  

其次，为满足使用嵌入式系统的终端用户的个性化要求，本文利用系

统可以实时获得用户反馈信息的特点，对压缩语言模型的在线自适应进行

研究，提出了基于错误修正学习的压缩语言模型在线自适应方法。该方法

通过有用户指导的实例学习的方式，以修正解码错误为直接驱动目标，在

满足嵌入式系统对时间复杂度要求的前提下，逐渐调整压缩语言模型中的

单元排名和单元次数索引。本文提出的方法将通用的压缩语言模型在线自

适应到针对特定用户的压缩语言模型，让嵌入式系统的某个用户在实时使

用的过程中，中文整句的拼音转汉字的正确率逐渐提高。  

在本文工作涉及的中文整句输入法系统中，首先用语言模型的语体自

适应方法，从原有的 PC 上的语言模型获得口语环境下性能更好的通用语

言模型，再利用已有方法对其进行压缩处理，得到用于嵌入式系统的压缩

了的语言模型，最后在某个用户使用输入法的过程中，用压缩语言模型的

在线自适应方法不断地提高针对该用户的汉字输入性能。该方法达到了让

嵌入式系统的用户更加方便快捷地输入汉字的目的，获得了较好的性能。 

关键词：语言模型    嵌入式系统    语体自适应    在线自适应 

错误修正学习 
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Abstract 

With the wide use of embedded systems, the need for an efficient way to input 

Chinese characters becomes larger and larger. Applying Chinese full-sentence input 

methods based on a statistical language model (already mature on PCs) is a valuable 

research task. Based on others’ research, the work in this thesis is as follows. 

At first, in order to address a spoken language environment, a 

language-style-based adaptation method for language models is studied, and an 

adaptation method based on the classification of a trigram’s style feature is proposed, 

based on the differences between spoken and written languages. In this method, 

weights are dynamically calculated according to the trigram’s language style tendency, 

and several weight generation functions are proposed. The proposed method can 

adapt a written language model to a spoken language model, so the accuracy of 

pinyin-to-character conversion in a spoken language environment can be improved. 

Second, in order to address personal input needs for embedded systems, online 

adaptation for compressed language models is studied, and an online adaptation 

method for compressed language models by learning from error-correction is 

proposed, based on real-time feedback from the system. In this method, a kind of 

user-supervised, example-based learning is used to achieve the goal of error 

correction; considering the demand of time complexity in embedded systems, the 

rank or count index of an n-gram in the embedded language model is modified 

gradually. The proposed method can adapt a common compressed language model to 

a user-dependent compressed language model, so the accuracy of pinyin-to-character 

conversion for a certain user of an embedded system can be improved gradually in 

practice. 

In Chinese full-sentence input systems related to this paper, a language style 

based adaptation is used to adapt the original language model used on a PC to a 

common language model which is more effective in spoken language environments. 

Then, a compressed language model useful for embedded systems is acquired by 

compressing the common language model with others’ method. When a certain user 
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uses the input system, online adaptation for the compressed language model is used to 

continuously improve the Chinese input efficiency for this user. These methods help 

achieve the goal of allowing embedded system users to input Chinese more 

conveniently and quickly, and do so with good performance. 

Keywords: language model    embedded system    language style based 

adaptation    online adaptation    learning from error-correction
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第 1章  前  言 

1.1  研究背景 

伴随着二十一世纪的曙光，人类迎来了一个充满希望的新时代。而作为二

十世纪人类社会最伟大的发明之一，计算机也迈入了其另一个充满机遇的阶段

——后 PC时代。不知不觉中，形式多样的数字化产品已经开始继 PC机之后成

为信息处理的一大主要工具，并且正在逐步形成一个充满商机的巨大产业。 

后 PC时代的到来，使得人们开始越来越多地接触到一个新的概念——嵌入

式产品。像手机、PDA均属于手持的嵌入式产品，VCD机、机顶盒等也属于嵌

入式产品，而像车载 GPS系统、数控机床、网络冰箱等同样都采用嵌入式系统。

形式多样的数字化设备正努力把 Internet连接到人们生活各个角落，也就是说中

国数字化设备的潜在消费者数量将以亿为单位。嵌入式软件是数字化产品的核

心。如果说 PC机的发展带动了整个桌面软件的发展，那么数字化产品的广泛普

及必将为嵌入式软件产业的蓬勃发展提供无穷的推动力。 

中国有世界上最大的家用电子产品消费市场，彩电、VCD 等拥有量都居世

界第一；随着消费结构的改变，人们对家电的灵活性和可控性提出了更高的要

求；这些只能通过家电的数字化和网络化来实现；随着电话通信费用和通信类

电子产品的价格进一步下调，PDA 结合数字手机将成为今后个人数据通信和事

务处理的最佳选择；同时，对于现代化的医疗、测控仪器和机电产品也需要有

专用的嵌入式系统软件的支持。这些需求都极大地刺激了嵌入式系统的发展和

产业化的进程。 

当前的嵌入式操作系统主要有Windows CE，VxWorks，pSOS，QNX，Palm 

OS，OS-9，LynxOS，Linux 等。基于这些系统的大量嵌入式软件已经在很多领

域得到广泛应用，如信息电器，移动计算设备，网络设备，工控、仿真、医疗

仪器等。本文只着重关注移动计算设备，即手机，PDA，掌上电脑等各种移动

设备。 

这些设备易于使用，携带方便，令人们可以随时随地获取信息，因而得到

了快速发展。而用户是否乐于接受的一个重要因素是它们与使用者之间的是否

有亲和力，即是否有自然的人机交互界面。通常人们与信息终端交互，希望以
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GUI 屏幕为中心的多媒体界面。所以手写文字输入、语音拨号、短消息语音发

布等等很多人性化的软件服务有很大的发展空间。 

本文就是基于以上考虑，对一个嵌入式系统中使用的中文整句输入法做进

一步的研究和开发，该中文整句输入法系统是以统计语言模型为核心的。本文

的主要工作是对语言模型自适应方法在嵌入式系统中应用的研究，所以下面将

会介绍一下统计语言模型的自适应方法。 

1.2  统计语言模型的自适应方法概述 

1.2.1  语言模型概述 

语言模型按照建模方式可分为两大类：确定性语言模型（或形式语言模型）

和统计语言模型[1]。确定性语言模型是建立在形式语言理论的基础上的，用一个

先验的形式语法来描述语言的内在结构，以判别句子的下一个语言单元。而统

计语言模型是根据统计理论，通过对大量语料进行统计，揭示出语言内部固有

的统计特性。 

1.2.1.1  形式语言模型 

形式语言（Formal Language）和自动机理论是 Chomsky提出的，它认为一

个文法 G是由四部分组成的：一组终结符号，一组非终结符号，一个开始符号，

以及，一组产生式。 

所谓终结符号乃是组成语言的基本符号，从语法分析的角度来看，终结符

号是一个语言的不可再分的基本符号。 

非终结符号（也称语法变量）用来代表语法范畴。一个非终结符号代表一

个确定的语法概念。因此，一个非终结符是一个类（或集合）记号，而不是一

个个体记号。例如，算术表达式这个非终结符乃代表一定算术式组成的类。因

而，也可以说，每个非终结符号乃表示一定符号串的集合（由终结符号和非终

结符号组成的符号串）。 

开始符号是一个特殊的非终结符号，它代表语言中我们最终感兴趣的语法

范畴。这个语法范畴通常称为句子。 

产生式（也称产生规则或简称规则）是定义语法范畴的一种重写规则。一

个产生式的形式是： 
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α→A  

其中，箭头（有时也用::=）左边的 A 是一个非终结符，称为产生式的左部

符号；箭头右边的α是由终结符号或/与非终结符号组成的一符号串，称为产生

式的右部。 

形式上说，一个文法 G是一个四元式（VT，VN，S，P），其中 

VT是一个非空有限集，它的元素称为终结符号； 

VN是一个非空有限集，它的元素称为非终结符号， φ=∩ NT VV ； 

S称为开始符号，是一个非终结符号； 

P是一个产生式集合（有限），每个产生式的形式是 α→P ，其中， NVP∈ ，
*)( NT VV ∪∈α 。开始符号 S至少必须在某个产生式的左部出现一次。 

假定 G是一个文法，S是它的开始符号。如果 α
*
⇒S ，则称α是一个句型。

仅含终结符号的句型是一个句子。文法 G 所产生的句子的全体是一个语言，将

它记为 L(G)。 

}&|{)( *
TVSGL ∈⇒=

+

ααα  

按照对产生式限制条件的不同，文法分为四种类型：0 型、1 型、2 型和 3

型，它们描述语言的能力依次降低。 

我们说 G=（VT，VN，S，P）是一个 0型文法，如果它的每个产生式 

βα →  

是这样一种结构： *)( NT VV ∪∈α 且至少含有一个非终结符，而
*)( NT VV ∪∈β 。 

0型文法也称短语文法。0型文法的能力相当于图灵机（Turing Machine）。

或者说，任何 0 型语言都是递归可枚举的；反之，递归可枚举集必定是一个 0

型语言。 

如果对 0型文法分别加上以下的第 i条限制，我们就得到 i型文法： 

1. G 的任何产生式 βα → 均满足 βα < （ α 指符号串α的长度）；仅仅

ε→S 例外，但 S不得出现在任何产生式的右部。 

2. G的任何产生式为 β→A ，其中 NVA∈ ， *)( NT VV ∪∈β 。 

3. G的任何产生式为 BA α→ 或 α→A ，其中 *
TV∈α ， NVBA ∈, 。 

1型文法也称上下文有关文法。这种文法意味着，对非终结符进行替换时务

必考虑上下文，并且，一般不允许替换成空串ε。 

如果非终结符的替换可以不必考虑上下文这就是 2型文法。2型文法也称上
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下文无关文法。 

3型文法也称右线性文法。由于这类文法等价于正规式，所以也称正规文法。 

根据形式语言的这些定义所建立起来的语言模型就称作确定性语言模型。

显然，这样的语言模型能自然地描述语言的结构及语法制约，和人类自身进行

语音识别时有一定程度上的相似，是很理想的。 

目前，研究得最多的是上下文无关文法和正规文法。虽然，这两种文法定

义的语法范畴（或语言单位）是完全独立于这种范畴可能出现的环境，而自然

语言的一个句子、一个词及至一个字，它们的语法性质和所处的上下文往往密

切相关，因此，在理论上，上下文无关文法和正规文法都不宜于描述任何自然

语言。但是，在有限的领域内，它们还是能提供相当多的语法信息，因为它们

毕竟抓住了语言中部分的本质特征和语法制约。我们并不要求所用的语法规则

多么完美，能穷尽所有的语法现象（当然，也不可能穷尽），只要它能提供足够

的信息，帮助我们区分开在声学模型中无能为力分开的词，那么，就达到了使

用语言模型的目的。 

1.2.1.2  统计语言模型 

通常情况下，确定性语言模型在应用中受到很大的限制。比如，语法规则

的获取并不直接和有效，往往需要专家对大量例句进行分析才能给出合理的形

式化描述，人员、资源和时间的耗费较大；语法规则的鲁棒性比较低，难于应

对意外情况（例如生词），而且蕴含在不同领域不同习惯的语言现象中规则很

难保持一致；由于自然语言现象的复杂性，对于任意一条语法规则，都很有可

能存在着例外，处理例外情况对规则性破坏的问题目前很难解决；等等。 

正是由于以上原因，统计语言模型逐渐在研究和应用中得到了广泛的重视。

尤其是从二十世纪末开始，计算机的存储能力和计算能力得到了大幅度的提高，

使得大规模的统计成为可能。于是，具有准确性高、容易训练、容易维护等优

点的统计语言模型就在很多领域中得到了应用，比如语音识别，OCR，手写识

别，机器翻译，文本校对，信息检索，以及本文工作涉及的中文整句输入法，

等等。常见的统计语言模型建模方法有 n-gram模型方法[2]、决策树模型方法[3]、

最大熵模型方法[4]、基于词类的 n-gram 模型[5, 6]等，其中 n-gram 模型由于其简

单有效，得到了广泛的应用，也是本文研究的内容。 

n-gram 模型基于这样一种假设：第 n 个词的出现只与前面 n-1 个词相关，
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而与其它任何词都不相关。我们用 nww ,,1 K 来表示这 n个词，那么词 nw 出现的

概率就可以写为 )|( 1
1
−n

n wwp ，这里 1
1
−nw 表示词串 11 ,, −nww K 。在有大量训练语料

保证的前提下，根据最大似然准则，可以得到： 

)(
)()|( 1

1

11
1 −
− = n

n
n

n wc
wcwwp             （1.1） 

)( 1
nwc 和 )( 1

1
−nwc 分别表示词串 ),,( 1 nww K 和 ),,( 11 −nww K 在训练语料中出现

的次数。又假设这 n个词组成一个句子W，那么这句话的先验概率就是： 

)|()( 1
11

−
+−=

Π= i
nii

n

i
wwpWp             （1.2） 

之所以把这种模型称为 n-gram模型，就在于其反映了连续 n个词之间的相

关信息。 

在 n比较小（ 3≤n ）的情况下，这个模型还是比较可行的。 

当 n=1时，称为 unigram模型，实际上计算的是各个词在训练语料中出现的

频度。在这个模型下，所有词都被认为是相互独立的，彼此之间没有相关信息，

只使用了词频的统计特性。 

当 n=2时，称为 bigram模型，实际上计算的是各个词对在训练语料中出现

的频度。在这个模型下，每个词只与其前面出现的那个词相关。从（1.1）式可

得： 

)(
)(

)|(
1

2
1

12 wc
wc

wwp =              （1.3） 

当 n=3时，称为 trigram模型，实际上计算的是词的三元组在训练语料中出

现的频度。在这个模型下，每个词只与其前面出现的那个词对相关。从（1.1）

式可得： 

)(
)()|( 2

1

3
12

13 wc
wcwwp =              （1.4） 

1.2.2  统计语言模型的自适应 

语料库语言学(Corpus Linguistics)的研究发现：词的频度、连接关系

等和统计所用的特定语料库有着非常密切的关系，而且在不同的语料库中

的表现相差可能非常巨大。人们在获得特定的语料并据此训练成特定语言
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模型后，有可能将该语料应用到很多不同场合的应用中去，并因此可能产

生应用场合和训练语料不匹配的问题，导致语言模型性能的显著下降 [7]。  

一般来说，引起语言模型应用场合和训练语料不匹配的原因可能有以

下几个：  

一、领域不匹配。语言作为人类社会交流的主要工具之一，由此产生

的文本资料五花八门、无所不包，涉及到人类社会的方方面面。每一个不

同的领域，不仅有各自不同的专业领域的词汇，而且其文风、措辞习惯等

都相差很远，比如文学批评专著和财经新闻语料之间的差异就非常大。  

二．由地域造成的语料差异。这一点一般和方言相关，中国分八大方

言区，虽然绝大部分方言区和标准普通话使用相同的汉字，但由于其发音、

措辞习惯等和标准普通话存在较大差距，因此一般称之为“方言普通话”。

比如，四川人说普通话往往喜欢以“哈”字结束，如“不好意思哈”等，

远远高于标准普通话。除此之外，政治原因也造成一些不同地域之间语言

习惯的不同。典型例子就是大陆、香港和台湾三地语言习惯的差异。比如

台湾国语使用“汰换”一词，指“淘汰并更换掉”，这个词在大陆几乎无

人知道，而大陆用词如“超编”，指“超出人员编制”，在台湾也是少有

人知。这种差异使得用标准汉语文本训练的语言模型，在应用到其他地区

时性能会下降。  

三、个人的使用习惯上的差异。每个人由于教育、经历等的不同，造

成其在语言使用习惯上的差异。因此训练好的语言模型并不一定最适合当

前用户。  

这样，就有必要设计某种调节语言模型参数的算法以提高其适应能

力，这种算法就是语言模型自适应(Language Model Adaptation)技术 [8-22]。 

语言模型的自适应的基本思想是，根据不断变化的应用环境，不断调整语

言模型中各种语言现象出现的概率，以适应不同应用环境各自的特征。 

传统的自适应策略有两种：基于主题的语言模型[8-13]和基于记忆的语言模型
[8, 14-17]。 

基于主题的语言模型自适应方法,也被称为领域自适应方法，其主要思想是

在应用语言模型的过程中，首先确定当前文章所属的主题，然后选择适合该主

题的语言模型，计算当前单词和句子的概率，随着运算过程的推进，不断重复

这个过程，直到文章结束。基于主题的自适应语言模型中主要需要解决的问题
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有两个：1)如何将混合语料划分为不同主题的语料；2)如何在运算过程中,根据

当前主题确定各个语言模型的权重。在第1个问题中，可以采用的方法有很多，

如向量距离法、贝叶斯算法以及KNN算法，其中最常用的一种方法是向量距离

法[8]。在第2个问题中，通常采用的方法有两种：线性插值法[8, 10]和最大熵法[23]。

线性插值法比较常用，其最大优点是易于实现，计算效率高；其缺点是难以保

证各个模型的完整性，并且无法达到最优的插值结果。最大熵法的优点是能够

达到更优化的插值结果；缺点是计算量大、计算效率低。此外，在基于主题的

自适应语言模型中，还有一种非线性方法[24]，即把当前要处理的单词划分为常

用词、主题相关词以及主题无关词三种，不同类型的单词采用不同模型来处理。 

基于记忆的自适应语言模型主要是基于这样一个假设而提出的，即一个在

文章的前面部分出现过的词，往往会在后面重复出现。基于记忆的自适应语言

模型主要有两种：Regular Cache和Decaying Cache[15]。无论是Regular Cache还是

Decaying Cache，在模型中都只是简单地对文章中前面出现过的词进行频率统计,

并认为出现频率越高的词在后面出现的可能性就越大。但是这个假设过于简单，

首先它没有考虑到常用词的影响，因为在文章前面经常出现的往往是一些常用

词，而不是那些能更好反映当前文章主题特征的词汇；其次，它只考虑了一个

单词对其本身重复出现的概率的影响，而没有考虑到它对其他单词出现概率的

影响。因此，须对原有模型作一定的改进，以使其具有更好的自适应能力。有

人采用TFIDF公式[25]代替原有的简单频率统计法，并建立了一种基于记忆的扩展

二元模型，采用权重过滤法以节省模型计算量，结果能够很好的提高原有模型

的性能，增强了模型的自适应性[17]。 

另外，根据自适应语料收集方式的不同，语言模型的自适应可以分为离线

的自适应和在线的自适应。离线自适应方法往往要求应用环境比较确定，且自

适应语料比较充分；而在线自适应方法应用的主体往往是事先不确定的某个领

域或用户[16, 18, 19]。 

1.3  嵌入式系统对统计语言模型的要求 

和通常的计算机相比，嵌入式设备具有存储能力差、计算能力弱的特点。

一般来说，CPU 的计算能力相差几倍、十几倍，动态存储能力相差几十倍，静

态存储能力则相差几百、几千倍。通用的性能较好的统计语言模型一般都需要
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上百兆字节的存储量，对计算量的要求也较高，这对于目前的嵌入式设备是难

以接受的，从而也影响了统计语言模型在嵌入式系统中的应用。本文工作涉及

的中文整句输入法系统，比较好地解决了在嵌入式系统中应用统计语言模型时

的时空复杂度问题。该系统采用基于单元条件概率剪枝和排名的语言模型压缩

算法[26-29]，使得语言模型在被压缩到 1 MB大小时，模型性能还保持在较高的水

平上，采用整句音字转换框架的分层共享结构，以及基于音节的束网格解码算

法和基于码元的束网格解码算法[29]，提高了解码的速度，满足了在嵌入式系统

中应用统计语言模型的时空性能要求，这是本文工作得以开展的基础和前提。 

在使用手机、掌上电脑等个人移动计算设备时，人们大都是在使用口语来

通话或者编辑手机短信息。而通常用于训练统计语言模型的语料绝大多数都是

书面语的，因此训练出来的语言模型实际上是书面语语体的语言模型。口语和

书面语之间是存在一些差异的，在个人移动计算设备上输入汉字所使用的中文

整句输入法[26, 28]或随意发音的语音识别器[33]，如果仍然使用书面语训练出来的

语言模型，应用条件和训练条件的不一致，必将导致系统总体性能的下降[7]。从

最大似然估计方法的原理可知，如果有充分的口语语料，那么训练出来的语言

模型与应用条件不匹配的问题就可能部分得以解决。但是，大量的口语语料不

容易收集，因而，从书面语语言模型出发，用相对较少的口语语料进行语言模

型自适应，得到口语语言模型，就成为一个不错的思路。这就是语言模型的语

体自适应方法，用来满足在个人移动计算设备等口语应用环境中，使用统计语

言模型的特殊要求，它是本文的主要工作之一，将会在第 2 章中详细地加以介

绍。 

由于嵌入式设备的便携性及其终端特性，嵌入式系统成为面向每个独立用

户的产品，所以不论是嵌入式系统还是其上的应用软件，都应该满足用户使用

中的个性化要求。不同的用户在嵌入式系统中使用中文整句输入法时，由于其

语言风格、生活环境等的不同，会造成一些词的实际使用频率高低不等，一些

词之间的结合概率也不相同，让这些用户不分区别的使用相同的语言模型，就

无法满足每个用户的个性化要求，也就是说，语言模型的应用条件与原来的训

练条件无法达到最大程度的匹配，使统计语言模型的优势不能充分发挥。为了

使语言模型的训练条件和应用条件得到最大程度的匹配，理想的方式是用每个

用户自己的语料来训练一个模型，但这显然是不可能的——训练语言模型需要

的语料量是相当大的，一个用户日常输入的语言量与所需的训练语料相比是微
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不足道的；用户实际的语料是潜在的，在他（她）使用统计语言模型以前，无

法预知，更无法收集；作为在嵌入式系统中使用的产品，由于终端数量的庞大，

潜在的用户量也是很大的，为每个用户事先定制一个专门的语言模型，从工作

量上也是不可行的。所以，一个解决该问题的合理思路是：给用户初始使用一

个通用的语言模型，然后在用户使用过程中根据其自身的输入语料不断地对语

言模型进行实时调整，使语言模型逐渐适应此用户的个性化输入，性能得以提

高。这种根据每个用户的实时使用情况进行语言模型在线自适应的方法，也是

本文的主要工作之一，用于满足使用嵌入式系统的每个终端用户的个性化输入

要求，另外，由于嵌入式系统中使用的是经过压缩的语言模型，针对它的在线

自适应方法又有其特殊性，这些都将在第 3章中详细地介绍。 
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第 2章  语言模型的语体自适应方法 

2.1  语言模型语体自适应方法产生的背景 

口语语体是语言的自然表现形态，生动、灵活、富于变化，在遣词、造句、

修辞等方面都与书面语体有明显的差别。在用词方面：表现日常生活、具有实

体意义的词语较多，而表现抽象概念的词语用得较少；表现感情色彩的后缀成

分、表现情态作用的重叠成分、表现语气口吻的语气词、感叹词用得较多。在

句式方面：灵活自如、简短明白、语序多变是口语语体三个主要特征。书面语

体是在口语语体的基础上发展形成的，是口语语体的加工形式。书面语体一般

比较舒展、严密，词汇量也较口语丰富[31]。
 

上述的差异可以从统计中看出。表 2.1是对一个大的书面语语料库（约 274 

MB）和一个小的口语语料库（约 7.4 MB）中一些词的出现次数和出现概率进行

统计的结果。从这几个例子可以看出：语气词和口语用语在口语中的出现概率

远远高于在书面语中的出现概率，而书面语用语在书面语中的出现概率则要高

于在口语中的出现概率。 

表 2.1  一些词在书面语语料库和口语语料库中出现次数和概率的比较 

书面语语料库(W) 口语语料库(S)  

出现次

数 
出现概率 

出现次

数 
出现概率 

出现概率比

值(W/S) 

啊 3,125 3.2×10－5 18,998 6.8×10－3 0.0047 

吧 4,123 4.2×10－5 29,485 1.1×10－2 0.0038 

吗 5,182 5.2×10－5 33,210 1.2×10－2 0.0043 

语 

气 

词 

呀 1,792 1.8×10－5 8,072 2.9×10－3 0.0062 

爸 362 3.7×10－6 1,586 5.7×10－4 0.0065 

妈 569 5.7×10－6 3,343 1.2×10－3 0.0048 

帅 618 6.2×10－6 395 1.4×10－4 0.044 

爽 421 4.2×10－6 445 1.6×10－4 0.026 

口语用

词 

酷 64 6.5×10－7 81 2.9×10－5 0.022 
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父亲 4,574 4.6×10－5 36 1.3×10－5 3.5 书面语

用词 母亲 4,840 4.9×10－5 48 1.7×10－5 2.9 

口语和书面语的这种差异与不同领域之间的差异是不完全等同的，因此直

接使用前述的领域自适应方法效果并不好，体现在以下几个方面： 

（1） 目前，语言模型的领域自适应方法是针对书面语语体的，在句式上是同

一风格的；而本文要研究的是针对书面语和口语的自适应方法，在句式

上存在着风格的不同。 

（2） 虽然不同领域的语言模型中也存在用词的差别，但和领域相关的词汇大

多不是常用词，属于出现次数不太多但领域特征明显的词；而和语体相

关的词汇许多是在本语体中出现次数较多而在另一语体中出现次数较少

的词汇。 

为区别于目前常见的语言模型的领域自适应方法，在下文中我们把针对口

语和书面语差异的自适应，称之为语言模型的语体自适应。 

2.2  常用的语言模型自适应算法 

在本章的公式中，P(x)表示事件 x的概率，C(x)表示事件 x的出现次数；下

标 c 表示通用(common)模型，对应从大规模的书面语语料训练出来的模型，下

标 a 表示用于自适应(adaptation-purpose)的模型，对应从小规模口语语料训练出

来的模型，无下标表示自适应以后的最终模型；w表示当前单元，h表示历史单

元。本章中使用的通用语言模型和自适应语言模型都是 Trigram语言模型。 

2.2.1  一般插值算法 

通常的插值算法是概率意义上的插值[8, 10]，即 

)|()1()|()|( hwPhwPhwP ac λλ −+=         (2.1) 

而本文为叙述方便采用的是计数意义上的插值，即 

),(),(),( whCwhCwhC ac α+=           (2.2) 

事实上，它们的本质是相同的，这是因为： 
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显然，如果让
)(1

1
hA⋅+

=
α

λ ，则公式(2.1)和公式(2.3)等价，但公式(2.3)却可以

针对不同的 h对λ进行更精细的调整。 

需要说明的是，α是预先设定的自适应插值参数，α越大，自适应模型起的

作用越大；A(h)是和两个语料库相关的参数，它是 h在自适应语料中出现的次数

与在通用语料中出现次数的比值，反映了 h在两种语料中的重要性的不同，A(h)

越大，则自适应模型起的作用越大。公式(2.3)也揭示了α和 A(h)的物理意义。 

2.2.2  考虑Katz平滑的插值算法 

Trigram语言模型是目前使用效果较好、应用较为广泛的语言模型。Trigram

语言模型有一个必须面对的问题就是数据稀疏性问题：由于参数过多，许多参

数都无法从训练语料中直接训练得到，需要对它们进行重估。一个有效的方法

就是采用平滑算法，它将折扣和回归结合起来，将那些在训练语料中出现次数

不为0的单元“分出”小部分概率给那些在训练语料中出现次数为0的n-gram单元，

并且将这些单元概率的估计同低阶的单元的概率结合起来。在0概率的重估上，

本文将采用已有的、著名的Katz平滑方法[32, 33]： 

⎪
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其中rT是用于折扣的阈值，α(wi-2, wi-1)和dr是平滑参数。 

由于采用了 Katz平滑方法，实际上出现次数小于 rT的单元会用于折扣。其

意义在于表明出现次数较少的单元在统计上的可信度较低，所以把它们折扣给
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出现次数为 0 的单元；而出现次数较多的单元在统计上可信度较高，所以它们

的统计结果保持不变。那么对于出现次数较少(小于 rT)的单元，公式(2)和(3)中

的α就存在一定的问题了。 

因为自适应语料相对通用语料较少，要想让自适应模型发挥出理想的

作用，经验参数α的取值一般都大于 1（具体值和两个语料库的规模差异

及 trigram 单元的分布差异有关）。对于出现次数小于 rT的单元，如果给

它加权一个较大的α，则有可能让本来可信度低的单元被人为地、过分地

提高了可信度，使应该用于折扣的单元没有用来折扣。而对于可信度较差

的单元，一般不应该给予较大的概率。因为如果其概率过大，在不应该大

于其他单元概率的时候大于了，将导致其他单元的概率值不能领先，造成

多个错误；而如果让其概率较小，最坏的情况只是导致该单元概率该领先

的时候没有领先，只影响到自身，而不会错误地占据属于其他单元的领先

位置。因此从直观上讲，对于此类可信度较差的单元，其概率宁可过小，

不可过大 [33]。  

所以，本文在使用时对公式(2)做相应的修改： 

⎩
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  (2.4) 

 在公式(2.4)中，因为 Katz 平滑中用于折扣的阈值 rT取的值不太大，如果 β

取值过大，则会令一些低可信度的单元不被折扣，而 β 作为对自适应模型的加

权，又不应该小于 1，所以本文取 β＝1。 

2.3  基于trigram语体特征分类的自适应算法 

在书面语语料库和口语语料库中，trigram单元的分布是不同的，表 2.1中一

些 unigram出现的次数和频率的比较结果说明了这一点。大部分 trigram单元在

书面语语体和口语语体中的出现次数的比值与两个库的规模比值是相当的，这

是因为在同一种语言中，口语和书面语依然遵循相同的语言规则，差异是有限

的。 

也有一部分 trigram单元在两个语料库中的出现次数很不平衡，这些单元表

达了口语或书面语的特征。比如，“wo shi wei ni hao”（“我是为你好”），用书面
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语训练的语言模型解码后的结果是“我市为你好”。分析其原因，所用的书面语

语料中有大量的“我市”出现；相反，“我是”这种主观性的语言现象在书面语

语料库中比在口语语料库中出现得少，因此用口语训练的语言模型解码的结果

才有可能得到正确的结果。 

在做自适应时，规模较小的口语语料库中单元出现的次数普遍较少，如果

对所有单元给予同样的加权，那么带有口语特征的单元有可能还是无法在整句

解码中获得优势。比如上面例句中，对“我是”和“我市”给以同样加权，解

码结果还是“我市为你好”。另一方面，太大的权值会破坏通用语言模型中概率

原本估计较好的单元，导致模型整体性能下降。因此权值的选取非常重要。一

种可取的思路是，对“我是”这样的反映口语特征的单元进行较大的加权，对

“我市”这样的反映书面语特征的单元则不加权或反而进行适当削弱。这就是

本文将要提出的语体自适应方法的基本思路——根据 trigram的语体特征是口语

还是书面语进行不同的加权；在这样的方法中，trigram 语体特征的判断或说分

类非常重要。 

语言模型自适应就是，把自适应模型中蕴涵的、通用模型中缺少的信息，

补偿到通用模型中，得到更为精确的新模型，从而使自适应后的语言模型与应

用环境获得最大程度的匹配。通用模型中包含了大量的一般语言信息和书面语

特有的信息，但口语信息包含得很少；而自适应模型中包含了较少的一般语言

信息和较多的口语特有信息。对于一般语言信息，通用模型中已经很完备，所

以自适应模型中的这类信息影响不大，可不进行加权或给以较小的加权；口语

特有信息是通用模型所缺乏的，必须补偿到通用模型中，并应与通用模型自身

的规模相适应，需要给以较大的权值；对于书面语特有的信息，如果它们会影

响到最终在口语上的应用，可对原有的这些信息进行适当削弱，否则不必对它

们加权。 

2.3.1  考虑trigram语体特征的动态权值自适应算法  

根据前述分析，首先需要对 trigram的语体特征进行分类。 

在本文中，采用
),(
),(

whC
whC

a

c 表示 trigram单元(h, w)的特征倾向，根据公式(2.3)

它是 A(h, w)的倒数。
),(
),(

whC
whC

a

c 越大，该单元越倾向于书面语特征；反之，
),(
),(

whC
whC

a

c
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越小，该单元越倾向于口语特征。 
据此特征倾向，可以决定如何进行加权。为此，对公式(2.2)进行修改，得到： 
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其中，α是当该单元表达口语特征时对自适应模型参数的加权值；β 是当该

单元为普通单元时对自适应模型参数的加权值；γ是当该单元表达书面语特征时

对通用模型参数的衰减因子； sθ 是判断单元是否为口语特征的阈值； wθ 是判断

单元是否为书面语特征的阈值。一般取 11 ≤≥> γβα ， 。 

对于α，本文构造了一个权值生成函数 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=  
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whC
whC

f
a

cα 。 

函数 f可以有几种不同的选取办法，比如令 ( )xf 为常数、单增线形函数、单

增凸函数、单增凹函数等，它们各自有着不同的意义：常数表示对所有划分为

口语特征的单元进行同样的加权；单调增函数表示越倾向于口语特征的单元获

得的加权值应该越大，单调增函数的凸凹性则表示权值随着口语特征倾向的增

加而增加的快慢程度。本文也将对 f的几种不同的选取方法进行实验比较。 

2.3.2  与Katz平滑相综合的动态权值自适应算法 

根据第 2.2.2节和第 2.3.1节的分析，本文提出综合使用 Katz平滑算法和对

不同语体的 trigram 采用不同加权方法。该方法的中心思想表现为将公式(2.4)和

公式(2.5)综合后的下面的公式： 
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公式(2.6)中参数的含义和公式(2.4)、(2.5)中的相同，但某些参数的取值要略有调

整：α由权值生成函数来确定，但整体上要比公式(2.4)中的α小，比公式(2.5)中

的α大；β和 γ受影响不大，可以稍微调整或不做调整。 

2.4  实验与分析 

训练通用模型用的书面语语料库大小约 274 MB，是来自《人民日报》、《经

济日报》等的新闻语料；训练自适应模型用的口语语料库大小约 7.4 MB，是实

际的短信文本。测试用的口语语料大小约为 9.44 KB，是诺基亚中国研究中心提

供的 500句短信文本，未参与训练。Trigram语言模型的词表大小为 25,851。 

与书面语语料库类似，训练和测试用的口语语料的主题是混杂的，因此实

验不是一般的领域自适应，而是从书面语语体的语言模型到口语语体的语言模

型的自适应。实验的平台是汉语的无调无空格拼音串到汉字的转换[11]，简称“音

字转换”。 

对于第 2.3.1节和第 2.3.2节的算法（以下分别简称算法 2.3.1和算法 2.3.2），

我们采用几种不同的权值生成函数 f，音字转换的汉字错误率（CER，即 character 

error rate）见表 2.2。 

表 2.2  算法 2.3.1和算法 2.3.2使用不同权值生成函数 f时的汉字错误率（CER）比较 

 常数 单增线形函数 单增凸函数 单增凹函数 

算法 2.3.1 3.74% 3.88% 3.76% 3.82% 

算法 2.3.2 3.43% 3.46% 3.32% 3.40% 

由上表可以看出，几种权值生成函数中，对算法 2.3.1，常数的效果最好，

对算法 2.3.2，单增凸函数的效果最好。这是因为，算法 2.3.1 没有考虑 Katz 平

滑的影响，一些可信度低的单元的特征倾向本身就不可靠，而根据这些不可靠

的特征倾向生成的动态权值就不会达到预期的效果，因此这时采用固定的权值

反而效果比较好。这实际上也说明了算法 2.3.2的必要性。 

在后面的实验，算法 2.3.1 和算法 2.3.2 都取其效果最好的权值生成函数 f

进行进一步的实验。我们把基于书面语语料库训练出来的通用模型的音字转换

作为基准 1；把基于口语语料库训练出来的自适应模型的音字转换作为基准 2。

实验分别用第 2.2.1、2.2.2、2.3.1 和 2.3.2 节中的算法进行语言模型的自适应，

相应所得到的 CER列于表 2.3： 
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表 2.3  几种自适应算法的汉字错误率（CER）比较 

 基准 1 基准 2 算法 2.2.1 算法 2.2.2 算法 2.3.1 算法 2.3.2

CER 6.66% 4.35% 3.90% 3.43% 3.74% 3.32% 

基于基准 1的 CER下降率 41.4% 48.5% 43.8% 50.2% 

基于基准 2的 CER下降率 10.3% 21.1% 14.0% 23.7% 

基于算法 2.2.1的 CER下降率 12.1% 4.1% 14.9% 

由上表可以看出： 

（1） 当测试语料是口语语料时，274 MB 书面语语料库训练的模型与 7.4 MB

口语语料库训练的模型相比，性能要低。因为当训练条件和测试条件不

匹配时，即使训练语料的数量较大，其训练出来的模型的性能也很有限；

而当训练条件和测试条件匹配时，较少的语料训练出来的模型的性能就

不错。这也从统计上说明书面语和口语存在着差异。 

（2） 四种自适应算法得到的自适应结果，其性能和两个基准模型相比都有提

高，说明从书面语到口语的自适应的思路是正确的。 

（3） 本文提出的三种自适应算法 2.2.2、2.3.1和 2.3.2比一般的插值算法 2.2.1

的性能都要好，这说明：a) 根据 trigram单元可信度分配权值的思路是正

确的；b) 对 trigram语体特征倾向的考虑能够进一步提高自适应的效果，

这验证了语体之间的差异和一般的领域差异是有所区别的。 

（4） 四种自适应算法基于基准 1 的 CER 下降率都比较明显，最好的可达到

50.2%，基于基准 2的 CER下降率也都较明显，最好的可达到 23.7%；本

文提出的三种自适应算法 2.2.2、2.3.1和 2.3.2基于算法 2.2.1的 CER下降

率从 4.1%到 14.9%不等，但即使是下降率最低的算法 2.3.1，它基于基准

1和基准 2的 CER下降率也达到 43.8%和 14.0%。这说明，本文提出的语

言模型语体自适应的思路相对于具体的算法来说，对语言模型性能的提

高产生的影响更大。 

（5） 算法 2.2.2 的实验结果要好于算法 2.3.1。原因在于：当 trigram 单元本身

不可信时，它的语体特征倾向也是不可信的，所以算法 2.3.1相对算法 2.2.1

的 CER下降率并不明显；这也说明，要达到好的效果，在考虑单元的语

体特征前，必须先保证单元的可信度。 
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2.5  小结 

本章针对书面语和口语存在的差异，提出了一种新的语言模型自适应的思

路，即在从书面语语体的语言模型到口语语体的语言模型的自适应时，对 trigram

的语体首先进行分类估计，然后根据所估计的语体倾向赋予不同的自适应权值。

在常用的自适应算法中，考虑 Katz平滑的插值算法，实际是根据 trigram单元的

可信度来分配权值。在基于 trigram语体特征分类的自适应算法中，考虑 trigram

语体特征的动态权值自适应算法，实际是根据 trigram单元的特征倾向来分配权

值。本文对口语语料所做音字转换的实验表明，综合考虑 Katz平滑和 trigram语

体特征的动态权值自适应算法的性能是几种方法中最好的，能够较大幅度地降

低音字转换的汉字错误率，而其中动态权值的生成函数采用单增凸函数最有效。 

需要说明的是，本章实验中使用了若干经验参数，如果模型的训练条件变

化了，则要对这些参数进行相应调整，这在应用中是不方便的。如何找到更好

的方法来解决这个问题将是后继研究的重点之一。另外，从实验结果可以看出

算法 2.3.2 和算法 2.2.2 相比十分接近，这说明在语体特征的提取以及权值的选

择或计算上还有深入研究和进一步改进的余地，这也将是后继研究的重点。 
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第 3章  压缩语言模型的在线自适应方法 

3.1  压缩语言模型在线自适应方法产生的背景 

3.1.1  语言模型在线自适应方法产生的背景 

语言模型的自适应方法使得训练出来的通用语言模型能够更好地适用于各

种需要的应用环境，前提条件是能够获得该应用环境中的语料，即自适应语料。

当语言模型的应用环境可以预先知道且相对固定时，针对该应用环境收集足够

量的自适应语料，对通用的语言模型进行离线的自适应，就可以获得在该应用

环境下的性能较优的语言模型。但是，当语言模型的应用环境无法预先知道，

或者应用的环境在不断地变化时，就不可能预先收集自适应语料，语言模型的

离线自适应方法就不再适用了。这时就需要采用语言模型的在线自适应方法：

在初始应用时采用通用的语言模型，在应用的过程中在线获取当前应用环境的

自适应语料，根据自适应语料实时调整、更新通用语言模型，或者从自适应语

料获得自适应模型并将其与通用语言模型相结合，从而可以获得适用于当前应

用环境的性能较优的语言模型。 

3.1.2  语言模型在线自适应方法的优劣 

通常，语言模型的在线自适应方法与离线自适应方法相比，有着更多的限

制，比如：由于是实时进行的，对占用的系统资源（内存、处理器等）有较大

限制，因而不能采用需要大量内存开销或计算量大的自适应方法；在线收集的

语料，从数量上很难达到离线收集的语料的规模，如果没有采用特殊的处理，

就不可能收到自适应的效果。 

但是，在线自适应也有其得天独厚的优势——由于它是在应用中实时进行

的，可以得到用户的反馈信息，采用有指导的学习（自适应）方法，能够得到

来自系统外的可信任的指导信息，就可以在很大程度上弥补在线自适应原有的

限制。 

如何有效地利用在线自适应的这个优势，而避开其劣势，是本章研究工作

的主要出发点。 



第 3章  压缩语言模型的在线自适应方法 

 20

3.1.3  语言模型在线自适应方法研究的现状 

目前通用的语言模型在线自适应方法基本是从一般的语言模型自适应方法

变化而来，既有从基于领域（主题）的自适应方法变化而来的在线自适应方法[18, 

19]，也有从基于记忆的自适应方法变化而来的在线自适应方法[16]。文献[16]中的

基于对话回合衰减的 cache语言模型是用于对话系统中的，与在输入法系统中使

用语言模型的背景和条件相差较大，所以本文不做讨论。文献[18,19]中的语言

模型在线自适应方法基本上采用的是如下图 3.1的框架[29]： 

图 3.1  语言模型在线自适应框架 

在这个框架中，最重要的部分就是自适应模块的设计，它需要处理从解码

输出结果和用户干预后的正确结果中获取信息来构建用户模型。在文献[18]中，

自适应模块采用基于修正的MAP方法的自适应参数更新的方式来构建和修改用

户模型。在文献[19]中，自适应模块采用对比解码输出结果和用户干预后的正确

结果，以对构成正确结果的词的 n元概率增值的方式来构建和修改用户模型。 

这两种方法的思路对本文工作有比较好的借鉴意义，而且启发出了本文的

基于错误修正学习的语言模型在线自适应的方法。 

3.1.4  压缩语言模型在线自适应方法的特殊性 

为了满足在嵌入式系统中应用统计语言模型的空间性能要求，本文工作涉

及的中文整句输入法系统，采用了基于单元条件概率剪枝和排名的语言模型压
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缩算法[26-29]，获得大小不到 1 MB的压缩统计语言模型。 

实际上，这种记录单元排名的方式将语言模型中的精确信息模糊化，

用来换取搜索的时间效率和存储的空间效率。而随着嵌入式系统硬件性能

的逐渐提高，占用更多的处理器时间和存储器空间成为可能，这时一些比

较重要的精确信息可以不被模糊化，或者采用较为精确的方式来储存，从

而能够获得压缩语言模型指导解码时正确率的提高。 

所以，目前语言模型压缩采用的方式是一种混合方法：如果在剪枝后，

以 h为历史的兄弟系数 [26-29]小于等于某个阈值（兄弟系数的上界，在本系

统中设为 64），就采用记录 bigram 单元排名的方法，在解码时根据兄弟

系数和排名从预先定制好的码本中得到 bigram 的概率——这种方法，信

息的模糊化程度较高；如果在剪枝后以 h为历史的兄弟系数大于自己的上

界，就采用记录 bigram 单元次数的方法，但是单元次数差别极大，从存

储空间考虑，对这些单元次数进行了弯折，所以语言模型中并不是直接记

录其次数，而是记录经过弯折后的次数索引，在解码时根据次数索引得到

bigram 单元次数，并通过计算获得 bigram 的概率——这种方法也将信息

做了一定的模糊处理，但相比上面的方法，它的模糊化程度要低得多，是

比较精确的信息储存方式。为了下文的行文更直观方便，约定将上面两种

方法称为“基于单元排名的方法”和“基于单元次数的方法”，相应的，

称压缩后的统计语言模型中记录的 bigram 信息为“单元排名”和“单元

次数”。 

3.1.3 节提到的在线自适应方法都是用在没有经过压缩的通用语言模

型上的，是基于 trigram/bigram 单元的次数（count）来做相关的处理的，

尤其是文献[18]中，自适应参数是和单元的次数紧密联系的，而在本章的

压缩语言模型中记录的不再是单元的次数信息，这就意味着它们都不能直

接用于压缩语言模型的在线自适应。  

另外，压缩语言模型的在线自适应方法是应用在嵌入式系统上的，对

时间复杂度的要求更高，所以 3.1.3 节提到的在线自适应方法在具体实现

上所采用的思路——最大限度地修正背景语言模型带来的错误，也需要商

榷。 

正是由于压缩语言模型自身的特殊性及其应用环境的特殊性所带来的问

题，导致了压缩语言模型在线自适应方法也具有其特殊性，不能够照搬已有的
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语言模型在线自适应方法。所以，如何找到合理有效的压缩语言模型在线自适

应方法以解决上述问题，是本章研究工作的着眼点。 

3.2  基于错误修正学习的在线自适应方法的思路和分析 

从 3.1.2 节的分析和 3.1.3 节的在线自适应的框架可以看到，经由用户干预

而给系统带来的反馈信息，对在线自适应有至关重要的作用。对于使用整句输

入法系统的用户来说，他们的反馈信息是这样的：如果输入的拼音串在语言模

型指导下解码得到的句子是用户想要的，那么用户会直接把该句子输出；如果

输入的拼音串在语言模型指导下解码得到的句子中，有些字和用户本来想要的

结果不同，那么用户会手动修改这些字，得到他们想要的结果，并把修改后的

结果输出。由用户反馈信息的有限性及系统的可实现性知，要想在整句输入法

系统中引入有用户指导（监督）的学习，就需要采用基于实例的学习方法[35]—

—用户反馈为正确的句子，该句中每个字都是一个正例；用户反馈有解码错误

的句子，句子中那些错误的字就是反例，而句子中正确的字依然是正例。简言

之，对于直接的解码结果，如果是用户所需要的，就是正例，不是用户所需要

的，就是反例——用户指导的意义就在于此，告诉系统哪些是正例，哪些是反

例，对于反例还会给出本来用户想要的结果，也就是系统学习需要达到的目标。 

通常实例学习（一种归纳学习）的目的一般是获取概念[35]，但对于统计语

言模型来说，并没有一个概念可获得，学习的目的是修正已有的统计结果，最

大程度地匹配当前的应用环境。学习目的的不同，导致对于正例、反例处理的

方式也会不同，但从本质上说，对它们的处理方式具有相同的思想：一个正例

的发生，相当于一次成功的经验，从概念上应该进行一般化描述，从统计上应

该对相关的单元所起的作用进行巩固（注意巩固不一定是强化，因为对于已经

获得充分学习的统计结果，如果再强化，会产生“过犹不及”的效果，这时的

巩固可以看作“维持”）；一个反例的发生，相当于一次失败的教训，从概念上

应该对一般化描述进行限制，从统计上应该对相关的单元所起的作用进行削弱。 

通用的统计语言模型一般是得到充分训练的，可以认为已经获得了足够的

正例学习。所以，在线自适应的过程中：对于直接解码出现的正例，可以不做

处理，维持现状即可；对于反例，则要给予充分的重视，并据此来修正已有的

统计结果；对于用户修正反例得到的结果，它其实也可以看作是一个正例，只
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不过这个正例并不是系统自身通过解码产生的，而是用户反馈告知的，是系统

需要达到而没有达到的目标，所以，对于这种正例（下文称为目标正例），相关

单元所起的作用需要得到强化。 

上述的基于用户指导的实例学习的方法，针对的对象是用户输入的每个句

子，直接的目标是让句子中出现的解码错误的字能够解码正确。那么这种微观

的方法，对于在线自适应的宏观目标，即通用的语言模型通过自适应获得针对

特定用户的语言模型，能否达到呢？ 

通用语言模型和针对特定用户的语言模型之间存在着一定的差异，这种差

异是因为用户自身使用语言的特性造成的，而自适应的目的就是为了弥补这种

差异。不过由于是使用同一种语言，一个用户自身的语言特性造成的差异是很

有限的。一般在线自适应方法，把在线收集的语料不加区别地使用，尽管用户

自身的语言特性造成的差异也是包含在这些语料中，但这样的针对性不强，不

仅多了时间空间开销，而且效果也不够凸现。所以自适应最有效率的途径就是，

直接找到这些有限的差异，并采取一定的方法将它们修正。直观上，差异（不

匹配）导致的结果是系统解码中产生错误，那么，反过来想，这些产生的错误

恰恰就反映了差异所在。于是，在语言模型应用的过程中，根据用户反馈的每

一个解码错误的信息，逐步地修正通用语言模型原有的信息，使得通用语言模

型和目标语言模型的差异逐渐地缩小，最终能够实现在线自适应的目的。 

通过有用户指导的实例学习的方式（微观的方法），以修正解码错误为直接

驱动目标，达到将通用的语言模型在线自适应（宏观的方法）到针对特定用户

的语言模型的效果。这种方法，本文简称为基于错误修正学习的语言模型在线

自适应方法。 

这种方法的思路，文献[18, 19]中有所体现，但没有明确提出，更没有理论

上的分析。通过本节的分析，基于错误修正学习的语言模型在线自适应在理论

上是可行的，可以用于压缩语言模型的在线自适应方法。 

3.3  基于错误修正学习的压缩语言模型在线自适应方法的具体

实现 

在一个解码得到的句子中，有一个字出错，可能有两种原因：一种是与该

错字（权且称之为 EC）相关联的两个 bigram中的一个或两个的概率被高估了；
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另一种是与预期的句中正确的字（权且称之为 CC）相关联的两个 bigram 中的

一个或两个的概率被低估了。也就是说，导致反例出现的原因，有可能是与反

例相关的单元在系统中所起的作用过强；也有可能是与目标正例相关的单元在

系统中所起的作用过弱。那么，如果希望系统经过学习后，能够直接解码达到

目标正例，思路应该是：削弱过强者，增强过弱者。 

问题在于： 

（1） 当一个错字出现时，如何判断是与 EC 相关的 bigram概率被高估

了，还是与 CC相关的 bigram的概率被低估了呢？ 

（2） 如果是概率被高估（低估）了，如何判断相关的两个 bigram中哪

个被高估（低估），还是两个都被高估（低估）了？ 

不管被高估还是被低估，都是当前状态相对于目标状态来说的。对于统计

语言模型，不管在何种状态下，本质上都是基于统计的结果。因此，从一次实

例中来判断一个基于统计的结果是被高估了还是被低估了，显然是不可能的。

如何解决这两个问题，在具体实现时是必须要考虑的。 

对于问题（1），可以从分析通用统计语言模型的自适应过程着手。通用语

言模型的自适应，最基本的形式就是不断统计自适应语料，将出现的单元累次

加入到通用语言模型中，并不断修正相关的归一化及平滑参数。对于在线自适

应，当语料量相对很少时，因为对语言模型影响不大，所以相关归一化及平滑

参数的修正可以忽略——这时对语言模型的修改就是将出现的单元次数进行累

加（给予一定的加权），即增大自适应语料中出现单元的概率[13, 14]。 

从这种思路出发，对于压缩统计语言模型的在线自适应，可以考虑统一将

解码错误的字 EC 所对应的 CC 关联的 bigram的概率增大，即增强目标正例的

相关单元在系统中起的作用。 

对于问题（2），因为无法判断到底是两个 bigram的概率都被高估（低估），

还是某一个被高估（低估），所以只能将两个都减小（增大），作为具体实现时

的权宜之策。 

3.3.1  增强目标正例的错误修正学习方法 

如前所述，本文所使用的压缩统计语言模型，用来存储 bigram 概率信息的

方式有基于单元排名的方法和基于单元次数的方法。所以，增大 bigram的概率，

有两种途径：提升单元排名的方法和增加单元次数的方法。 
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不管是提升单元排名还是增加单元次数，都面临着下面的问题：单元排名

提升多少，或者单元次数增加多少，才能确切地补偿被低估了的概率？ 

一种明显的思路是逐渐提升单元排名或增加单元次数，每次改变都重新计

算相关单元的概率，直到含有目标正例（CC）的句子的概率大于含有对应的反

例（EC）的句子的概率，用以弥补被低估的概率。文献[18, 19]事实上采用的就

是这种最大限度的修正背景语言模型带来错误的思路。这种方法的时间复杂度

是很不稳定的，比如，在一种情况下，某个单元提升排名 1 位即可，在另一种

情况下，另一个单元提升排名需要 20位，如果每次重新计算提升排名 1位，那

么第一种情况只需要重新计算一次，而第二种情况需要重新计算 20次。对于增

加单元次数的方法，由于次数的变化范围比排名更大，导致时间复杂度的差异

也会更大。 

本文采用的方式是将单元排名的提升量和单元次数的增加量设为合适的固

定值（步长）。这样的时间复杂度相对较低，但不能兼顾错误修正的准确度和错

误修正的速度。举例来说，一个单元原来的统计次数是 80，它在当前应用环境

下的次数应该为 103。如果单元次数增加的步长为 10，那么在用户修正 3次后，

次数增加为 110，虽然被低估的概率得到了补偿，但是却补偿过量了；如果次数

增加的步长为 1，那么在用户修正 23 次后，次数才恰好增到 103，虽然被低估

的概率得到了合适的补偿，但是却让用户多修正了很多次。 

在实际应用中，需要对错误修正的准确度和错误修正的速度进行权衡。但

可以肯定的是，步长选为 1 时修正错误太慢，是不合适的。而对于大于 1 的步

长，或多或少都会存在概率补偿过量的问题，也就是说，这种方式不是一种精

确的概率补偿方式，而是一种模糊化的概率补偿方式。 

上文提到，对统计语言模型进行压缩的过程实际上会对 bigram 的概率进行

了模糊化处理，那么，对已经模糊化的概率信息进行补偿的方式也采用模糊化

的方式，从效果上讲，未必比精确的补偿方式差。在下文的实验中，将对本文

采用的固定步长的思路与文献[18,19]采用的最大限度地修正背景语言模型带来

的错误的思路进行对比。 

所以，用上述的增强目标正例的错误修正学习方法，对相关 bigram 单元进

行模糊化的概率补偿，来实现压缩语言模型的在线自适应，就是一种可用的实

现方案。 
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3.3.2  增强目标正例/削弱反例的错误修正学习方法 

3.3.2.1  方法的提出 

对 3.3节提出的问题（2）的处理方式，使得目标正例相关的两个 bigram的

概率都被增大。对于只有一个 bigram的概率被低估的情况，另一个 bigram的概

率就被错误地增大了；对于需要被增大的 bigram 概率，由于单元排名的提升量

和单元次数的增加量是固定值，也有可能存在概率补偿过量的问题。这两个问

题会造成一些 bigram的概率被高估。 

某些 bigram 的概率被高估，未必会对系统的解码正确率造成影响，所以不

能因此否定上面的实现方案。但是，一旦概率被高估的 bigram 影响了系统的正

确解码，那么恰恰有了修正这些被高估概率的机会——如果反例相关的 bigram

的概率被增大过，意味着该 bigram曾经作为某个目标正例相关的 bigram，而它

的概率可能就是被错误的增大或者补偿过量了，于是减小该 bigram 的概率，即

削弱反例，就成为修正错误的合理思路；如果反例相关的 bigram 的概率都不曾

被增大过，即它们还是原来的通用压缩语言模型的概率，按照上文只对通用语

言模型中的概率进行增大的思路，就不削弱反例，而是增强目标正例。 

在线自适应初期，因为大部分 bigram 的概率没有被增大过，于是修正错误

的方法主要是增强目标正例，随着自适应的进行，越来越多的 bigram 概率被增

大过，当其中某些概率被高估的 bigram 导致解码错误出现时，用削弱反例来修

正错误的方法就可以起作用了。这种方法在本文称为增强目标正例/削弱反例的

错误修正学习方法，是对 3.3节提出的问题（1）的又一种处理思路。 

3.3.2.2  方法的有效性 

如上文所述，从一次实例中来判断一个基于统计的结果被高估还是被低估

是不可能的。但是，随着用户不断使用过程中产生的实例越来越多（也就是累

计得到的解码错误被用户修正的越来越多），就会产生类似统计的效果。 

比如，一个 bigram的初始排名为 20，它在当前应用环境下的排名应该为 14，

增强目标正例时排名提升的步长为 4，削弱反例时排名下降的步长为 1。那么开

始时它的概率由于被低估，在某个句子的解码时应该胜出而没有胜出，于是作

为目标正例相关的 bigram而得到概率的增大，即排名提升 4位，变为 16；类似

的，它会继续被提升到 12；这时，它的概率已经被高估了，在某个句子的解码
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时不该胜出而胜出，于是作为反例相关的 bigram 而得到概率的减小，即排名降

低 1位，变为 13；类似的，它会继续被降低到 14，即与当前应用环境下实际的

排名相匹配。理想情况下，在解码时，它既能够在应该胜出时胜出，又能够在

不该胜出时不胜出，再不会由它导致解码错误发生，于是它的概率理应不再会

被本文的这种基于错误修正学习的方法而改变，保持了稳定的状态。 

但是，削弱反例的方法存在着与增强目标正例的方法相对应的类似问题， 

3.3 节提出的问题（2）的处理方式，有可能导致本没有被高估的 bigram的概率

被错误地减小。接着上面的例子来讲，在某个句子解码错误发生时，错误的字

相关联的两个 bigram分别是那个排名为 14、已经匹配应用环境的 bigram和一个

概率被补偿过量而高估的 bigram，而且相对初始模型这两个 bigram的概率都被

增大过，于是它们的概率都被减小了，那个排名为 14 的 bigram 的排名就变为

15，又处于概率被低估的状态，等待以后发生解码错误时再逐渐被修正。 

类似的，通用压缩语言模型中概率和应用环境不匹配的 bigram 中，许多都

将经历被修正、受其它 bigram 影响而偏离、再次被修正⋯⋯这种反复的过程，

直到语言模型中所有或者至少绝大多数 bigram 的概率都与应用环境相匹配，这

时压缩语言模型的自适应才达到了相对稳定的状态。也就是说，3.3节所提出的

问题（1）和问题（2），是在对大量的这种实例学习（包括增强目标正例和削弱

反例）的统计中，间接得到解决。 

由上面的分析也可以看出，单独使用增强目标正例的方法和单独使用削弱

反例的方法都存在一定的缺陷，而将它们结合起来，则能够产生互补的作用，

使最终得到的概率结果相对更精确、稳定。 

3.3.2.3  步长的选取 

与上一节提到的方案类似，步长的选取仍是不能忽视的问题，而且更为重

要。因为上一个方案需要的步长参数只有两个，单元次数增加的步长和单元排

名提升的步长，而本节的方案需要的步长参数有四个，即单元次数增加的步长，

单元次数减少的步长，和单元排名提升的步长，单元排名降低的步长。同样的，

这些参数也是被设为合适的固定值，并且需要对错误修正的准确度和错误修正

的速度进行权衡，来决定步长的大小。另外，单元次数增加的步长与单元次数

减少的步长的大小比例关系，单元排名提升的步长与单元排名降低的步长的大

小比例关系，也会影响许多 bigram 的概率被修正、偏离、再修正这种反复过程
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的进度和结果，需要慎重选取。 

本节提到的削弱反例的思路，在文献[18]中略有体现，它将用户模型中找到

的导致解码错误的单元次数减半，这是比较粗略的方法。分析它在实现上文提

到的增强目标正例的思路时所采用的方法可知，它是以牺牲时间复杂度为代价

来获得较为精确的概率补偿，而削弱反例时这种较粗略的方法就有可能让原来

较精确的概率补偿的效果打了折扣。 

3.3.3  概率振荡问题 

概率振荡的问题，即 bigram的概率围绕它在应用环境中的期望值上下波动。

这种情况在增强目标正例/削弱反例的错误修正学习方法中，是经常要出现的、

合理的现象，总的趋势是振荡逐渐减小，趋于稳定。但有些特殊情况下的振荡

是无法趋于稳定的。 

比如，句子“他是⋯⋯”和句子“她是⋯⋯”都是比较常用的，用户输入

“ta shi⋯⋯”时有可能想要的是其中的某个，bigram“他－是”和 bigram“她

－是”就会在解码中竞争，而胜出者只会有一个，于是解码结果可能是需要的，

也可能不是需要的，用户会根据情况进行修正，当修正最终改变了两个 bigram

概率的大小关系时，下次再输入“ta shi⋯⋯”时胜出者就会是另一个，而这个

是否为用户需要的，还是不能确定。这种情况下，bigram 概率的振荡就会在人

为的干预下持续，不能达到稳定的状态。类似的情况在实际应用中会有一些，

它们其实可以看作是用户需要的不稳定造成的，想根治这个问题，就需要加入

比 bigram语言模型更深层次的知识，这已经超出了本文的研究范畴。 

这种情况在增强目标正例的错误修正学习方法中也是存在的，而且由于没

有削弱反例的机制，会导致恶性竞争的局面出现——两个 bigram 的次数增加或

排名提升轮番进行，直到达到次数存储和排名提升的上界而稳定（如果两个

bigram 都以单元排名方式记录概率，并且具有相同历史，那么会在排名第一和

第二上振荡），这时它们的实际概率已经远远偏离了应用环境中的期望值，有可

能在某些情况下会影响其它 bigram而造成解码错误出现。而增强目标正例/削弱

反例的错误修正学习方法，因为存在削弱反例的机制，不会导致这种恶性竞争

的局面，相比来说，在处理类似的情况时是较为可取的方案。 
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3.4  实验与分析 

为了比较上述两种错误修正学习方法各自的优劣，观察自适应步长参数的

选取对自适应效果的影响，并由此来决定在实际应用中如何采用合适的方法及

适当的步长，本文设计了相应的一些测试实验。 

上一章中，将书面语语料和口语语料经过语体自适应方法处理后得到的语

言模型，经过语言模型压缩的过程，就获得了本章实验要用的初始的通用压缩

语言模型。不过由于实验目的不同，上一章实验中语言模型用的词表大小为

25,851，本章实验中语言模型用的词表大小为 51,173。 

实验选取的语料有两组。一组来自一篇带有文言色彩的小说，总大小为 207 

KB，其中前 172 KB用做自适应语料，后 35 KB用做测试语料。另一组来自一

篇社会科学方面的学术性文章，总大小为 40.4 KB，其中前 35.7 KB用做自适应

语料，后 4.7 KB用做测试语料。之所以选取了两组语料，是想测试，当应用环

境和训练环境差别较大（第一组）和差别较小（第二组）时，本章的两种错误

修正学习方法的效果分别如何，以便根据实际应用环境的不同来选择合适的方

法。为了更好地进行比较，在第一组语料中，又选取和第二组语料同样大小的

一部分（前 40.4 KB）做实验，其中前 35.7 KB用做自适应语料，后 4.7 KB用做

测试语料，在后面的图表中，如果没有特别说明，第一组语料指的是这部分语

料。 

实验的平台是使用压缩语言模型来指导解码的拼音转汉字系统。在没有加

入本章的在线自适应功能前，用两组语料中的测试语料做的音转字的实验结果

作为基准，其中，第一组的测试语料（35 KB和 4.7 KB），音字转换的汉字正确

率分别为 66.79%和 68.74%，第二组的测试语料，音字转换的汉字正确率为

88.88%。 

根据经验设定：在增强目标正例的错误修正学习方法中，单元排名提升的

步长变化范围取（1，2，3，4，5），单元次数增加的步长变化范围取（5，10，⋯⋯，

95，100），为了行文方便，后面称其为方法 1，参数 A；在增强目标正例/削弱

反例的错误修正学习方法中，单元排名降低的步长变化范围取（1，2，3，4，5），

单元排名提升的步长取为单元排名降低步长的两倍或四倍，即变化范围是（2，

4，6，8，10）或（4，8，12，16，20），单元次数减少的步长变化范围取（5，

10，⋯⋯，95，100），单元次数增加的步长取为单元次数减少步长的两倍，即

变化范围是（10，20，⋯⋯，190，200），同样为了行文方便，后面称其为方法
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2，参数 B或参数 C。 

用第一组语料做实验，方法 1 参数 A 的结果如图 3.2 所示，方法 2 参数 B

的结果如图 3.3所示，方法 2参数 C的结果如图 3.4所示；用第二组语料做实验，

方法 1参数 A的结果如图 3.5所示，方法 2参数 B的结果如图 3.6所示，方法 2

参数 C的结果如图 3.7所示。 

 

 

图 3.2  第一组语料用方法 1参数 A做实验的结果 
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图 3.4  第一组语料用方法 2参数 C做实验的结果 

图 3.3  第一组语料用方法 2参数 B做实验的结果 
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图 3.6  第二组语料用方法 2参数 B做实验的结果 

图 3.5  第二组语料用方法 1参数 A做实验的结果 
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在图中，蓝色的底面表示上述的基准汉字正确率，不规则的曲面表示音字

转换的汉字正确率随着步长参数的变化而改变的情况，蓝色的圆圈表示该点是

当前条件下获得的汉字正确率的最大值。纵轴表示音字转换的汉字正确率（百

分数），两条横轴在方法 1和方法 2中的意义不同，在方法 1中，它们分别表示

单元排名提升的步长和单元次数增加的步长，在方法 2 中，它们分别表示单元

排名降低的步长和单元次数减少的步长（因为有倍数的关系，单元排名提升的

步长和单元次数增加的步长可以随之确定）。 

上面的图像从不同类型的语料、不同的方法、不同的参数等角度对实验结

果进行了直观的比较，下面在表 3.1中对实验结果进行定量的比较，其中，在不

同条件下的音字转换的汉字正确率都取各自的最大值，不过，为了比较方便，

在表中将汉字正确率都转换为汉字错误率（CER）。 

表 3.1  在不同语料、方法、参数条件下汉字错误率的比较 

 语料一 语料二 

基准汉字错误率 31.26% 11.12% 

图 3.7  第二组语料用方法 2参数 C做实验的结果 
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 方法 1
参数 A

方法 2
参数 B

方法 2
参数 C

方法 1
参数 A

方法 2 
参数 B 

方法 2
参数 C

汉字错误率 25.96% 26.45% 26.45% 9.98% 9.49% 9.49%

相对基准的错误率下降 17.0% 15.4% 15.4% 10.3% 14.7% 14.7%

由上面的图、表进行综合分析比较，可知： 

（1）在不同语料、不同方法和参数的条件下，汉字错误率相比基准都有不

同程度的下降。这说明，通过有用户指导的实例学习的微观的方法，以修正解

码错误为直接驱动目标，能够起到将通用的压缩语言模型在线自适应到针对特

定用户的压缩语言模型的宏观效果，虽然效果的明显程度取决于不同的条件。 

（2）用语料一做的实验，相对基准的错误率下降的整体效果要好于用语料

二做的实验。因为两组语料的大小相同，用于自适应的部分和用于测试的部分

比例相同，所以实验效果的差异来自于两组语料自身的特点，即应用环境与训

练环境差别的大小不同。这说明，在同等语料规模条件下，当应用环境与训练

环境差别较大时，自适应实验的效果更为明显。这符合基于错误修正学习的理

论分析：当应用环境与训练环境差别较大时，汉字错误率较高，在语料量一定

的条件下，解码错误的字较多（用户要修改的字较多），即产生的用于系统学习

的实例（反例、目标正例）较多，于是总体上系统学习（自适应）的效果就比

较好。 

（3）用语料一做的实验，方法 1 的效果要好于方法 2；而用语料二做的实

验，方法 2的效果要好于方法 1。这说明：当语言模型的应用环境和训练环境差

别较大时，增强目标正例的错误修正学习方法（方法 1）效果较好；当语言模型

的应用环境和训练环境差别较小时，增强目标正例/削弱反例的错误修正学习方

法（方法 2）效果较好。这个结果从直观上是可以理解的：当应用环境和训练环

境差别较大时，需要比较多的概率补偿，而在自适应语料相对有限的情况下，

不断增强目标正例就可以比较多的进行概率补偿，虽然可能会有少量的概率补

偿过量，但是，如果加入削弱反例的机制，虽然少量的概率补偿能够更准确，

可总体的概率补偿相对就要少了，结果就是此条件下增强目标正例的错误修正

学习方法效果比较好；当应用环境和训练环境差别较小时，需要的概率补偿较

少，在自适应语料一定的情况下，增强目标正例可以获得足够多的概率补偿，

而这时概率补偿过量的问题相对就更重要一些了，所以，在加入削弱反例的机
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制后，总体上概率补偿的准确程度得到提高，结果就是此条件下增强目标正例/

削弱反例的错误修正学习方法效果比较好。 

（4）在使用方法 2做的实验里，采用参数 B和参数 C的最好的音转字正确

率相当，只是正确率随着参数变化而变化的情况略有不同。参数 B 和参数 C，

在单元次数相关的步长参数设置上是一样的，在单元排名相关的步长参数设置

上，单元排名提升的步长相差一倍，由图示 3.3－3.4 和 3.6－3.7 可以看到，在

单元次数参数轴上的正确率变化趋势也是类似的，在单元排名参数轴上，单元

排名提升步长大的参数（参数 C，排名降低的步长一样）更容易达到最值。由此

可以说明两点：一，单元次数相关参数的设定与单元排名相关参数的设定，对

于在线自适应效果的影响，基本上是相互独立的；二，单元排名相关参数内部，

即排名提升的步长设定和排名降低的步长设定，对于在线自适应效果的影响，

是有较大相关性的。单元次数相关的两个参数的影响也应该是类似的。这对于

在实际应用中设定合适的参数具有一定的指导意义。 

上面的图表中，进行比较实验的语料一是原有第一组语料的一部分（40.4 

KB），下表 3.2将原有第一组语料做的实验和它进行对比。 

表 3.2  语料一（部分）和语料一（全）自适应实验的比较 

 语料一（部分） 语料一（全） 

基准汉字错误率 31.26% 33.21% 

 
方法 1
参数 A

方法 2
参数 B

方法 2
参数 C

方法 1
参数 A

方法 2 
参数 B 

方法 2
参数 C

汉字错误率 25.96% 26.45% 26.45% 24.07% 25.30% 25.25%

相对基准的错误率下降 17.0% 15.4% 15.4% 27.5% 23.8% 24.0% 

可以看出，对同一组语料，当自适应语料大小从 35.7 KB增加到 172 KB时

（增加了 3.82倍），错误率下降从 17%，15.4%，15.4%提高 27.5%，23.8%，24.0%，

分别提高了 62%，55%，56%。这说明，自适应语料量越大，自适应效果越好，

但这种变化并不是线性的，自适应最初的语料所起的作用更为明显。 

在 3.3.1节曾提到，本文从时间复杂度考虑，在自适应时采用了固定步长进

行概率补偿的思路，不同于文献[17,18]的最大限度的修正背景语言模型带来的错

误的思路。下面将在压缩语言模型指导解码的拼音转汉字系统下做实验来对比

这两种思路在时间复杂度上的不同。对于固定步长的思路，不妨用语料 2、方法
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2、参数 B（取错误率最低的一组）；对于最大限度修正背景语言模型带来的错误

的思路，则用语料 2 进行实验。将测试语料中每个句子解码后用来做在线自适

应的时间（单位：毫秒）作为采样点，结果如下图 3.8所示。其中，红线是固定

步长思路的结果，蓝色点线是最大限度的修正背景语言模型带来的错误的思路

的结果。 

由图示可以看到，用最大限度修正背景语言模型带来的错误的思路做在线

自适应实验，时间复杂度变化较大，有的句子自适应需要消耗多达 2秒的时间，

而且这个实验还是在 PC上做的，如果在嵌入式设备上，时间消耗会更多。而且

它的汉字错误率达到了 10.86%，不如本文参数最优时的方法（9.49%）。所以，

采用固定步长是合理而且效果不错的思路。 

图 3.8  时间复杂度对比实验结果 

3.5  小结 

本章利用在线自适应方法可以实时获得用户反馈信息这一优势，提出了基

于错误修正学习的语言模型在线自适应思路。它通过有用户指导的实例学习的
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方式，以修正解码错误为直接驱动目标，达到将通用的语言模型在线自适应到

针对特定用户的语言模型的效果。在具体实现上提出了两种方式，增强目标正

例的错误修正学习方法和增强目标正例/削弱反例的错误修正学习方法，在方法

中考虑到嵌入式系统对时间复杂度的要求，从压缩语言模型的特殊性出发，采

用了模糊化的自适应信息补偿方式。实验证明，本章提出的在线自适应方法在

不同条件下都有比较好的自适应效果，当应用环境和训练环境差别较大时，采

用增强目标正例的错误修正学习方法的具体实现效果更好，当应用环境和训练

环境差别较小时，采用增强目标正例/削弱反例的错误修正学习方法的具体实现

效果更好。 
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第 4章  总结和展望 

4.1  总结 

4.1.1  工作的意义 

本文的工作是围绕统计语言模型的自适应展开的，总的目标是为了在嵌入

式系统中应用语言模型时，在保证时空复杂度可以满足应用要求的前提下，尽

可能多地提高拼音转汉字的正确率，最终使得每个嵌入式系统的终端用户在输

入中文语句时获得尽可能高的效率。这就是本文针对语言模型自适应方法在嵌

入式系统中应用所作的研究的意义和价值所在。 

4.1.2  两项主要工作的区别与联系 

本文的主要工作分为两个部分：语言模型的语体自适应方法和压缩语言模

型的在线自适应方法。 

这两部分工作存在以下区别，所以可以看作两个相对独立的部分。 

首先，两者的目的不同。使用语言模型的语体自适应方法的目的，是为了

更好地满足在个人移动计算设备等口语应用环境中使用统计语言模型的特殊要

求；使用压缩语言模型在线自适应的方法的目的，是为了满足使用嵌入式系统

的每个终端用户的个性化输入要求。 

其次，两者所产生的效果不同。语言模型的语体自适应方法，是把自适应

语言模型中蕴涵的、原有通用语言模型中缺少的口语相关信息，补偿到原有的

通用语言模型中，得到新的、适用于口语应用环境的语言模型；压缩语言模型

的在线自适应方法，通过实时收集特定用户的语言信息，补偿到原有的压缩语

言模型中，得到针对特定用户的压缩语言模型。 

再次，两者具体实现的方法不同。语言模型的语体自适应方法，是离线进

行的，用基于 trigram语体特征的动态权值来指导语体信息的补偿；压缩语言模

型的在线自适应方法，以特定用户实时使用过程中对解码错误的修正为驱动，

来指导特定用户语言信息的补偿。 

尽管这两部分工作具有一定的独立性，但在本文的大框架下，又是相互关
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联的。 

首先，两者的总的目标是一致的。即在某个特定的应用条件下，尽量提高

拼音转汉字的正确率。因为目标一致，所以在应用中可以一起采用以达到更好

的效果。在本文工作涉及的中文整句输入法系统中，先用语言模型的语体自适

应方法处理原有的语言模型，获得性能更好的通用语言模型，然后对其进行压

缩处理，得到通用的压缩语言模型供输入法使用，最后在某个用户使用输入法

过程中，用压缩语言模型的在线自适应方法不断地提高针对该用户的性能。所

以，两者都贴切地体现了本文工作的意义。 

其次，两者的总的思路是相通的。第 2章曾经提到，语言模型自适应就是，

把自适应模型中蕴涵的、通用模型中缺少的信息，补偿到通用模型中，得到更

为精确的新模型，从而使自适应后的语言模型与应用环境获得最大程度的匹配。

在第 3 章中，并没有明显出现自适应模型，而是在用户修正错误的指导下更有

针对性的将用户特有的语言信息补偿到通用模型中。事实上，一个语言模型中

所包含的信息就是训练这个模型的语言集合所蕴涵的部分信息（在目前，不管

用什么建模方式，都不可能包含所有的语言信息，这就是为什么拼音转汉字的

正确率不能达到 100%），当训练条件和应用条件不匹配时，意味着语言模型所

包含的语言信息与应用条件下的语言集合所蕴涵的语言信息之间存在的差异会

更大。因此，语言模型自适应的意义就在于：从应用条件下的语言集合中获取

尽量多的、原有语言模型所缺少的信息（涉及到需要补偿信息的定位），来补偿

语言模型原有信息与应用条件下的语言集合所蕴涵的信息之间的差异（涉及到

需要补偿信息的量化），使得语言模型包含的语言信息与应用条件下的语言信息

获得最大程度的匹配。在语言模型的语体自适应方法中，信息补偿的方式是普

遍性定位、精确量化；在压缩语言模型的在线自适应方法中，信息补偿的方式

是针对性定位、模糊量化。可以说，在本质上，两者的思路是相通的，只不过

具体所采用的方法导致表面上的不同。 

4.2 展望 

4.2.1  对具体方法的展望 

在本文的语言模型语体自适应方法和压缩语言模型在线自适应方法的具体

实现中，都使用了若干经验参数。对于语体自适应，如果不同语体的语言模型
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的训练条件变化了，要想保持相对较优的语体自适应效果，则要对相关经验参

数进行调整；对于压缩语言模型在线自适应，在不同语言风格的用户使用时，

同样的自适应步长参数会有不同自适应效果，要想让某个用户的使用获得更优

的效果，自适应的步长参数也应该相应调整。而这些在应用中都是不方便的，

如何找到更好的方法来解决经验参数的问题，可能作为后继的工作之一。 

对于语言模型的语体自适应方法，从实验结果可以看出，算法 2.3.2和算法

2.2.2 相比十分接近，这说明在语体特征的提取以及权值的选择或计算上还有深

入研究和进一步改进的余地，这也可能作为后继的工作之一。 

在压缩语言模型的在线自适应方法具体实现时，尽管采用不同的单元次数

增加、减少步长和不同的单元排名提升、降低步长，做了几组实验并有了一些

分析结果，但是对这些步长参数相互之间联系的探索和分析还不够深入，如果

能够对这个问题有更深入的了解，有可能让在线的自适应效果更好，所以，这

也可能作为后继的工作之一。 

4.2.2  对研究思路的展望 

由于本人能力和时间的限制，对于本文提到的自适应的信息补偿的思路都

是在做定性的分析，没有抽象为公式等定量表达的形式。如果能够结合信息论

等数学工具，对自适应的信息补偿的思路做深入的研究，也许可以找到更好的

补偿信息的定位方法和补偿信息的量化方法，从而获得针对具体问题的更优的

自适应方法，也有可能在自适应的信息补偿有了更加普适的抽象表达形式后，

可以用来指导更加普遍的自适应问题的解决。 

另外，本文第 3 章提到，语言模型压缩过程中对语言信息进行了模糊化处

理，自适应过程中补偿的也是模糊化的信息，而模糊化的程度如何，都只是定

性分析。如果能够使用信息论和模糊数学等理论，对该问题进行深入的研究，

也许可以对语言模型的压缩方法和语言模型自适应中的模糊化信息补偿的方法

进行优化，使得在一定的存储空间下容纳的信息尽可能多、尽可能准确，也有

可能在对信息的模糊化处理有了更加系统的理论后，可以用来指导更加普遍的

信息压缩、信息补偿等问题的解决。 

以上的看法，可以说是从数学的角度来看，语言模型研究今后可能需要做

的工作。而语言模型本质上是用某种数学的方法对语言进行建模，所以除了从

数学的角度来开展语言模型的研究，还可以从语言学的角度来开展语言模型的
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研究。事实上，本文第 2 章中，从语言的不同语体出发，对语言模型的自适应

展开研究，取得了较好的效果。因此，如果能结合更多的语言学理论，对语言

模型展开研究，也许会促进语言模型向更深、更广的领域拓展。 
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附录 A  硕士就读期间完成的其它工作 

基于Window Mobile for Pocket PC系统的10键中文整句输入法开
发 

基于Window Mobile for Pocket PC系统的 10键中文整句输入法模拟了手机

上的 10 键输入方式，主要是为了满足 Pocket PC用户单手输入文本的要求。 

它由拼音、数字、英文大写、英文小写四种输入方式组成，缺省的是拼音

输入方式。拼音输入是采用整句方式进行汉字输入的，在整句解码时使用了本

文进行研究和开发的压缩语言模型，体现了本文研究工作的应用价值，所以在

附录中对拼音整句输入方式进行比较详细的介绍，而其它输入方式不再详述。 

该输入法的基本输入界面如图 A-1所示： 

 
图 A-1  用户基本界面示意 

在拼音整句输入方式下，数字键作为拼音字母，进行汉字整句输入。当用

户开始输入时，整句编辑框和拼音候选框将会显示。例如，要输入“我在外面

吃饭”，其拼音串为“wo zai wai mian chi fan”。用户可以连续输入以下的

数字串“96～924～924～6426～244～326”（关于每个数字对应的英文字母可

以参看图A-1），其中“～”是分隔符，用来分隔相邻的拼音所对应的数字串。

如图A-2所示： 
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图 A-2  拼音整句输入示例 

在汉字的输入过程中，用户不需每输完一个拼音后去修改汉字，可以连续

输入拼音串，等句子输入完后，如果有汉字选择错误的话，可以触摸选中要修

改的汉字，这时会弹出一个汉字候选框，用户触摸即可选中想要输入的汉字。

当候选的汉字多于一页时，可以按上/下翻页键（见下面图 A-3 示意）进行翻页

选择。选中一个汉字或按“ESC”键可以关闭汉字候选框。如图 A-3 所示： 

 
图 A-3  单字候选示例 

由于一串数字对应的有效拼音可能多于一个，有时候用户想要输入的汉字

和当前给出的汉字的拼音就不同，所以需要用户先触摸选中正确的拼音候选（可

见上图 A-3 中间的拼音框），这时会弹出对应于该拼音的汉字候选，然后用户即

可触摸选中需要的汉字。 

在用户输入一个完整句子后，还可以通过句子候选框选择最接近自己所需

要的句子，以减少汉字的修改（有时候想要的句子就在三个候选句子当中）。触

摸整句输入框右边的按钮（整句候选键，见下面图 A-4 示意）即可打开句子候

上/下翻页键 

整句编辑框 

拼音候选框 
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选框（若此时汉字候选框处于打开状态，则被自动关闭），然后触摸想要输入的

句子即可选中它，这时句子候选框自动关闭。用户还可以再次按整句候选键或

者按“ESC”键关闭句子候选框。如图 A-4 所示： 

 
图 A-4  整句候选示例 

基于Window Mobile for Smartphone系统的中文整句输入法开发 

基于Window Mobile for Smartphone系统的中文整句输入法面向的是智能手

机用户，它由拼音、数字、大写英文字母、小写英文字母四种输入方式组成。

其中拼音是采用整句方式进行汉字输入的，同上面的输入法一样，在整句解码

时也使用了本文进行研究和开发的压缩语言模型，体现了本文研究工作的应用

价值。 

该输入法会根据用户进入不同的输入框来确定不同的输入方式，缺省输入

模式为拼音输入模式。它的输入界面如下图 A-5所示。 

  
图 A-5  基本输入界面 

整句候选键 

拼音栏 

候选栏 

句子栏 
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因为该输入法在功能上和基于 Pocket PC的 10键输入法类似，只是在系统

的底层实现和外观界面上有所不同，所以在本附录中不再详述。 
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