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摘要

．网络信息系统需要采取主动的防御措施。入侵检测技术是近20年来出现的

一种主动保护系统、免受黑客攻击的新型网络安全技术。传统的入侵检测算法是

基于监督学习的，检测率较高，误报率较低，但无法检测到未知攻击，且要求将

数据正确地标记为正常或异常．网络环境中存在大量的未标记数据，要正确地标

记这些数据，几乎是不可行的。如果将非监督学习方法应用到入侵检测中，基于

聚类的入侵检测算法能够检测未知攻击，检测率较高，但误报率也较高。由此本

文提出基于半监督学习的入侵检测算法。

一半监督学习是机器学习领域中一个新的研究热点，通过标记数据和未标记数

据的联合概率分布，来改进分类器的性能。根据网络数据的特点，本文提出了基

于半监督聚类的入侵检测算法，利用少量的标记数据，生成用于初始化算法的种

子聚类，然后辅助聚类过程，检测已知和未知攻击。在网络环境中，标记数据是

有限的，为了充分利用监督信息，用户需要主动查询标记数据的约束，而不是随

机选择约束，这样即使少量的约束也能大大改进算法的性能。

本文系统地研究入侵检测系统的基本理论，介绍了入侵检测的定义，分析了

入侵检测的模型、研究现状和当前存在的问题。针对基于聚类的入侵检测算法误

报率高的问题，提出了基于半监督聚类的入侵检测算法ACKID。论文将主动学习

策略应用于半监督聚类过程中，主动学习策略查询网络中未标记数据与标记数据

的约束关系，采用FarthestFirst对未标记数据进行标记。

KDD Cup99数据集是用于评估入侵检测算法的标准数据集，结合KDD

Cup99数据集，分析了ACKID入侵检测算法的评估过程，确定ROC曲线为ACKID

算法的评估指标，分析网络数据的属性特征并对数据预处理，最后评估ACKID

算法的性能。

实验结果表明，ACKID算法能够检测出未知攻击，证实利用标记数据和约

束可以提高算法的检测率，降低误报率，并且表明采用主动学习策略能够获取最

有用的监督信息以检测未知攻击。

关键词：入侵检测；半监督聚类；主动学习；ROC曲线
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Abstract

Information system needs active protection measures．During these two decades．

intrusion detection which protects system actively from hacker’S attacks is a new

technique．The traditional algorithms for intrusion detection based on supervised

learning Call’t detect uDknown attacks and request that data are correctly Iabeled as

normal or anomaly,which detection rates are higher and false positive rates are lower．

There are lots of data in network environment．especially for labeling new unknown
attacks correctly is hardly possible．Ifthe methods ofunsupervised learning ale applied

to intrusion deteetinn．the intrusion detection algorithms based on clustering can detect

nnknown attacks。which detection rates are higher whereas false negatives rates are

also higher．Consequently,the paper proposes the algorithm for intrusion detection

based on semi-supervised clustering．

Semi—supervised learning is one ofnew research ofmany hot topics，which attains

joint probability distribution of labeled data and unlabeled data to improve classifier's

performance．ne paper proposes the algorithm for intrusion detection based on

semi．supervised clustering which uses a few limited labeled data to generate seed

clusters initiating the algorithm and then aids clustering process to detect known and

inllolown attacks．There are a few labeled data in network environment．In order to
maximize the utility of the limited supervised data available in a semi-supervised

setting,constrains of labeled data should be selected as maximally informative ones

actively rather than chosen at random．if possible．In that case。fewer constraints will

be required to improve the clustering accuracy significantly．

Systematically,the paper investigates the basic theory of intrusion detection

system，iutroduCCS the definition of intrusion detection,and analyses the models of
intrusion detection and research state-of-art and existing problems nowadays．Aiming
at the problems of intrusion detection algorithin based on clustering,the Paper

proposes the algorithm for intrusion detection based on semi-supervised clustering,

namely ACKD algorithm．The paper applies active learning strategy to

semi-clnstering profess．Active learning queries consla'ains OU labeled data and

unlabeled data,which uses FarthestFirst to label the unlabeled data．

KDD Cup99 datasets are standard datasets used to evaluate the algorithms for

intmsiun detection．皿e paper nses KDD Cup99 datasets to analyze the evaluation

process ofACKID algorithm，confirming ROC CUlWe as evaluation standard ofACKID
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algorithm,analyzing the attribute features of network data,preproeessing data and

amlyzmg results．
。

The experimental results demonstrate that ACKID algorithm which has the

capability of generalizing unknowll intrusion can detect unkIlown attacks，approve that

ACKID algorithm usmg labeled data and constrains can improve the detection rates

and low the false positive rotes of the algorithm，and confirm that ACKID algorithm

adopting active learning Can acquire the most useful supervised information to detect

unknown attacks．

Key word：intrusion detection；semi-supervised clustering；active learning；Roe

curve
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第l章绪论

入侵检测是一种主动保护系统、免受黑客攻击的新型网络安全技术，提供对

网络内部攻击、外部攻击和误操作的实时保护。本章重点阐述选题背景、入侵检

测研究现状和本文所做的工作。

1．1 选题背景

二十年来，Intemet改变了人类的生活方式。然而，随着越来越多的人使用

Intemet，计算机系统本身存在的漏洞逐渐暴露出来，使得恶意入侵有机可乘，像

计算机病毒、窃取数据、黑客攻击等。

根据数据统计，99％的大公司都发生过大的入侵事件，如世界著名的商业网

站Yahoo、Buy、Amazon等都曾被黑客入侵，造成巨大的经济损失，甚至连专门

从事网络安全的RSA网站也受到黑客的攻击。

我国同样存在计算机安全问题，利用计算机网络进行的各类违法行为以每年

30％的速度递增。我国95％的与Internet相连的网络管理中心都遭受过境内外黑

客的攻击或侵入，其中银行、金融和证券等机构是黑客攻击的重点，这些金融机

构因黑客犯罪案件而损失的金额己高达数亿元，同时针对其他行业的黑客犯罪也

时有发生。

因此，计算机网络的安全问题已成为一个亟待解决的国际化问题。确保计算

机系统、网络系统及整个信息基础设施的安全对于我国的经济建设和国防安全具

有重要的意义。

Russel与Gangemi(1991)提出计算机安全是建立在系统的机密性j完整性及

可用性的要求之上的【”。机密性(Confidentiality)指只有授权用户才能获取信息；

完整性(Integrity)指系统中的数据要保持一致性和正确性，不会被偶然或恶意修

改；可用性(Availability)指当授权用户需要系统资源时，系统会一直提供资源，

而不会拒绝授权用户的访问．
‘

Kum呱1995)对计算机安全系统的定义是：能够保护数据、资源免于未经授

权的访问、篡改数据和拒绝服务的系统【2】。在他所提出的框架中，数据机密性对

商业和国家安全是很重要的；数据一致性允许医院维护病人的看病记录，为的是

在关键时刻做出决策；数据可用性允许实时地在线交易。
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随着计算机和的普及和网络的快速发展，未经授权的访问、篡改数据和拒绝

服务攻击的现象日趋严重。日益增长的网络连接不仅方便了获取大量的数据，而

且也提供了数据的访问路径。网络入侵者根据网络所提供的信息，在理解系统是

如何工作后，利用系统的漏洞获取权限来完成他的目的。入侵者利用入侵模式掩

饰他的活动轨迹，使得系统无法识别他就是入侵者。

为了使得网络安全人员尽量发现和察觉入侵行为和入侵企图，需要采取有效

的措施来堵塞漏洞和修复系统。入侵检测技术是近20年来出现的一种主动保护系

统、免受黑客攻击的新型网络安全技术。入侵检测被认为是防火墙之后的第二道

安全闸门，它在不影响网络性能的情况下对网络进行监测，从而提供对内部攻击、

外部攻击和误操作的实时保护。

入侵检测通过分析计算机网络或系统中的审计数据，从中发现网络或系统中

是否存在入侵行为或入侵企图。入侵检测的本质是一个模式分类问题，就是将网

络数据正确地分为正常类和异常类，因此各种机器学习技术越来越多的应用到入

侵检测领域中[31。

传统的入侵检测算法是基于监督学习的【4】，检测率较高，误报率较低，但是

无法有效地检测到未知攻击，且要求训练集中的数据被正确地标记为正常或异常。

然而，在网络环境中存在大量的数据，尤其是对未知攻击正确地标记几乎是不可

能的。因此，非监督学习方法被应用到入侵检测中【5】，基于聚类的入侵检测算法

不用对网络数据进行标记，就可以检测到未知的入侵行为，所以，基于非监督学

习的入侵检测算法的检测率较高，然而，一旦有入侵行为被作为正常数据包含在

训练集中，就会导致该类的入侵行为及其交种都被视为正常数据，所以误报率也

较高。

在网络环境中，为了解决监督学习和非监督学习应用于入侵检测中的问题，

本文引入了半监督学习。半监督学习技术问是机器学习领域中一个新的研究热点，

它通过标记数据和未标记数据的联合概率分布来改进分类器的性能。在网络环境

中，获得少量的标记是可行的。因此，本文提出基于半监督聚类的入侵检测算法

ACKID，利用少量的标记数据辅助聚类过程，采用主动学习策略查询标记数据与

未标记数据的约束关系，也就是利用标记和未标记数据的联合分布来检测入侵行

为。
‘

通过查阅大量的文献，仅有一篇文献提出自标记启发式算法标记网络数据17J，

利用标记数据检测未知攻击。与文献【7】不同的是，本文采用主动学习策略查询标

记数据的约束，可以充分利用标记数据的监督信息以指导聚类结构的形成。
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1．2 研究现状

随着入侵检测技术的发展，目前已经出现很多入侵检测系统，不同的入侵检

测系统具有不同的特征。根据不同的分类标准，入侵检测系统可分为不同的类别。

对于入侵检测系统，要考虑的因素主要有：信息源、响应机制、分析算法、同步

技术、控制策略等IS]。图1．1从不同角度对入侵检测系统进行分类。

图卜1入侵检测系统的分类

根据入侵检测系统的检测原理的不同可分为：误用检测和入侵检测。误用检

测首先抽取入侵特征，并构建入侵特征库，通过模式匹配的方式来检测已知类型

攻击及其变种。入侵检测是对正常的网络和用户的行为构建模型，那么偏离模型

的行为都被认为是异常。’
“

根据信息源的不同，入侵检测系统可以分为：基于主机的入侵检测系统和基

于网络的入侵检测系统。基于主机的IDS一般用于监视主机信息，其数据源通常

包括操作系统的审计记录、系统日志、基于应用的审计信息、基于目标的对象信

息等。基于网络的IDS主要用来实时监控某一网段，数据源是网络上所有分组采

集的数据包。

IDS对检测到的入侵行为可采取不同的反应方式：采取某种行动的IDS为主

动响应，如断开网络连接、增加安全日志、杀死可疑进程等；若只是产生一些警

告通知，则称为被动响应。根据系统监控到事件和对事件进行分析处理之间的间
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隔，可将其分为实时的和事后处理两类。“实时”是指不间断持续运行的检测过程，

表明IDS对入侵反应足够快；而系统在收集到信息之后要隔一段时间才对其进行

处理，称为事后处理IDS。

按照体系结构，ms可分为集中式和分布式，这与计算机系统的发展趋势是

一致的。传统的IDS是集中式的，可能有多个分布于不同主机的审计程序收集到

的数据交由一个中央入侵检测服务器进行分析处理；而分布式IDS由多个基于主

机的IDS组成，这些IDS不分等级的执行自己的监控任务，各IDS之间通过消息

或其他机制进行交互。

1．3 本文工作

当入侵模式和网络行为特征改变时，传统的入侵检测系统就无能为力了，用

聚类算法可以检测到新的未知的入侵行为。然而，聚类算法处理、描述网络行为

的特征有局限性，一旦攻击被当作正常数据包含在训练集中，就无法检测到这类

攻击及其变种。因此，目前入侵检测算法无法准确检测未知攻击、误报率等问题。

为了改进入侵检测算法，提高检测率，降低误报率，本文提出基于半监督聚类的

入侵检测算法。

本文研究的主要内容是，设计实现基于半监督聚类的入侵检测算法，能够检

测到已知攻击的变体和未知攻击，具有高的检测率和低的误报率。论文主要创新

点和贡献如下：

(1)系统地研究入侵检测系统的基本理论，分析了入侵检测模型的研究现状

和当前存在的问题。讨论如何将聚类算法应用于入侵检测中，并分析基于聚类的

入侵检测算法存在的问题。

(2)针对基于划分聚类的入侵检测算法误报率高的闯题，提出基于半监督聚

类的入侵检测ACKID(Active Constrained K-means Intrusion Detection)算法，分析

网络中标记数据的监督信息是如何并入到K-means算法中的，并将主动学习策略

应用于半监督聚类过程中．通过查询网络中未标记数据与标记数据的约束关系，

采用FarthestFirst对未标记数据进行标记，这样可以检测出未知攻击，即使少量

的标记和约束也能大大改进算法的性能。

(3)KDD Cup99数据集是用于评估入侵检测算法的标准数据集，结合KDD

Cup99数据集，分析ACKID入侵检测算法的评估过程，主要包括；确定ROC曲

线为ACKID算法的评估指标，分析网络数据的属性特征，数据预处理中训练集

过滤和对离散型数据做归一化处理，分析结果。
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(4)在实验中，通过分析比较ACKID、K-means和SVM三种算法，表明

ACKID算法具备对未知入侵行为的推广能力，并且能发现未知入侵行为。证实利

用标记数据和约束可以提高算法的检测率，降低误报率，并且表明采用主动学习

策略能够获取最有用的监督信息。
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第2章入侵检测概述

随着网络环境越来越复杂，仅依赖防火墙技术不能阻止来自内部的攻击，而

防火墙本身有各种漏洞和后门，且不能提供实时的入侵检测能力。为了增强计算

机系统或网络系统的安全，需要采用更强大的主动策略和方案，其中一个有效的

解决途径就是入侵检测。自从Denning提出入侵检测模型唧，人们对入侵检测产

生了极大的研究兴趣，提出许多关于入侵检测系统原型。本章通过对现有入侵检

测模型及其实现技术的分类，说明入侵检测系统的主要特征和实现技术的优缺点，

从整体上把握入侵检测的研究与发展。

2．1 入侵检测的定义

入侵行为是采用未经授权的行为，通过扫描系统漏洞，获得用户帐号，篡改

用户文件，这样的行为就是入侵行为。根据CIDF(Common Intrusion Detection

Framework)标准【埘，IDS(Intrusion Detection System)就是对计算机网络或系统

中的数据进行自动分析，从中发现网络或系统最终是否存在违反安全策略的行为

或遭到攻击迹象的网络安全技术。

入侵检测系统应具有以下6个方面的特性：

(1)监视、分析用户及系统活动，查找非法用户和合法用户的非授权操作。

(2)检测系统配置的正确性和安全漏洞，并提示管理者修补漏洞。

(3)识别已知攻击类型并向网络管理者报警。

(4)分析异常行为模式。

(5)操作系统的审计跟踪管理，并识别用户违反安全策略的行为。

(6)评估重要系统和数据文件的完整性。

2．2入侵检测的模型

如何从大量的网络数据中区分网络和用户的正常行为或入侵行为，这是建立

入侵检测模型的关键。从Denning提出的用统计算法建立网络和用户正常行为的

入侵检测模型至今，入侵检测技术已经经历了十多年的发展历程。下面从误用检

测和入侵检测两方面概述目前入侵检测模型的研究状况。
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2．2．1误用检测

误用检测是利用特征库中良好定义的入侵模式，通过与审计数据的匹配来检

测入侵。误用检测系统首先对标记的入侵行为模式进行编码，建立入侵模式库，

然后分析网络数据，检测是否与入侵行为匹配。误用检测系统面临的问题是如何

描述一个攻击及其变种的特征模型，而该模型又不能与非入侵行为匹配。

误用检测能够准确地检测入侵模式库中已有的入侵行为，有较低的误报率。

但当出现新的攻击时，需要将新的攻击特征模式手工添加到入侵模式库中，这就

意味着它需要不断升级、更新，才能保证系统检测能力的完备性。另外，因为误

用检测系统对目标系统的依赖性很强，所以系统移植性不好；由于不能检测到未

知的入侵行为，所以检测率低。

1．专家系统 ，

最初的误用检测系统是基于规则的专家系统[II】。它是将已知的入侵编码为一

个规则集，其中规则具有if-then结构，条件部分为入侵特征，then部分为系统防

范措施。当规则的条件部分得到满足时，就执行then部分的动作。专家系统的建

立依赖于知识库的完备性，知识库的完备性又取决于数据的完备性与实时性。

运用专家系统时可以把它看成一个自治的黑盒子，用户不需要干涉专家系统

内部的推理过程。它的缺点主要有：提取入侵特征难度较大，处理海量数据存在

效率问题，速度难于满足实时性要求；由于更改规则时必须考虑规则库中不同规

则间的依赖性，所以维护规则库很困难。

2．状态转换

状态转换是一种用于误用检测的分析算法，它使用系统状态和状态转换表达

式来描述和检测已知的入侵行为。实现入侵状态转换主要有两种模型：状态转移

分析和有色Petri-Nct。

状态转移分析使用状态转移图来表示已知入侵行为，状态图由系统状态变化

的初始状态、中间状态以及结束状态的一个序列组成的【121。系统状态通过系统属

性或用户权限加以描述，状态转换是由系统事件驱动的，状态转换引擎保存着一

份状态转移表，每一事件发生时则对此表进行刷新。

状态转移算法的优点是，状态转移规则比较容易创建和更新，并且转移规则

容易理解；只需分析引发状态转移的事件，提供与数据独立的入侵行为描述．其

缺点是状态声明和动作事件的列表需要手工编码，不能充分表达较为复杂的入侵

模式，系统也难以检测入侵行为的简单变体，运行效率低下。
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另一种采用状态转移技术的模型是有色Petri网(Colored Petri Nets，CPNs)。

该模型是由Purdue大学的Kumar和Spafford提出用来优化误用检测系统，具体

的实现是IDIOT系统【13】。它使用CPN来表示和检测入侵模式，每一个入侵模式

表示为一个CPN。CPN中令牌的颜色表示事件的属性，令牌的移动表示入侵过程

的进展，当令牌从CPN的初始状态移动到结束状态时，则表示入侵过程成功完成。

基于着色Petri网状态转移的误用检测系统的优点是，检测效率高，能自动

响应，另外模式匹配独立于数据格式，因而具有较好的移植性；再者入侵模式中

事件的前后相关性和排列顺序可以直接体现出来。缺点是由于其检测基础是误用

检测，所以不能检测出未知入侵。

2．2．2异常检测

异常检测是根据系统行为和资源的使用状况是否偏离正常情况来判断入侵

是否发生。它通过对数据的训练学习，从中发现正常行为模式，以定量方式描述

可接受的行为特征，并由测试数据和正常行为模式的偏差捕获异常，以区分非正

常的，潜在的入侵行为。偏差超出给定的阈值时，就会报警发现入侵行为。

异常检测与系统相对无关，不需要系统的先验知识，通用性较强，能够检测

到一些未知的入侵，但不可能对系统的所有用户的正常行为建立统计模型。另外，

每个用户行为是不断变化的，所以只要偏离正常行为模型的行为都会被认为异常。

然而其中有一些并不是攻击，所以它的误报率很高，这是异常检测中需要解决的

问题。

异常检测的正常行为模型的建立完全依赖于对训练数据集中正常数据的训

练，所以要保证数据集的纯净性，对建立一个实用的异常检测系统这是很重要的。

而实际上，由于行为模式的统计数据不断更新，收集一个纯净的数据集不太容易。

入侵者可以通过恶意训练的方式，使得检测系统缓慢地更改行为模型，最初被认

为是异常行为经过一段时间的训练就会被认为是正常的，也就是说，一旦有入侵

行为被作为正常数据包含在训练集中，那么会导致该类的入侵行为及其变种都被

视为正常数据，这是异常检测面临的困难之一。

Denning入侵检测模型是一个通用入侵检测模型，它独立于具体系统、应用

环境和攻击类型，为后来研究的检测模型和系统提供了借鉴价值。如

IDES／NIDES[14】都是在Dennying模型的基础上扩展的。

1．统计分析

统计分析用于异常检测。它通过设置闽值的算法，将检测数据与已有的正常
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行为模式加以比较，如果偏差超出阈值，则认为是入侵行为。常用的异常检测统

计分析模型包括：

(1)操作模型：该模型假设异常行为可通过观测结果超过一定的指标来判断，

主要针对系统中的事件计算观测值。例如，在短时间内，多次失败登陆很有可能

是口令尝试攻击。

(2)均值与标准方差模型：针对数据均值和标准方差的特征提取算法。计算

参数的方差，设定其置信区问，当测量值超过置信区间的范围时，可能是异常。

该算法适用于事件计数、内部定时以及资源使用状况等统计范畴。

(3)多元模型：操作模型的扩展，通过同时对两个或多个系统变量之间的相

关性分析来检测异常。例如，同时考虑处理器时间和资源利用情况，或登录频率

和会话消耗时间。

(4)马尔柯夫过程模型：将每种不同类型的事件定义为系统状态，使用状态

转移矩阵表示系统状态的变化。检测过程中使用正常情况下的状态转移矩阵，针

对每一次系统的实际状态变化计算其发生的概率，如果该转移的概率较小则可能

是异常事件。

(5)时间序列分析：将事件计数与资源耗用根据时间排成序列，如果一个新

事件在该时间发生的概率较低，则该事件可能是入侵。

统计算法的最大优点是它可以“学习”用户的使用习惯，从而具有较高检测率

与可用性．但是它的“学习”能力也给入侵者机会，通过逐步“训练”使入侵行为符

合正常行为的统计规律，从而越过入侵检测系统。

2．模式预测

模式预测是一种基于异常检测的入侵检测算法，其前提假设是系统中事件的

发生序列不是随机的而是遵循可辨识的模式，该算法的特点是考虑事件间的相互

关系。Teng和Cheng给出基于时间推理的模式预铡算法，应用时间规则识别用户

正常行为的特征【15】。规则通过归纳学习动态产生，并能实时在线调整使之具有较

高的预测性、准确性和可信性。如果规则的大部分是准确的，而且可以成功预测

到所观察到的数据，则规则具有较高的可信性(如果规则1比规则2成功地预测

更多的事件，则规则l比规则2更具有预测性)．系统在自学习过程中，只将良

好的用户行为(信息熵较低的规则)保留。

模式预测首先在入侵检测系统TIM(Trine-Based[uductive Machine)中实

现，TIM系统有效地实现了Denning所提出的Markov状态转移概率模型，它是



第10页 河南大学研究生硕士学位论文

Polycenter入侵检测产品的基础。TIM系统和其他入侵检测系统的区别在于：TIM

从事件序列的角度，而不是单个的事件来检查系统或用户的行为模式是否偏离正

常行为模式。模式预测的主要优点如下：

(1)能较好地处理用户变化多样的行为事件，并且具有很强的时序性；

(2)入侵检测时能够集中考察仅与安全相关的事件序列而非整个会话过程；

(3)该算法没有“弱化敏感”的问题，“弱化敏感”是一个与入侵检测相关的失败

策略，攻击者随着时间推移逐渐改变自己的行为模式，直到系统将其当作正常行

为来接受。“弱化敏感”的消除是因为把语义直接融入于检测规则当中。该算法的

缺点是误报率高。这是异常检测有待解决的问题。

2．2．3其他检测模型

下面的检测模型不能简单地归类为误用检测或是异常检测，它们提供更具有

普遍意义的分析技术，在两类检测中都有应用。

1．神经网络

基于神经网络的模型【16】首先从训练数据集得出正常行为模式，然后使用自学

习技术来提取异常行为的特征。自学习可以在线或离线进行。神经网络建模分为

两个阶段：．训练阶段和检测阶段。训练集中的数据来自正常的网络数据，经数据

信息预处理模块的处理后，作为神经网络的输入向量；然后，使用神经瞬络对输

入向量处理，从中提取用户正常行为的模式特征，并创建用户的正常行为特征轮

廓；最后，当网络接收输入的事件时，从中找出偏离特征轮廓的用户行为。

对于入侵检测，神经网络的优点是，不需要获取描述用户行为特征的特征集

以及用户行为特征测度的统计分布，避开选择统计特征的困难问题：具备相当强

的攻击模式分析能力，能够较好地处理带噪声数据，并且分析速度快，可用于实

时分析。它的主要缺点是，不能解释或说明任何异常行为，这妨碍了用户获取入

侵行为的详细信息，因而难以满足安全管理的需要；其次，神经网络的拓扑结构

及权值的调整需要对大量的数据进行训练，因此建模代价高。

2．遗传算法

遗传算法是基于自然选择和基因遗传学原理的搜索算法，在搜索过程中自动

获取和积累有关搜索空间的知识，并控制搜索过程，从而得到最优解或次优解。

遗传算法应用到入侵检测中【171，是利用若干基因串序列来定义用于分析检测的指

令组，识别正常或者异常行为的这些指令在初始训练阶段不断进化，提高分析能
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力．

遗传算法的优点是自学习、自适应能力较强，能够通过基因串的不断复制和

重组，产生性能良好的检测器；在学习的过程中，淘汰不良检测器。通过反复的

学习和淘汰，系统不仅能够检测出已知入侵行为，并且能准确检测出其相应变体

及未知的入侵。遗传算法的缺点是，由于网络行为的复杂性，很难用基因串完整

表达检测向量，而过于复杂的基因串会使系统性能逐渐恶化。另外，适应函数的

选取需要傲多次试验，加以验证才能选取。

3．数据挖掘

随着网络规模的扩大，系统产生大量的数据。数据挖掘通过分析这些数据，

试图从中找出偏离正常行为模式的异常行为，这是一个自动的过程，不需要人工

分析和编码入侵模式。将数据挖掘应用于入侵检测中，具有代表性的成果是

Columbia大学的Wenke Lee研究小组设计开发的入侵检测系统MADAN ID[1町，

主要技术是分类、关联分析和序列规则分析，其中序列规则分析的frequent

episodes算法测试结果比较理想。 ，

基于数据挖掘算法的入侵检测的优点是，系统能够自动发现未知的入侵行

为，从而实现自学习、自适应功能。它的缺点是实时性问题，由于通过数据挖掘

产生未知入侵模式是一个较为缓慢的过程，所以对数据的检测过程只能是进行事

后分析。

4．免疫系统

计算机系统的保护机制与免疫系统非常相似，免疫系统中重要的能力是识别

“自我，非自我”。根据免疫系统算法，New Mexico大学的Stephanie Forrest、Hofineyr

和Somayagi提出将生物免疫机制引入计算机系统的安全保护框架中。利用程序运

行过程中产生的系统调用短序列来定义正常行为模式，用来识别攻击行为【嘲。系

统调用短序列是系统调用序列中一定长度、相当稳定的片段，能够识别“自我’’．

Forrest小组提出短序列匹配算法，用于计算机系统调用序列与正常序列模式的相

似度，该算法只考虑系统调用在时间上的次序，并没有考虑调用的参数。对三种

异常的行为模式(成功的入侵、不成功的入侵和错误条件)进行实验研究后，取得

了令人满意的结果。

免疫算法主要特征在于分层保护、分布式检测，能够检测新的未知类型攻击

行为。免疫算法的不足之处是，不涉及系统特权进程使用的攻击行为，往往无法

检测到，如条件竞争、身份伪装、违背安全策略等攻击。
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2．3 存在问题

可以从三个方面来评价入侵检测模系统的优劣：有效性、适应性和可扩展性。

有效性是指IDS具有高的检测率和低误报率。适应性是指通过编码快速更新入侵

模式，能够检测到已知攻击的变体和未知攻击。可扩展性指根据网络配置，系统

能够并入检测模块，或者定制其他服务。

总的来说，目前入侵检测系统主要有以下几个缺陷：

(1)缺乏有效性：专家设计安全系统需要手工编码规则和模式，由于网络系

统的复杂性，专家知识通常是不完备和不精确的，因此造成了检测率低和误报率

高的问题。

(2)缺乏适应性：专家通常只是分析当前的入侵检测模型和系统漏洞。所以，

基于专家知识的误用检测模型不能检测到新的未知攻击，而添加新的规则需要不

断地更新模型，因此很难适应目前层出不穷的攻击手段。入侵检测虽然具备检测

未知攻击，但需要为系统收集一个纯净的数据集，而在现实的网络环境中，这几

乎是不可能的，因为训练集中一旦有入侵数据被认为是正常数据，那么该类入侵

行为及其变种都被视为正常数据，因此导致较高的误报率。

(3)缺乏可扩展性：滥用检测的入侵模式和入侵检测的统计测度是基于特定

的环境和系统的，不具有通用性，因此，在新的网络环境中重用和定制已经建立

起来的入侵检测系统难度很大。

由于当前网络环境复杂多变，审计记录日益庞大，攻击方式不断变化，需要

—个更加系统化、自动化的算法来构造入侵检测模型。

2．4 本章小结

本章首先描述入侵检测的定义，然后从检测原理的不同，对当前入侵检测模

型进行详细的阐述，并分析各自的优劣，这有助于从整体上把握入侵检测领域的

研究和发展方向，为今后的研究指明方向。最后分析当前入侵检测模型的主要问

题，这是亟待解决的问题。

本论文的主要研究目标是设计一种入侵检测算法，使其满足当前入侵检测发

展的要求，即有效性、自适应性和可扩展性。其主要思想就是利用半监督聚类技

术来设计入侵检测算法，其中涉及到的相关理论基础将在后面章节具体介绍。通

过半监督聚类算法，从网络数据中获取相应的入侵检测模型。
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第3章基于聚类的入侵检测算法

“物以类聚，人以群分”，聚类是人类对事物内在规律的认识。聚类是按照相

似度的大小，将事物划分成类，使类间的相似性尽可能小，类内的相似性尽可能

大。

在网络环境中，根据网络数据的特征属性，可将网络数据分为正常行为和异

常行为，即每一个网络数据可以被识别为正常或攻击类型。传统的入侵检测算法

是基于监督学习算法的，需要足够的训练数据，以生成具有良好的泛化性能的检

测模型。当入侵行为和网络数据的属性特征改变时，为所有的数据作标记是非常

繁琐、耗时的过程，并且容易出错，基于监督学习的入侵检测算法就无能为力了。

因此，可将非监督学习算法应用到入侵检测中刚。聚类是一个聚类过程，将聚类

技术应用于入侵检测中，克服了监督学习算法要求训练集中标记数据纯净的问题，

并且可以检测到未知的入侵行为。

3．1 聚类概述

聚类的基本思想是在数据之间定义距离，距离代表数据之间的相似性度量，

按相似程度的大小，将数据逐～归类，直到所有的数据都聚集完毕。

3．1．1数据问的相似性度量 。

距离可以用来度量数据间的相似性【2“。设有n个数据的多元观测属性：

一=(％，勘，⋯，％)‘，i=1，2，⋯，耽 (3—1)

这时，每个数据可看成P元空间的一个点，一个数据组成p元空间的以个点。

设dh，■)是数据而与■之间的距离，一般应满足以下要求：

(1)相似性度量应为非负值，即d(五，，，)≥0．
(2)数据内之间的相似性度量应为最大。

(3)相似性度量应满足对称性，即db，-)=d(_，‘)。
下面介绍几种聚类分析中常用的距离：

1．欧氏距离

在D维欧几里得空间中，
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d“，乃)：【壹‰一b)：声(3-2)

令略=dh，-)，D=(呜)，，形成一个距离矩阵

其寺dg=dii。

2．绝对距离

r 0盔：⋯盔。
j如。 o ⋯
I： ： ：
I ● ’ +

I或。畋：⋯0

d(而，_)：妻J‰一h

(3—3)

(3-4)

3．Minkowski距离

口 I

d@，一)=[∑‰一啄)4】_ (3-5)

其中m≥l。当所=2，l时分别是欧氏距离、绝对距离。

4．Chebyshev距离

d@，xj)2鼢l‰一‰I (3。6)

Chebyshev距离是Minkowsld距离当所专佃时的极限。
以上距离与各属性指标的量纲有关，为消除量纲的影响，有时应先对数据进

行标准化，然后用标准化数据计算距离。标准化数据

五2警
《=击喜‰司
耳=i1善n‰，川，2，⋯尉=l，2，⋯，p

(3—7)

(3—8)

(3—9)

3．1．2类间距离

G，与q分别表示两个类，设它们分别包含％，％个数据·如果Gr是由类G，
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与类q合并而成，则G，包含_=％+％个数据。要解决的问题是G，、q与其他

类q(_j}≠p，曲的距离，也就是计算G，与q(七≠Aq)的类间距离的递推公式。下

面介绍主要使用的类间距离的递推公式。

1．最短距离

以2。穗呜

=曲{k晦。a，q,蛳rai地n a，J(3-10)
2．重心距离

瑗=n伟p钳2+卺磙一考卺％(3-11)
在一定条件下，以上介绍的类间距离的递推公式可以构成统一的形式。假定

数据之间的距离都采用欧氏距离，其平方距离皆采用欧氏平方距离，即

露=d2(x，，_)=(鼍一乃)’(而一_)=8一一_旷 (3·12)

则类间距离递推公式有统一的形式：

瑗=％瑶+％瑶+∥嚷+，院一瑶1．． (3·13)

统一递推公式(口，∥，旯为类间距离参数)体现了各种距离的共性，这对计算

机统一编程提供了方便。

3．2 主要聚类算法的分类

1．划分算法

划分聚类田】是先将数据粗略地分类，然后按照某种原则进行修正，直到分类

比较合理为止。它的基本思想是：对于给定栉个数据的数据集，根据经验先设定

类的个数为七，按照某种规定生成七个聚类中心，然后依次计算每个数据与中心

的距离，选取距离为最小值的中心，将数据归入这个类中，得到一个聚类。

基于划分的聚类有两个代表性算法：K-means算法例和K-medoid[241算法。

在K-means算法中，每个类用每个类中数据的均值来表示．在K-mexloid算法中，

每个类用接近聚类中心的一个数据来表示。

划分算法的特点是，运行速度较快，能够有效地处理大规模数据集；但七必

须事先确定，而且中心选取得好坏对聚类结构有很大影响。
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2．层次算法

层次聚类【2习的基本思想是：先将一个数据分成栉类，然后规定类与类之间的

距离，选择距离最小的一对合并成一个新类，此时为刀一1个类，计算新类与其他

类的距离，再把距离最近的两类合并，这样每次减少一个类，直到所有的子类都

聚集成一类。

cve砸(cluster Us吨REprentatives)是一种自底向上的层次聚类算法嘲．在
CURE中，基于中心点的算法和所有点的距离计算算法都不适用于非球形或任意

形状的聚类。所以CURE采用固定数目的点表示一个聚类，从而提高算法挖掘任

意形状聚类的能力。对于低维数据的情况，CURE算法的复杂度为∞，2)，”为数

据的数目。在处理大量数据时，算法必须基于抽样、划分等技术。

聚类过程构造一棵生成树，其中包含类的层次信息以及所有类内和类问的相

似度，它生成层次化的嵌套类，且能够用于任何特征类型，精确度高。但由于每

次合并时，需要全局比较所有类之间的相似度，并从中选择距离最小的两个类，

因此运行速度较慢，不适合用于大规模数据集。

3．基于模型的算法

基于模型的聚类鲫试图假定一个模型，寻找数据与给定模型的最佳拟合。这

“个假定是：目标数据集是由一系列的概率分布所决定的。那么，可以在空间中寻

找诸如概率密度函数这样的模型来实现聚类。

COBWEB是一种流行的简单增量概念聚类算法【28】，它的输入数据用分类属

性一值对来描述。COBWEB是以一个分类树的形式创建层次聚类的。COBWEB

有若干局限，首先，它基于每个属性上的概率分布是彼此独立的，然而这样的假

设并不总是成立的。另外，聚类的概率分布表示使得更新和存储聚类结果相当昂

贵。

4．基于密度的算法

基于密度的聚类可以发现任意形状的聚类，可用来过滤孤立点数据。其主要

思想[291是：只要给定半径的邻域中数据点的数目超过某个阈值，也可以说，对于

一个聚类中的每一个数据，在给定半径的邻域中包含的数据大于给定的阂值，然

后对具有密度连接特性的数据进行聚类，于是一个聚类能被其中的任意一个核心

数据所确定。

DBSCAN(I)ensity-based Spatial Clustering ofApplication with Noise)是一种基

于密度的聚类算法【3们，它根据一个密度阈值来控制类的增长．它能从含有噪声的
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数据中发现任意形状的聚类，该算法的时间复杂性为002)。它的特点是对数据

输入顺序不敏感。

3．3 划分算法

划分算法一般是通过优化一个评价函数把数据集划分成后个类，主要有两种

算法：K-means算法和K-medoid法。

3．3．1 K-means算法

K-means算法以误差平方和准则为基础【”】。为了得到最优的结果，首先对数

据集进行初始划分，数据均值作为簇的中心，经过反复迭代，逐次降低一个误差

目标函数值，直到目标函数不再变化，得到分类的结果。K-means算法描述如下：

算法：基于类中数据均值的划分的聚类算法．

输入：数据集x=h圪，而ER4，簇数目竞。

输出：满足平方误差准则最小的后个不相交簇{五}▲．
算法：

1)选取女个初始簇中心{，一}二。；
2)重复到(3)到(5)，迭代直到目标函数收敛；

3)计算各簇中数据均值，将每个数据X重新赋给最类似的类

矿，^．=argp卜冽f；
4)重新计算类的均值露“)卜—蒜可∑善，赋给每个类：

“^ M趟”

5)f卜(f+1)。
‘

K-means算法的时间复杂度为o(tkn)，其中以是数据的总数；量是簇的个数，

f是算法循环的次数，通常有k,t《玎，所以算法效率很高。

它的特点是：计算中止于一个局部最优解；由于欧氏距离的局限性，它只能

处理数值属性；对异常点敏感；聚类结果可能是不平衡的，有的簇甚至是空的；

对数据输入顺序敏感。这个算法的主要问题是必须先确定七的值，并且种子选择

的好坏对聚类结构有较大影响。

3．3．2 K-medoid算法

K-medoid没有采用类中数据均值作为参照点，而是选用类中最中心的位置的
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数据(中心点)作为簇中心，从而根据各数据与各中心点之间的距离之和最小化原

则，将剩余数据分配给最近的一个类，然后反复用非中心点数据代替中心点，以

改进聚类质量。

与K-means算法一样，K-medoid算法也是基于是聚类性能指标最小化原则

的，不过使用数据作为中心点。K-medoid算法描述如下：

算法：基于中心点的划分聚类算法．

输入：数据集x={t}二，而eR4，簇数目后。
输出：t个类，使得所有数据与最近中心点的相异度总和最小。

算法：

1)任意选择k个数据作为初始的中心点：

2)重复(3)到(6)，直到中心点不再变化；

3)指派每个剩余的数据给离它最近的中心点所代表的类；

4)随机地选择一个非中心点数据0■。；

5)计算用‰代替0，的总代价s；
6)ifS<O,then00翻替换0，，形成新的％个中心点的集合。

与K-means算法相比，K-medoid算法在处理噪声数据和孤立点时更具有鲁

棒性，因为中心点不会像均值容易受噪声数据影响，但是K-medoid算法比

K-means执行代价高。

3．4孤立点分析

孤立点定义为数据集中存在这样一些数据，在某种度量下，它们与数据的一

般模型不一致132]。

孤立点可能是度量或执行的错误所导致。例如，一个人的身高为4米可能是

程序对未记录的身高的缺省设置所产生的。另外，孤立点也可能是固有的数据变

异性的结果。例如，一个公司的首席执行官的工资远远高于公司其他雇员的工资，

成为一个孤立点。

许多数据挖掘算法试图使孤立点的影响最小化，或者排除它们。但是由于一

个人的噪声可能是另一个人的信号，这可能导致重要的隐藏信息的丢失。换句话

说，孤立点本身是非常重要的。例如，入侵检测中，孤立点可能预示着入侵行为。

这样，孤立点检测和分析是一个有趣的数据挖掘任务，被称为孤立点挖掘。

孤立点挖掘可描述如下：给定一个一个数据，以及预期的孤立点的数目七，
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发现与剩余的数据相比是显著相异的、异常的和不一致的头七个数据。孤立点挖

掘问题可以被看作两个子问题：

(1)给定的数据集中定义什么样的数据可以被认为是不一致的；

(2)找到一个有效的算法来挖掘这样的孤立点。

在入侵检测中，入侵行为可以看作是孤立点。对孤立点的假定是，正常行为

远远多于异常行为(孤立点)。这样一个孤立点包含网络数据的异常行为的有用信

息，通过检测孤立点可以发现入侵行为。检测孤立点的一般步骤是：首先为正常

行为建立模型，然后用此模型检测异常，与模型不匹配的数据则被认为是孤立点。

目前基于孤立点分析的入侵检测算法可以分为三类：基于统计学算法，基于

距离的算法和基于模型的算法．在本论文中，主要使用的是基于模型的算法为每

个簇假定了一个模型，寻找数据对给定模型的最佳拟合，通过构建反映数据点空

间分布的密度函数来定位簇，落在簇集合之外的点被认为是孤立点。

3．5 传统聚类算法在入侵检测中存在的问题

网络数据的属性特征具有数据量大，维数高的特点，所以传统聚类算法在对

数据划分时存在以下问题：

(1)描述网络数据的属性特征不仅包括数值类型，还包括字符型数据，如连

接时间(duration)为数值类型，服务(service)是字符类型。K-means算法和

K-medoids处理数据只限于处理数值类型，不能处理字符类型。通常的解决算法

是把字符型转换为数值型，也就是把多个值的字符属性转换成二元属性(用l表

示属于，用0表示不属于)。在入侵检浏中，网络数据的属性值具有成百上千个离

散值，如果将这些离散值都转换成二元属性，算法复杂度会大大增加。

C酚在网络数据集中，无法预知未知攻击类型，也就无法预知未知攻击类型

的种类数目。不同类型的入侵属于不同的簇，K-means和K-medoids算法都需要

用户提供簇的数目l|}，而k是凭经验确定的，所以如果簇数目未知，那么聚类结

果的稳定性就较差。通常的解决算法是通过大量的实验选择相对适当的七值，而

主观设定露值可能会降低聚类性能，破坏最后划分结果的可靠性。

(3)网络数据集数量庞大，数据的属性维数也很高(仅TCP连接记录的属性

有27个)，所以要求聚类算法的执行速度足够快。

K-medoids算法虽然不受噪音数据的影响，但是执行效率低。虽然K-means

算法能够处理大数据集，但其算法本质是迭代的，执行过程中需要反复扫描整个

数据集，不断改变簇中心和数据所属的簇，直到所有的簇中心不再改变。由此聚
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类所需时间会随着数据集规模的增大而迅速膨胀，使计算量很大，所以对庞大的

网络数据集进行划分也是很困难的。

3．6 本章小结

本章首先介绍了聚类中用到数学知识，然后对聚类算法进行分类，并说明各

个算法的特点。接着引入可用于入侵检测的划分聚类算法，并结合孤立点分析算

法，阐述传统聚类算法在入侵检测中存在的问题。
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第4章基于半监督聚类的入侵检测算法

传统的入侵检测算法是基于监督学习的，检测率高，误报率低，但无法检测

到未知攻击，且要求训练集中的数据被正确地标记为正常或异常，然而在网络环

境中存在着大量的数据，尤其是对未知的入侵行为正确地标记几乎是不可能的。

丽非监督学习方法应用到入侵检测中，检测率高，误报率也高，只能对未标记数

据建模，不能利用标记数据的类别信息。

为了解决监督学习和非监督学习方法应用于入侵检测中的问题，引入了半监

督学习。在网络环境中，获得少量的标记是可行的。标记数据在～定程度上反映

了真实网络数据的分布情况，因此本文提出基于半监督聚类的入侵检测算法，利

用少量的标记数据辅助聚类过程，也就是通过少量的标记检测未标记数据是否存

在入侵行为。

4．1 半监督学习

半监督学习是机器学习领域中一个新的研究热点，它通过标记数据和未标记

数据的联合概率分布来改进分类器的性能。半监督学习可分为半监督分类和半监

督聚类。

半监督分类算法利用大量非标记数据辅助监督学习过程，改善分类结果【331。

这些算法包括co--l口'ainiag(Blum&Mitchell,1998)例，Wansductive SVM(Joachims．

1999)E3习．在EM算法中，将未标记数据并入到训练过程中(Nigam，McCallum,Thrun,

＆Mitchell,2000)1婀，用未标记数据学习好的测度fflastie＆Tibshirani,19961【371等。

半监督聚类算法利用少量类别标记或一些数据的约束辅助聚类过程，得到研

究者的广泛关注(Sasu，Banerjee，&Mooney,2002；Klein，Kamvar,&Mannin92,002；

Wagstaff,Cardie,Rogers，＆Schroedl，2001；x吨Ng，Jordan,&Russell,
2003)【3”州}’411。如果监督数据是以类别标记的形式提供的，并且这些标记数据代

表所有相关的类别，那么半监督聚类和半监督分类算法都可以用于数据分类。然

两在许多领域中，相关的类别标记信息是不完全的，与半监督分类不同的是，半

监督聚类可以用初始的标记数据作为类别聚集数据，并扩展、修改已有的类别标

记以反映数据的其他规德。
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4．2半监督聚类

半监督聚类利用一些数据上的类别标记或约束来辅助非监督的聚类过程。由

于许多情况下，数据的类别信息是不完全的，半监督聚类可用一些标记数据的类

别信息或约束对数据进行聚集，扩展并且修改最初的类别标记。

半监督聚类算法分为两类：

(1)基于标记数据和约束的算法。该算法利用标记数据和约束使聚类的结果

满足目标函数。标记数据指明一个实例所属的类别，而约束指明两个实例应属于

相同的簇must-link或属于不同的簇cmmot-link。具体的算法有：修改目标函数满

足指定的约束【42】；在聚类过程中人为地添加约束；根据从标记数据中得出的近邻，

初始化簇和推理簇的约束；基于图模型的约束聚类算法【43】；其他类型的约束叫

等。

(2)基于距离的算法。该算法使用满足标记或约束的距离测度函数实现聚类

过程。具体的算法有：基于凸的优化算法而得到的马氏距离[451；基于最短路径算

法而得到的欧氏距离；利用梯度下降而得到的Jensen-Shannon离散量阳；用EM

算法改进编辑距离(string．edit distance)【47烽。

本文主要讨论基于标记和约束的半监督聚类算法。

4．2．1问题描述

K-means算法只能对未标记数据建模，两不能利用标记数据的监督信息。下

面解释在半监督聚类算法中，标记数据的监督信息是如何并入到K-means算法中

的。首先用标记数据生成的种子簇初始化聚类算法，然后利用标记数据的约束，

指导对未标记数据的聚类过程。选择恰当的种子可以避免局部最优，并且产生和

标记相似的簇【4s】。

给定一个数据集X，K-means算法可以产生关于X的t个划分{％}二，这时

的耳标函数是局部最优的。假设种子集s￡x，可以通过以下步骤得到种子集s：

(1)首先，对于每个种子而Es，用户提供五应属于的类别邑。

Cz)对应于数据集羔的每个划分以，X。中至少有一个种子薯∈s。

(3)于是得到种子的不相交的．i}个划分{瓯)乙，即种子簇·
半监聚类算法是通过种子簇指导K-me肌s算法得到目标聚类。

基于标记半监督聚类算法有两种：Seeded K-means算法和Constrained

K-means算法。
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4．2．2 Seeded K-means算法

在SeededK-means算法中，首先用种子簇初始化七个中心，这里中心不是像

K-means算法中随机的七个均值，而是选择种子集s的第矗个划分S的中心作为

第^个簇的中心。Seeded K-means算法描述如下：

算法：Seeded K-means算法。

输入：数据集x={五)。n，，而ER4，簇数目七，初始种子集s=ukS。

输出：数据集z的不相交的t个划分{五}乙，使得Seeded K-means目标函
数最优。

算法：

1)籽簇初始化阶和厶∥卜南P拈p”意洚眦
2)重复(3)到(5)，迭代直到目标函数收敛；

3)计算各簇中数据均值，将每个数据X重新赋给最相似的类矿(集合

矽⋯’a蛳rgm州in．}x一钟；
’4)重新计算类的均值∥卜南互舶赋给每个菟
5)t4-(t+1)·

4．2．3 Constrained K-means算法

在ConsWainedK-means算法执行过程中，种子簇的类别标记是保持不变的，

只对非种子数据重新计算均值，也就是非种子数据的标记可能改变，适用于种子

中无噪声或不需要改变种子标记的情况。而Seeded K-means算法适用于种子中有

噪声的情况，由于在聚类过程中种子标记可以改变，所以在初始化孟个种子中心

后，就可以去除掉噪声种子。Conswained K-means算法描述如下：

算法：Constrained K-means算法。

输入：数据集工=h}：l，五∈R4，簇数目后，初始种子集s=ukS。

输出：数据集x的不相交的七个划分{．k}乙，使Conswained K-means目标
函数最优。

算法：
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1)种子簇初始化女忡D∥卜南争拈1，．“走mo；
2)重复(3)到(5)，迭代直到目标函数收敛；

3)计算各簇中数据均值，NxeS时，如果工∈S将数据x赋给类h(集

合霹+o)；当x匹s，则将数据x赋给类矿(集合—母1’)，矿=a^E{rg，．m⋯埘in，，[石一群’I『；

4)重新计算类的均值群吣南磊，“赋给每爪菟

4．3 半监督聚类与EM算法

4．3．1模型假设

K-means是EM(ExpectationMaximization)算法的特例，可以用高斯混合模

型来求解。该模型基子以下假设：所有数据为独立同分布，且同类别数据服从高

斯概率分布，则所有数据构成高斯混合分布。

高斯混合模型(Gaussian mixture model，描述混合密度分布的模型)【49】是统计

学习中最经典、最完善的建模算法之一。该模型假设数据来自于不同数据源，每

个数据源可用确定的数学形式进行建模。假设混合分量的数目为k，混合模型可

表达为：
I

p(xl o)=∑％风(工l幺)
h-I

(4—1)

其中，％=P(hla)为混合分量h的先验概率，∑：l。％=1，

o=协，⋯，以，B，⋯幺)，岛为各混合分量密度函数。学习的目标即为根据来自各

分量加权混合分布的标记与未标记数据，估计该混合分布的产生，即估计混合分

量的类条件概率密度的参数嚷与混合参数％。

高斯密度函数容易计算且适用于大多数场合，d维高斯分布的概率密度函数

表达式为：

小删=d霄e妙∑b卅 (4．2)

式中／．z为均值，z为协方差阵，所以将高斯分布的参数表示为：口=(肛z)。
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4．3．2 EM算法

当存在不完全数据时，EM算法可以通过迭代方式解决模型的参数极大似然

估计问题。“不完全数据”一般指两种情况：一种是由于观测过程本身的限制或错误，

造成观测数据成为有错误的“不完全数据”；另一种是直接优化参数的似然函数十

分困难，而引入额外的参数(隐含的或丢失的)后就比较容易优化，所以定义原始观

测数据加上额外的参数组成‘‘完全数据”。实际上，在机器学习及其相关领域中，

后一种情况更为常见。

本文中把未标记数据的类别看作是不完全数据。假设x表示观测数据，z表

示不完全数据，Y={x，Z}为“完全数据”，@表示未知参数【3l】。未观测到的Z可

被看作一个随机变量，它的概率分布依赖于未知参数0和已知数据工。与此类似，

】，是一个随机变量，因为它是由随机变量z来定义的。在本节后续部分，使用h表

示参数0的假设值，而h‘表示在EM算法的每次迭代中修改的假设。

EM算法通过搜寻使研lnP(1，Ⅲ)】最大的^‘来寻找极大似然假设h。。此期望值

是在】，所遵循的概率分布上计算，此分布由未知参数@确定。p(rIⅣ)是给定假

设h。下全部数据】r的似然度。其合理性在于要寻找一个矗使该量的某函数值最大

化。其次，使该量的对数lnp(yI万)最大化也就是使e(rl疗)最大化。第三，引入

期望值e[tnP(rⅢ)】是因为y本身也是一个随机变量。已知完全数据y是观铡到

的X和未观测到的z的合并，必须在未观测到的z的可能值上取平均并以相应的

概率为权值。换言之，要在随机变量】，遵循的概率分布上取期望值研Jn尸(rⅢ)】。

该分布由已知的工加上z服从的分布来确定。

一般不知道】r服从的概率分布，因为它是由待估参数0确定的。然而，EM

算法使用当前假设h代替实际参数@，以估计r的分布。现定义一个函数Q(h’j^)，

它将90"e(rⅢ)】作为h’的一个函数给出，在@=^和完全数据y的观测到的部分

工的假定之下。

Q(万l∞=g[Inp(rI^’)I^，x】 (4·3)

将Q函数写成Q(h。Ih)是为了表示其定义是在当前假设h等于0的假定下。

EM算法通过下面两步的反复迭代直至收敛：

(1)B步：使用当前假设h和观测到的数据z来估计lr上的概率分布以计算

Q(h。f∞。

Q(矗ID卜日】np叮Ⅲ)I向加 (4·4)
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(2)M-步：将假设h替换为使Q函数最大化的假设h’：

h+--argmaxQ(h'I而) (4·5)

当函数Q连续时，EM算法收敛到似然函数p(Y}h’)的～个不动点。若此似然

函数有单个的最大值时，EM算法可以收敛到这个对矗。的全局的极大似然估计。

否则，它只保证收敛到一个局部最大值。．

4．3．3 EM框架下的半监督K-means算法

Seeded K-means算法和Constrained K-means算法从本质上讲是在某种假设的

情况下，EM算法的Ji}个高斯混合模型。在半监督K-means算法中，假设所有类别

的全部数据服从的分布是一个“较大”的高斯混合分布，则高斯数就是类别数，而对

每一个高斯分布而言，它又可以被分解为“较小”的k个高斯分布；而这t个“较小”

的高斯分布混合形成的分布就是每个类别的高斯混合分布【50l。

K-means算法的聚类过程是：根据七个高斯混合项的先验概率分布，选择一

个高斯分布，接下来选择的数据都符合这个高斯分布。对于数据集

X={玉ER’，=1，⋯，厅}，不完全数据z=f】，”j七)，假设高斯混合项的先验概率分

布％=l／k，Vh，参数集o={肌)二，且每个高斯分布有相同的协方差，可以得出：

互私，o[109t,(x，Z l o)j

5套喜崦卜寿步甜灿而，o) ns，

---ZYlI',-／u,Ifp(',I薯，o)+c

其中c为常数。做进一步假设，并取代上公式：

I 1当万--argminl[x,一以n
p瓴I而，o)={

4

(4-7)

10其他情况， ．

在上述假设成立时，可以得出完全数据的似然函数的极大值等于使K-means

算法的目标函数取极小值。K-means算法的茸标函数写为：

∑∑恢一圳2p瓴I x,，以) (4-8)

K-means算法中要解决的不完全数据的问题是，不完全数据的类别的条件分

布是p(毛I五，以)，理论上可以解决这个问题，而实际上这是无法计算的。在半监
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督聚类中，用户提供一些数据类别的条件分布p(％I西，以)和标记数据的约束。例

如，两个数据而和勺之间的约束为must-link，那么P(z^Ix,，以)和p(毛I■，以)的
分布是相同的。实际上，在must-link约束上的一组相关集合的传递闭包中的所有

数据都服从同一分布，因此半监督聚类提供的监督信息是数据类别的条件分布

p(毛l而，以)。
Constrained K-meam算法的目标函数为：

t n

jk．e[109p(X，孑l o)]=∑∑薯hp(毛I而，@)+c (4—9)

使ConslrainedK-means算法的目标函数值最大，也就是在EM算法的E步时，

使得完全数据的对数似然最大。

4．3．4 Seeded K-means与Constrained K-means的比较

正如前面所讨论到的，不完全数据的问题就是要求出给定数据的标记的条件

分布p(zhIx,，以)。在半监督聚类中，用户己提供一些数据的标记，也就是需要确

定了标记的条件分布，(毛I而，以)。

标准K-means算法没有提供任何监督信息，在B步时七均值是随机选取的，

随后的M-步时数据划分给最近的均值。而在半监督聚类中数据集中的每个数据五

对应k个均值，并有相应的k个条件分布。在B步时将数据置随机地赋给一个簇，

相当于从七个条件分布中选取数据相应的一个条件分布。

Seeded K-means算法的监督信息是，给出种子数据五∈S的条件分布

p瓴I x,，以)。算法只在E-步时用到种子的条件分布，在M．步时对于所有的数据

包括种子数据，重新计算，(磊l西，以)，适合于种子中有噪声的情况。

B步时，ConstrainedK-means算法与SeededK-means算法相同，给出种子数

据再∈S的条件分布，(磊f玉，以)．与SeededK-means算法不同的是，Constrained

K-meam算法执行过程中，种子标记相应的条件分布pb Ix,，儿)始终保持不变，

而非种子数据的条件分布在M-步需要迭代计算，适用于不需要改变种子标记的情

况。

4．4 基于半监督聚类的入侵检测算法

目前已有的入侵检测基本上都是基于监督学习。但基于监督学习的入侵检测
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算法要求手工标记训练数据，对网络数据除去噪声，这都是极其困难的。因此，

算法只能检测到已知攻击，不能检测到新的未知攻击，算法可扩展性差。

为了解决上述问题，Eskin提出非监督的入侵检测算法【5”，此算法的策略是

将隐藏于正常数据中的入侵行为看作孤立点，根据得到的时序变化和特征的距离，

判断网络行为是否异常。实验结果表明，与基于监督学习的入侵检测算法相比，

这种算法在降低误报率和漏报率上并不突出，但其优势是明显的：对数据进行预

分类不需要构建带标记的训练集，也不需要未知攻击的先验知识。

非监督学习是对未标记数据的分布进行建模，但无法利用已有的标记数据。

在半监督学习中，假定数据x(x∈朋与标记数据z(z∈z={1，⋯，盼)的联合概率分

布模型P(x，z)，标记数据集Df={@，弓)lf-1，⋯，m，其中@，毛)是独立采样于联

合分布e(x，z)，未标记数据集见={薯Ii="+1，⋯，N+m}，其中葺独立采样于边

缘分布P(x)=罗‘．(x，z)。半监督学习的且的是根据标记与未标记数据

D=(D，Dt。)预测类别标记z。

网络数据集中存在大量的未标记数据，而根据e(zI功对P(x)的数据进行标

记而得到的训练数据很少，所以在网络环境中面临的问题是，学习目标与监督学

习相同，但获得的数据更符合非监督学习。因此，本文提出半监督聚类的入侵检

测(Active Conslraincd K-means Intrusion Detecfion，ACKID)算法，利用少量的标

记数据及其约束辅助聚类过程，也就是基于标记与未标记数据联合分布检测异常。

4．4．1未知攻击检测

网络中存在与已知类型数据具有不同分布的未知类型的数据，在聚类之后应

被划分到不同的簇中。另外，由于标记数据很少，未知类型数据所在的簇也有可

能未被标记。所以，在利用半监督聚类算法对数据集进行聚集并标记后，仍会存

在未知类型的数据。因此，本文采用主动学习策略分析已有数据的标记情况和未

标记数据的分布，通过对标记数据的查询来引导采样过程。

主动学习策略使用尽可能少的标记数据来提高分类器的性能，从而有效地减

少人工标记数据的代价。目前主动学习有相当多的研究，其基本原理是用少量的

标记数据建立初始分类器，每次学习过程中分类器可以主动在未标记的数据集中

选择最有利于分类器性能的数据，并将这些数据以一定的方式加入到训练集中，

来进一步训练分类器。Fretmd等[521从理论上证明，在一定假设条件下，采用合理

的主动采样策略达到相同的学习效果(即相同泛化误差，generalization error)，所
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需训练样本可减少到任意采样情况下的对数倍，而假设用户查询总是可以得到高

的期望信息，主动学习的泛化误差将以所查询样本数量指数倍的速度下降【53,54,55闻

(文献标注中是主动学习策略的代表性论文)。

半监督聚类算法通过少量的标记数据和约束来辅助聚类过程。为了最大限度

利用有限的标记数据，本文主动选择包含信息量最大的训练数据，而不是随机选

择。

ACKID算法是通过专家或用户查询选择网络数据的约束。主动学习策略的

目标是为了在查询过程中得到数据尽可能多的信息，寻找某种途径选择对检测过

程最有用的数据，同时利用所得数据尽快终止搜索过程。所谓最有用数据是指能

够最大可能改善当前所得分类器性能的数据，以减少标记数据的数目，同时最小

化查询学习所需的迭代次数以加快学习过程，以及提高预测的准确性。即使只有

少量的标记数据，约束的主动查询策略也很大程度上提高了检测未知攻击类型的

精确性。

4．4．2 ACKID算法描述

在半监督聚类中，标记数据是有限的，为了充分利用其监督信息，主动查询

数据的约束，而不是随机地选择约束，即使少量的约束也能大大改进算法的性能。

在网络环境中，ACKID算法对标记数据和未标记数据进行分析，用户通过

查询约束来引导采样过程。学习的初始阶段，多数标记数据的约束具有较高的有

用性；随着迭代过程的进行，分类器的预测能力得到提高，此时仅有少量数据的

约束就可以提升分类器的性能，通过对约束的合理选择，可以减少用户标记数据

的工作量。 ，．

对于数据集x=h}=d，使用K-means算法可以得到七个不相交的{五}乙，
每个划分的中心点为肌，好的初始中心点是K=mc删算法运行的关键．这样的原

则对半监督聚类同样适用，半监督聚类中要求选择好的种子约束。

Constrained K-means算法中引入约束must-link和cannot．1ink。假定约束集

C=(q2，铴，⋯，CR-1。。)，cu取：(-i，0，1)，勺=1表示“，■)Ecr衄，ck是must-link

约束集，对于“，工，)E％是指而和x，必须在同一个簇，另外属于must-link约束

集的数据就不能作为其他簇的中心；白=一1表示如，xj)ec＆，c＆是cannot-link

约束集，对于“，x，)∈c＆是指而和工，不能在同一个簇中；白=o表示‘和x，没有
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约束关系。这里需要注意的是，

“，■)∈％j(xj，薯)∈％， ％
c皿和c＆中的数据是无序的，即

中的数据同样如此。

否

图4-1 ACKID算法

ACKID算法通过有限的查询，可知数据“，xj)约束的类型(must·link或

cabot-link)。算法目标是，获得约束的最少查询次数，得到比随机选择约束算法

更好的聚类结构。从标记数据中初始化七个簇中心作为聚类的种子，种子选取的

好坏对聚类结构有很大影响。图4．1给出了ACKID算法的流程。ACKID算法描

述如下：

算法：Active Cons舰ined K-means Intrusion Detection算法。

输入：网络数据集z=“}三d，葺∈∥，must-link约束集c皿，cannot-link约

束集c盘，簇数目k，查询总数Q·

输出：k个不相交近邻集的数据数目按降序排列。网络数据x∈见的数据类

型(攻击或正常)。
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算法：

1)初始化簇：设置近邻集的数目为五：
， 2)随机选择第一个标记数据J，并加入到嬲，2卜1；

3)While允许查询and A<k

将离已有的近邻集Ⅳ中标记数据最远的数据赋给工

ifwhile查询x与已有的近邻集中的数据的关系，

如果工与所有的近邻中的标记数据是cannot-link约束关系

则A卜2+1，一个包含工的新近邻集Ⅳ，生成
else

将z赋给与它是must-link约束关系的近邻集。这时得到五个

不相交的近邻集{Ⅳ。}“．，其中旯≤k；⋯，_J
4)计算每个近邻集的中心{以}二；
5)while允许查询

5a随机选择不在已有近邻集中的未标记数据z

5b将距离肛一以112按升序排列
5efor h=1 to k

按距离的排序查询x与每个近邻集的约束关系，直到获得

must-link约束，并把x加入到这个近邻集中。

在ACKm算法中，对标记数据用‘'FarthestFirst'’遍历策略，可以快速获得五个

不相交的非空近邻集，每个近邻集代表簇标记，即使每个近邻集中只有一个数据，

近邻集的标记也可以正确地反映簇标记。

FarthestFirst策略的基本思想是：寻找数据集中，t个彼此远离的数据集。首先，

初始化时的第一个标记数据是随机选择的；再将离这个数据最远的数据加入到近

邻集中，随后选择离这个近邻集最远的点(一个数据离近邻集标准的距离：

d∽回=nfin，访d(x，J，)，考察它与已有的近邻集的约束关系(must-link或

cannot-link)。Fartlaest霉irst是一个快速、简单，以五均值为模型的近似的聚类器1571。

在AcKD中，即使允许查询，也并不总能找到k个不相交近邻集。例如，

未标记数据x是离已有近邻集最远的数据，通过查询x与已有近邻集中的数据的

约束关系，判断工是否可以创建新的近邻集。如果工与所有近邻集中的数据是

cannot-link约束，那么一个包含工的新的近邻集生成。如果工与某个近邻中的数据

是must-link约束，则把工加入到这个近邻集中．算法迭代执行，直到所有的查询

结束，或者是找到k个不相交近邻集。
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这时ACKID算法运行到步骤4时，已找到_j}个不相交的近邻集，计算每个

近邻集的中心<盹)乞．如果查询还没有结束，那么其余查询用于形成聚类结构，
此时每个近邻集中至少有一个数据。查询未标记数据x(不在任何已有近邻集中

的数据)与每个近邻集N={N。)乞，中的一个成员的约束关系，至多需要k一1次查

询就可以找到x应属于的近邻集。也就是说，步骤5至多查询七一1次，就可以获

得工正确的簇标记。

步骤5的主要思想是．当得到k个不相交的近邻集，且每个近邻集中至少有一

个数据，对于所有的簇都可以获得其相应的一个标记，任何未标记数据x通过至

多k—1次查询可以确定其应属于的近邻集，即可获得其正确的簇标记。查询过程

是，从每个近邻集中轮流选取一个数据z，，并且查询(x；，z，)的约束，直到获褥

must-link约束。获得(茸，工，)的约束关系，至多需要k一1次查询获得must．1ink约束，

此时可以推出xj与第k个近邻集是must-link约束。这里需要注意的是，未标记数

据X离均值的距离按升序排列，首先查询工与距离最近的近邻集中数据的约束关

系，这样在查询过程中，很快可以得到x应属于的正确的must-link近邻集。

对于聚类算法，适当的簇数目七值是不知道的，同样对于主动的半监督聚类

算法，k值也是未知的。ACKID算法中步骤1．3，只要允许查询，就能很快的发

现新的簇。然而对于网络数据集中的每个数据J。使用FarthestFirst策略总是可以

找到与工有must-link约束关系的近邻集。因此找到所有的簇时，开始合并簇。如

果k值已知，就进入步骤4．5，根据潜在的数据分布，随机选择数据，这样能够产

生适当的中心点，而在步骤1．3使用FarthestFirst策略选择的数据不具有这样的特
●

性。

4。5 本章小结

本章主要介绍了本文设计的一种新的半监督聚类入侵检测算法，利用少量的

标记数据辅助聚类过程。同时阐述了算法的基本理论：针对传统的基于监督学习

的入侵检测算法在标记数据不足的情况下的无法检测未知攻击，而基于非监督学

习的入侵检测算法无需标记样本，可以检测出未知攻击，但是它误报率高，本文

提出ACKID算法采用主动学习策略，选择对检测过程最有用的标记数据，查询

未标记数据与标记数据的约束关系，改进了以往聚类算法分析数据类型不足的缺

点。
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第5章ACKID入侵检测算法的评估

目前，需要建立一个相对客观、完备、准确、规范的测试评估体系，这将有

助于用户选择适合自己的IDS，同时帮助研究人员评估自己研发的IDS性能。因

此，研究并选择一种好的IDS评估算法是目前研究的一个重要课题。本章引入测

试评估ACKID算法性能的指标Roe曲线(Receiver Operating Characteristic

CUlNes)；分析KDD C-'up99入侵检测数据集中网络数据的属性特征，并对数据进

行预处理；给出实验仿真环境，最后使用本文介绍的ROC曲线评估算法性能，

实验结果证实了ACKID算法的有效性。

5．1。算法性能评估指标

在IDS出现的早期，用户常用检测率(Detection Rate，DR)和误报率(False

Positive Rate，FPR)作为评价标准。检测率是指被正确检测的攻击数据占总的攻

击数据的比例；误报率表示正常数据被检测为攻击数据占总的正常数据的比例。

检测率提高，误报率也会提高；同样误报率降低，检测率也会降低。好的入侵检

测算法要求尽可能多的检测出攻击，而被误检测为攻击行为的正常数据要尽量少。

在检测率和误报率之间寻找一个合适的折衷点，是机器学习中的一个重要问

题。通过比较这些值，可以评价标记数据类别时的一些偏差．这在入侵检测问题

上非常重要，因为现实中正常行为的数据和入侵数据的比一般是100：1，如果只

按照传统的正确率来判断入侵检测算法的优劣，那么可能就会出现一个总是把数

据分类为正常的系统，它的准确率可能会达到99％。这种入侵检测算法没有任何

价值。因此在评价检测算法的性能时必须要综合考虑检测率和误报率(581。这二者

的关系取决于IDS阈值，通过改变阈值，可以获得检测率和误报率的ROC曲线

来综合评价算法性能。

5．1．1 ROC曲线分析

ROt2是受试者工作特征(Receiver Operating Charaetedstie)或相对工作特征

(Relative Operating Charaetedstie)的缩写。ROC分析技术不仅是一种通用图形化性

能的算法，而且ROt2曲线的独特属性使它在类别分布未知的领域和代价敏感学

习中变得越来越重要。

ROc分析五十年代起源于统计决策理论，用来说明分类器命中率和误报率之
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问的关系，最早在第二次世界大战中应用于雷达信号观察能力的评价。1960年，

Lusted首次提出了ROC分析可用于医学决策评价，六十年代中期大量成功地用

于实验心理学和心理物理学研究。自从八十年代起该算法广泛用于医疗诊断性能

的评价，如用于诊断放射学实验室医疗癌症的筛选和精神病的诊断，尤其为医疗影

像诊断做出准确性的评价。目前，大量学者采用ROC曲线对入侵检测算法的性

能进行评估【59,60,61,62,631。

不同的入侵检测算法具备不同的ROC曲线。同一ROC曲线上不同的点代表

同一检测算法当阔值不同时的检测率和误报率。要找到同时具备理想的检测率及

误报率的适当的检测算法，就是找到在ROC曲线中具有理想斜率的点，使检测

率与误报率之和最低，即准确性最高删．

图5一l ROC曲线圈

如图5．1所示，x轴表示误报率，y轴表示检测率，ROC瞌线是在一个二维

坐标系中表示出检测率和误报率之间的关系的。入侵检测算法可能的工作状态可

以是ROC曲线上的任何一点，以此来调整入侵检测算法的工作状态，使其处于

所希望的最佳工作状态。粗实线是一条从原点到右上角的直线DR=FPR．表示随

机接受的检测，所以是毫无价值的。一般ROC曲线位于正方形的上三角。粗虚

线表示理想情况下总能100％的拒绝误报。另外两条细线由两个性能不同的入侵

检测算法产生，检测率比误报率要高，性能比随机接受好，但比理想情况差。其

中，实线对应的假设检验又比虚线的好，因为当误报率相同情况下，它的检测率

更高。
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5．1．2 ROC曲线构建

由前面的分析可以看出，通过改变阈值获得多组检测率和误报率的值，可以

绘制ROC曲线评估算法性能。计算所有可能的阈值，ROC曲线能显示出检测率

和误报率之间的变化关系。在入侵检测评估中，ROC曲线上的各个工作点表示在

给定的一个阂值下检测率和误报率的折衷。用直线连接各相邻两点构建ROC曲

线。

为了用ROC曲线比较几个入侵检测算法，需要生成一个ROC曲线凸壳。首

先将ROC空间中所有的点，包括点(O，O)和(1，1)，自左向右连成一条曲线。然后在

保证曲线连接的前提下删除曲线中所有的凹陷处的点。因为在ROC曲线中的一

个凹陷，表示该算法在某分布条件下并不是最优的分类器。或者说，从左向右连

接的过程中，在连接一个新点之前要检查连接线段的斜率。ROC曲线凸壳应该拥

有一个单调递减的斜率。如果新的连接线段的斜率大于前面线段的斜率，那么放

弃连接前面的ROC点．重复这个步骤，直到曲线只剩下一个点．这样就可保证

斜率的单调并使ROC曲线凸起。所以在得到正常数据和入侵数据的分布比例和

错误代价信息以后，在ROC曲线凸壳上的算法将拥有最佳性能。

通过对ROC曲线的分析，可以得到构建ROC曲线的难点。具体有以下几点；

(1)比较不同入侵检测算法的性能

仅仅对比不同检测算法的检测率和误报率往往很难比较这些算法的性能优

劣。例如，在ROC曲线的左上部分的点显示高的检测率和高的误报率，在实际

应用中这些组合是没有价值的。

入侵行为与非入侵行为概率分布重叠的数量决定检测算法的识别能力，这种

重叠也决定ROC曲线的形态及位置。如果入侵行为与非入侵行为的概率分布是

相同的，也即它们完全重叠，检测率和误报率在任何阈值下都相等，这种检测没

有识别能力也就没有价值，这种检测的ROC曲线是从点(0，O)到点(1，1)的二

条直线。此入侵检测算法以O．5的概率随机猜测正常数据，那么将有一半的正常

数据和入侵数据分类正确。在另一方面，～个理想的检测在分布上没有重叠，ROC

曲线有最佳作业点(即检测率为100％，误报率为0％)，相当于ROC曲线图的点

(1，O)，在这ROC曲线下的区域为1．O(全部区域为100％)。

ROC曲线下的区域是检测的精确性的量度，常用于对检测算法的评估。比较

ROC曲线下区域面积的大小，这种评估算法的主要优势是不依赖于诊断标准，这

样可以消除检测率和误报率的评估对阈值的影响。1

(2)最佳阈值
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ROC曲线的另一个重要作用是找到检测的最佳阈值。在不实际的高阕值下，

所有入侵都被认为是正常，导致检测率与误报率同时为0，这与ROC曲线左下角

的作业点(O，0)是一致的。降低阈值既增加误报率又增加检测率。对于可能最低

的阈值，误报率和检测率均达到100％，与ROC曲线右上角的工作点(1，1)相一

致。ROC曲线包含在所有可能的阈值上所有检测率和误报率的折衷。这为实践提

供了找到最佳阈值的途径。对于～个特定的入侵检测算法来说，曲线中最接近左

上角理想工作点(1．o)的转折点为最佳的工作点。该点的阈值即为该曲线表示的

检侧算法的最佳闽值。

5．2数据集

5．2．1数据集描述

由于对入侵检测的研究空前高涨，出现了大量的研究模型和系统，因此对研

究成果的测试和评估是一件很重要的事。1998年，美国麻省理工学院林肯实验室

在美国国防部高级研究项目局的资助下进行研究DARPA入侵检测评估计划，研

究人员在林肯实验室内按照美国空军局域网结构建造一个实验鼹，模仿正常的网

络行为，并模仿了一些网络攻击。

研究人员通过TCPDump软件监听了9周的网络流量数据。原始DARPA数

据压缩后有4GByte,其中前7周的数据作为训练集大约包含5,000，000个记录，后

两周的数据为测试集大约包含2,000，000个记录。DARPA入侵检测评估计划为入

侵检测系统提供了可评估、可分析、可模拟、可应用的环境，极大促进了入侵检

测系统的发展。

由于采集到的网络数据无法明显区分正常行为数据和入侵行为数据，Wenke

Lee提出一种数据特征属性抽取技术对网络数据进行处理咐J，形成KDD Cup99

数据集。KDD cup99训练集中包含有大量的正常网络连接及land攻击、ping of

dea也攻击、猜测口令、端12扫描等22种4大类攻击，如表5-1；测试集中则包含

正常网络连接和37种攻击方式，其中17种相对训练数据是全新的攻击方式，如

表5．2。

裹5．r_KDD Cup99硐练集中包否_的网络堕击类型
back，land，neptune，pod,smurf,teardrop，

guess_．passwd，卸write，imap·multihop，pIff,spy，warezclient，ware2maSter
buffer_overflow，Ioadmodule，perl·rootl：dt，

ipsweep，姗ap，Vortsweep，satan
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表5-2 KDD Cup99测试集中包含的新的未知网络攻击类型

snmpgetattack，named，xlock，xsnoop，sendmail，saint，apache2，udpstonn，

xterm，mscall，processtable，ps·httptunnel，worm，mailbomb，sqlattack，

入侵数据可分为4大类。四大类是：

(1)DOS(Denial ofService)：拒绝服务攻击。DoS攻击是利用非法的服务请求

占用过多的资源，从而使合法用户无法获得服务。如back、land、neptune、pod、

smttrf．tear击叩等。

(2)R2L(Remote to Local)：远程权限获取。R2L攻击指未经授权的本地用户

试图访问远程没有用户账号的机器，利用系统漏洞来获取这台机器的存取权限。

如guess_passwd、tip_write、imap、multihop、phf,spy"、warezclient、w盯锄嬲ter
等。

(3)U2R(User to Root)：各种权限提升。U2R攻击指的是只有普通权限的用户

通过系统的漏洞来获得系统的根权限的行为。如buffer overflow、loadmodule、

perl、rootldt等。

(4)PROBE攻击：各种端口扫描和漏洞扫描。PROBE攻击指攻击者通过扫描

网络上的计算机，发现系统漏洞，如ipsweep、．nmap、portsweep、satan等。

5．2．2网络数据的属性特征分析

此处分析网络数据集属性特征，在此基础上提出本文实验过程中数据集预处

理算法。网络中的每个数据表示两台主机间的一条连接，包括TCP、UDP和ICMP

连接记录。每条连接数据有41个属性(包括连续和离散属性)，其中7个属性是

离散型变量，其余为连续性数字变量。可以分为以下四类属性集：

(1)基本属性集，如连接的持续时间、协议、服务、发送字节数、接受字节

数等。

(2)内容属性集，即利用领域知识扩展的一些属性，如连接中hot标志的个

数、连接失败登陆的次数、是否成功登陆等。

(3)流量属性集，即基于时间的与网络流量相关的属性。这类属性又分为两

种集合：一种为Same Host属性集，即在过去两秒内与当前连接具有相同目标主

机的连接中，有关协议行为、服务等的一些统计信息，如此类连接的数目、此类

连接中存在SYN错误的连接所占的百分比等；另外一种为SameServic圯属性集，
即在过去两秒内与当前连接具有相同服务的连接中的一些统计信息，如此类连接

中有SYN错误的连接所占的百分比、有RE／错误所占百分比等。
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(4)主机流量属性集，即基于主机的与网络流量相关的属性，这类属性是为

了发现慢速扫描而设的属性，获取的办法是统计在过去的100个连接中的一些统

计特性，如过去100个连接中与当前连接具有相同目的主机的连接数、与当前连

接具有相同服务的连接所占的百分比等。

在现实网络环境中，可以对原始数据包进行处理，提取以上特征。约束的表

式如表5．3和表5．4所示，这里并没有完全列出每种攻击类型的约束，而是举例

说明了4大类攻击类型的典型的约束关系。由于相同的攻击具有相同的属性特征，

所以相同的攻击数据之间的约束关系为must-link，而不同的攻击数据之间的约束

关系为cannot-link。

表5-3 DoS攻击和Probe攻击

约束关系 含义

smurf：count≥5

srv_count->5t

service 2 ecr i

satan：rerror_rate≥83％，

diff-srv rate->8碍．

如果服务是Ic肝echo request，在过去的2秒

内，向同一目的主机发出的连接数->--5，且具有

相同服务的连接数≥5，就认为是smurf攻击

(DOS攻击的一种)．

过去2秒对同一日的主机发出连接，“rejected”

错误连接率百分比≥83％，且不同服务的连接所

占百分比-≥87％，那么认为是satan攻击(PROBE

攻击的一种)。

guess：failed login-≥4．

overflow：hot≥3．

compromised->2，

toot-shell=1．

错误连接请求个数≥4，那么这个telnet连接就

是guess猜口令攻击(R2L攻击中的一种)．

hot指示个数->3，compromised条件数目22，

且启动了管理员shell，那么认为是

buffer overflow攻击(U2R骘击的一种)．
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5．3 数据预处理

5．3．1训练集过滤

KDD Cup99数据集中，正常数据约占20％，DOS攻击约占选取数据集的80

％，并且大部分是Neptune攻击和Smurf攻击，而R2L和U2R类攻击发生概率

比较小。

数据集中含有大量的攻击数据，为了模拟现实的网络环境，需要预处理数据

集中的攻击数据，将攻击数据的比例控制在1％到1．5％，正常数据控制在98．5％

到990,6。

从KDD Cup99数据集10％的数据中选取10，658条数据作为实验的数据集，

其中106条攻击数据，10552条正常数据，这满足聚类假设——正常数据远远多

于入侵数据。实验中用到的数据集的类型分布如表5．5。

表5-5数据集的类型分布

观察数据集可以发现每种攻击的属性特征并不完全相同，但是有很多共性，

并且需要采用不同的属性集检测不同的攻击才有效。表5．6为不同类型攻击需要

的检测属性集。

表5-6检测不同攻击类型所需要的属性集

攻击类型 检测该类攻击的属性集

DOS

U2R

R2L

PROBE

基本属性集+流量属性集

基本属性集+内容属性集
． 基本属性集+内容属性集

基本属性集+流量属性集+主机流量属性

5．3．2归一化处理

对于连续型属性特征，不同的属性有不同的度量标准，所以要考虑数据集作
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归一化处理。对于给定的训练集，特征向量的均值avg—vector[j】与标准方差

std—vector[j]，其中w咖[刀是特征向量的第_，个属性。

avg一姗砌’【刀=亡∑泌枷吗[月 (5·1)

std—vector[j]=亡窆 一
2)j．(instancez[J]avg_vector[j])(5-2)

俐～instance[j]=—inst—anc—e[j万]-iavg丽_v_ector[j](5-3)
通过计算每个特征值与平均值之间的标准方差，数据集中的每个数据都可以

转换为归一化空间的新数值。这是从数据集提取的统计信息的基础上，将连接数

据从其初始空间转换到归一化空间中的新值。

用聚类方法进行入侵检测的一个重要前提是，同类型数据不管是正常数据或

是攻击，都将在特定的度量空间上聚集在一起，根据网络数据的特点。本文采用

前面介绍的标准的欧几里德距离度量来计算特征向量间的距离。

5．4实验仿真

5．4．1仿真环境

为了验证ACKID算法的有效性，本文进行了仿真实验，仿真环境如下：

(1)CPU：Pentium IV 1．8GHz；

(2)内存：512M Ra～MI

(3)操作系统：Windows 2000 Professional操作系统：

(4)编程语言：JAVA语言。

5．4．2仿真结果和分析

本文的评估过程在独立主机上采用离线测试，如图5-2所示。

图5-2 入侵检测算法评估过程
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1．实验一

实验时，把数据集中10，658条数据划分为训练集和测试集。首先把DOS攻

击与其他攻击分离开，并按比例混入正常数据作为训练集，其余的数据作为测试

集，测试集包含相对于训练集中未知攻击类型(U2R，R2L，PROBE)。对网络数据

进行聚类的过程中，找到数目最大的簇，并将其标记为正常类别，把这个簇中心

记为go；然后，其余簇中心与风的距离按升序排列，并且簇内的每个网络数据与

风的距离也按升序排列；接下来选择Ⅳ1=pN个网络数据(p是正常数据比)，

并将它们标记为正常；最后，将其他数据都标记为入侵。通过改变参数∥，可由

多组检测率和误报率画出ROC曲线。设置ACKID算法七值为100。表5-7显示∥取

不同值时各组的实验结果，并由此得出ACKID算法的ROC曲线。

表5-7 口取不同值时各组的实验结果

从表5-7可知，各组的检测率和误报率是随着正常数据比∥的增加而降低的，

这与估计的情况是一致的。因为生成的簇是按其中数据的多少排序，大体上正常

数据首先标记，入侵数据稍后标记。∥取值越小，则表示入侵数据越多，则检测

率增加，同时误报率也增加。理想情况下，聚类结果形成的每个簇只包含同种类

型的数据，要么是正常数据，要么是入侵数据．而实际情况下，这是不可能的，

各个簇都将不可避免地含有被错误划分的数据，即正常簇中包含入侵数据，入侵

簇中也包含正常数据。评估ACKID算法所得的多组检测率和误报率可由ROC曲

线表示，如图5-3所示。
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图5-3 ACKID算法的ROC曲线

2．实验二

比较ACKID算法和文献【7】中Combined算法检测已知和未知攻击的性能。

算法在训练集上得到数据模型，然后检验测试集中未知攻击的能力。设置ACKID

算法k值为100，表5．8给出了ACKID算法的检测结果，并与Combined算法检

测结果进行了比较。

表5．8入侵检测结果

由表5．8可以看出，当误报率相同时，ACKID算法对已知攻击和未知攻击的

检测率比Combined算法的略高，这是因为ACKID算法通过用户主动查询标记数

据的约束，充分利用标记数据的监督信息，辅助聚类结构的形成，能够有效地检

测出已知和未知攻击。

3．实验三

比较ACKID算法与K．means、SVM算法检测攻击的性能，也就是比较了基

于半监督学习的入侵检测算法与基于非监督学习和监督学习的入侵检测算法检测

性能。K-means、SVM是来自wcka机器学习软件嗍算法。实验参数设置：ACKID

算法和K-means算法的k=100，SVM算法参数按缺省设置。ACKID、K-means、
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SVM三种算法的ROC曲线如图5_4所示。

比较ACKD、K-means、SⅥ讧三种算法的RoC曲线，可以看出，ACKD

算法的检测率明显高于非监督的K-means算法，因为ACKID算法采用了少量的

标记数据来指导聚类过程，提高了检测未知攻击的精确性。当误报率小于7％时，

ACKID算法比SVIVl具有更高的检测率，这是因为ACKID算法在半监督聚类的

基础上，采用主动学习策略查询未知攻击的类别标记，解决了基于SVM的入侵

检测算法检测未知攻击类别标记不足的问题，降低了误报率。

针对4类攻击的检测和算法总体检测性能，固定误报率为4％和8％，结果如

表5-9所示。

表5-9入侵检测结果

由表5．9分析可知，SVM对已知攻击DOS有较高的检测率，而对未知攻击
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U2R的检测率为0，这表明U2R攻击的属性特征与DOS攻击的属性特征完全不

同；对于R2L攻击类型，在误报率：4％时SVM算法的检测率更高，而在误报率

等于8％时，ACKID算法的检测率更高。这是因为随着数据的增多，ACKID算法

对未知攻击有更好的学习能力。检测PROBE攻击，ACKID算法比SVM检测率

高，这是由于在给定的时间内PROBE攻击向同一主机发送大量的连接，相对来

说变化较小，所以ACKID对PROBE攻击的检测率较高。

虽然ACKID算法解决了网络环境中难以完全标记样本问题，但还是无法达

到有监督的检测算法的检测率。

5．5 本章小结

本章引入评估入侵检测算法性能指标ROC曲线，并且从理论和实践上介绍

算法性能的评估，用ROC曲线从检测率和误报率两方面对ACKID算法、K-means、

SVM三种算法进行分析评估。实验结果表明，基于半监督聚类的入侵检测算法的

有效性，能够满足对检测精度的要求。
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论文总结

结语

入侵检测是采用主动策略的网络安全技术，能够检测网络数据中的入侵行

为。虽然传统的基于监督学习的入侵检测算法检测精度高，但无法检测出未知的

入侵行为；而基于非监督学习的入侵检测算法能够检测到未知的入侵行为，但误

报率高。因此，提高入侵检测算法的检测率，同时降低误报率，是当前需要迫切

研究的一个课题。本论文的主要研究工作如下：

(1)系统地研究入侵检测系统的基本理论，介绍入侵检测的定义，分析了入

侵检测模型的研究现状和当前存在的问题。针对基于聚类的入侵检测算法误报率

高的问题，提出基于半监督聚类的入侵检测算法ACKID。

C2)根据网络数据的特点，将主动学习策略应用于半监督聚类过程中．主动

学习策略查询网络中未标记数据与标记数据的约束关系，采用FarthestFirst对未

标记数据进行标记，即使少量的标记和约束也能大大改进算法的性能。

(3)结合KDD Cup99数据集，分析基于半监督聚类的入侵检测算法的评估过

程。主要包括：确定ROC曲线为基于半监督聚类的入侵检测算法的评估指标、

分析网络数据的属性特征、训练集过滤和对连续型数据做归一化处理。

在实验中，比较ACKID、K-means和SVM三种算法，证实ACKID算法具

备对己知入侵行为的推广能力，并且能发现未知的入侵行为。

工作展望

本文的工作是基于半监督聚类入侵检测算法的研究，由于能力及时间所限，

不论在软件实现上还是在理论上都有很多值得进一步研究的地方，还需要继续研

究的工作如下： ．

(1)半监督聚类算法在识别未知的入侵行为具有很多优点，然而假设ACKID

算法的约束是没有噪声的，今后要考虑如何处理网络数据的噪声约束。

(2)采用主动学习策略的半监督聚类对网络数据集中的孤立点敏感。

FarthestFirst选择没有提供有关潜在的聚类结构信息的孤立点，这只会浪费主动学

习阶段的查询。因此，将来可以采用修改的FarthestFirst，通过选择远离网络数据

空间中密集区域的数据点来处理孤立点的敏感性问题。
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(3)本文使用KDD Cup数据集测试算法的性能。今后要考虑的是，要将算法

用于实际的网络环境中，怎样得到收集的网络数据包的更多的统计信息来有效地

检测入侵行为。

(4)本文是在离线的状态下对算法进行测试，要将算法用于实际的网络环境

中，还要考虑算法的实时性和检测模型更新的问题，以能够实时地检测各种攻击，

及早采取措施阻止攻击，减少危害。

虽然ACKID算法解决了网络环境中训练样本不足的问题，但还是无法达到

有监督的检测算法的检测率。如何改进半监督聚类算法，将其更好地应用于入侵

检测系统中，仍然是本文要研究的问题。
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附录：KDD Cup99数据集属性特征分类

在KDD Cup99数据集中，提供了41个属性特征，分为4类：基本属性集、

内容属性集、流量属性集、主机流量属性集。附表如下：

附表1基本属性集

：‘discrete”表示离散型数据，“contilm∞s”表示连续型数据。以下同。

附表2 内容属性集
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附表3流量属性集
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