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Abstract

In this paper, a spoken dialogue system EasyNav is studied and implemented.
The research is primarily carried out on the language understanding part of the system.
The EasyNav domain is campus navigation information querying, which is oriented
to real applications. The style of the text in the domain is user-initiative continuous
querying.

The first contribution of the paper is presenting the Interlinked Frames Method
to solve the problem of semantic parsing and meaning representation in a high level,
which could guide the behaviors of the following components of the application
query and the response generation, and provide efficient surports on the context
analysis. The characteristics of the Interlinked Frames Method are: 1) The Interlinked
Frames, Query Chains and Theme Structure presented for the meaning representation
all have strong describing abilities because they all obey the Meaning Combination
Principle; 2) The meaning representation unit contains the meaning calculation
information, which could be combined to generate the meaning -calculation
information of the whole sentence during the semantic parsing; 3) The bi-stage
multi-cycle process of the semantic parsing is tightly integrated with the process of
the context analysis, and the partial meaning representation which is crucial for the
context analysis can be easily abstracted. The Interlinked Frames Method has the
ability of processing complex sentences that have a deep hierarchical level or a
recursive structure, and the ability of processing continuous queries that contain the
ellipsis phenomena. The semantic parsing success rate over the in-domain inputs is
96.76%. The Interlinked Frames outperform the Semantic Frames and the Case

Frame in their representation ablities.

The second contribution of the paper is presenting the concept of Contextual
Ellipsis by studying the Chinese ellipsis phenomena. The concept of Contextual
Ellipsis emphasizes: 1) doing the ellipsis detection based on the semantic knowledge;
2) doing the ellipsis reconstruction from the current sentence. A 4-step process of the
ellipsis detection, the filter, the ellipsis validation and the preference, is presented to
generalize the basic elements of the Contextual Ellipsis resolution. The research on

the ellipsis phenomena of the Chinese spoken dialogue in this paper is original.
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The third contribution of the paper is presenting the Theme Structure Method to
solve the problem of ellipsis resolution in the Chinese spoken dialogue. The
characteristics of the Theme Structure Method are: 1) The method is based on the
concept of Contextual Ellipsis thus is suitable to deal with the ellipsis phenomena in
the Chinese spoken dialogue; 2) The method models the theme variation and its
effects on the continuation of the constraints; 3) A general ellipsis resolution
framework 1is established through the decomposition from ellipsis types to ellipsis
elements and further to ellipsis properties. The Theme Structure Method provides a
uniform resolution on various ellipsis types and their combinations in the domain.
The ellipsis resolution success rate over the in-domain inputs is 91.85%. The research
contains several insights on the relationship between the theme variation and the

ellipsis detection.

The paper also introduces other works on the design and the implementation of
the spoken dialogue system EasyNayv, including: the whole system design, the GLR
syntactic parser, the dialogue management, the application query and the response
generation. Currently the system works well under the condition of written input and

output.

Key words: Spoken Dialogue System, Speech Understanding,

Human-Computer Interaction, Meaning Representation, Ellipsis Resolution
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