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摘要

I 

摘 要

本文的研究是以风机塔筒的焊缝检测为实验目标，开发一台模仿壁虎肢体形态功能并

集成先进的激光传感器、嵌入式设备和自动焊缝图像识别技术的四履带永磁吸附壁面移动

机器人，该机器人具有壁虎的肢体形态特征，可以适应小半径圆柱面或圆锥面等复杂的壁

面环境。

为使机器人在焊缝检测过程中实时获取有效的焊缝信息，本文设计一套基于十字型交

叉结构光传感器的图像采集设备。其原理为由激光器投出一对正交的激光束平面，投影到

焊缝表面形成十字激光线，并由摄像机实时采集焊缝表面信息。在被采集的图像中，激光

线的弯曲变化反映了焊缝的表面 3D 信息，为焊缝识别与跟踪提供输入信息。当机器人运

动到横纵焊缝交叉区域时，十字型激光线可以同时检测到两条焊缝，机器人可以根据测量

结果控制机器人的运动姿态。

根据激光线和焊缝的时空连续性，本文构建一套基于时空级联隐马尔可夫模型的焊缝

跟踪与测量系统。空域和时域上的两个级联的隐马尔可夫模型分别用于提取激光线和在激

光线上跟踪焊缝位置。根据传感器设计过程中的模型和参数，焊缝表面的 3D 信息可被计

算获得。同时，对焊缝特征点的跟踪可以规划机器人的运行路径和超声波探头的检测范围。

本文介绍爬壁机器人的结构并建立机器人力学模型和运动学模型，分析机器人运动学

的动能方程。根据机器人运动学模型和力学模型，再结合视觉传感器及焊缝跟踪结果，构

建基于混合视觉伺服模型的机器人控制系统。建立图像坐标系、摄像机坐标系、机器人坐

标系、塔筒坐标系等空间的对应关系，并计算从图像坐标系到摄像机坐标系再到机器人坐

标系上焊缝特征点的运动微分方程、建立雅可比矩阵。最终通过李雅普诺夫第二方法的稳

定性判据分析爬壁机器人焊缝跟踪系统及控制模型的稳定性，以及对系统中所涉及各个参

数值的约束条件。

关键词：爬壁机器人，焊缝跟踪，十字型结构光，时空级联隐马尔可夫模型，混合

视觉伺服。
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Abstract 

The research objective of this paper is to detect the weld line of the wind power tower. We 

make a wall climbing robot that has four caterpillars made up of permanent magnet, imitating the 

geckos' limbs and morphology. The robot is equipped with advanced laser sensor, embedded 

devices and automatic weld line recognition system. The robot can work on the cylindrical 

surface or circular conical surface with small radius. 

To obtain the information of the weld line in real-time, an image collecting equipment, i.e. the 

cross structured light sensor, is designed. The sensor includes a laser projector and a CCD 

camera. The laser projector projects two orthogonal light planes onto the surface of the weld line 

to form two orthogonal laser stripes which can be captured by the CCD camera. The curves of 

the laser stripes reflect 3D information of the surface of the weld line which is feed into the weld 

line recognition and tracking system. When the robot is close to an intersection of a vertical and 

a horizontal weld lines, two weld lines will appear on the stripes in the captured images. In this 

condition, the system can identify a weld line intersection, and then the system can control the 

motion attitude of the robot. 

According to the continuity characteristics of the laser stripe and the weld line, the paper 

presents a weld line tracking and measuring system based on the spatial-temporal cascaded 

Hidden Markov Models. Two Hidden Markov Models on space and time domain are used to 

extract the laser stripe and track the weld line, respectively. According to the model and 

parameters of the sensor, the 3D information of the weld line can be obtained. Tracking the 

feature points of the weld line can plan the motion path and restrict detection range of the 

ultrasonic probe. 

The construction, mechanical model and kinematics model of the robot are structured in the 

paper then the kinetic energy equation of the robot is analyzed. Based on the mechanical model 

and kinematics model of the robot and combined with the model of the structured light sensor 

and tracking results of the weld line, we structure the hybrid visual servoing model to control the 

robot. The transfer equations between the image coordinate system, the camera coordinate 

system, the robot coordinate system and the wind power tower coordinate system are structured 

which can be used to calculate the motion differential equations of the feature points in the 

image space, the camera space and the robot space and structure the Jacobian matrix. Finally, 
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Robot’s stability about weld line tracking and control model is proved by the Lyapunov stability 

theory. 

KEY WORDS：Wall Climbing Robot, Weld Line Tracking, Cross Structured Light, 

Spatial-Temporal Cascaded Hidden Markov Models, Hybrid Visual Servoing.
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第一章 绪论

1.1 课题背景及意义

工业领域为了实现不断提高质量安全和质量管理的目标，往往在质检系统中投入大量

的人力物力。在这种大背景下，针对特定作业任务的特种机器人被相关行业给予越来越多

的关注。随着社会工业化的不断进步，机器人替代人工作业已经是大势所趋。机器人学作

为一个交叉学科集成了机械、电子、自动化、通信、人工智能、信号处理和心理学等诸多

学科的研究成果。一个国家的机器人发展水平基本上能够体现出这个国家的工业综合实力。

如同现在的社会分工越来越细一样，机器人的种类和应用领域也越来越多。但是，稳定、

智能、高精度和低失误率则一直是工业生产部门对机器人的要求和期望。

在风力发电场、石化企业以及造船厂等部门，风机塔筒、储油/气罐和轮船甲板的焊接

质量是保证设备稳定运行的基础。针对焊缝的无损探伤检测需要定期执行，而传统的检测

手段基本上是由操作人员手持探伤仪进行检测。除耗费大量人力和时间之外，这种工作方

式还经常要面对高空作业、有毒有害气体或液体等恶劣的工作环境，如图 1-1 所示。因此

在类似这种极端环境下，爬壁机器人代替人工作业有助于提高工作效率，保障人身安全和

降低生产成本。检测机器人的研究和开发也将成为仪器与测试技术现代化的一个重要手段。

(a)                        (b)                         (c) 

图 1-1机器人作业环境中的风机塔筒、直焊缝和交叉焊缝。

到目前为止，机器人最多的应用领域是在焊接行业，关于焊缝检测的研究与应用大多

也是在焊接领域。而专门针对成型焊缝的探伤检测机器人基本上还是研究的空白。随着社

会安全生产标准的提高和人力资源日益短缺，自动焊缝检测机器人已经在上述几个领域中

出现需求。虽然焊缝检测机器人和焊接机器人在应用领域上非常接近，但是由于工作环境

和作业对象的区别，两者的结构与性能有着本质的不同。首先，焊接机器人多数工作在室

内环境，而检测机器人则多数工作在室外环境；第二，焊接过程中的焊缝跟踪大多是在固
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定平台或轨道上，而检测过程的焊缝跟踪需要工作在移动平台上；第三，焊接机器人面对

的焊缝通常是固定的、已知的，可以通过示教再现方式控制机器人，而焊缝检测机器人需

要根据被检测工件外形和焊缝方向来自动跟踪焊缝。根据这些需求可知：焊缝跟踪与测量

技术的效果在很大程度上决定着机器人的工作质量。传统的焊缝跟踪技术很难直接用于检

测领域，因此开发适合于多种作业环境，具备自动焊缝跟踪、自主导航能力的移动机器人

将是目前机器人应用研究的一个重要发展方向。

本文课题来源：

1) “危险化学品事故全过程遥测预警的关键科学问题研究”，国家 973计划，2011~2015；

2) “基于多源数据的飞行器进近威胁目标检测跟踪及行为预测”，国家自然科学基金重点

项目, 2011~2014；

3) “复杂环境下动态目标检测及跟踪技术研究”，中国科学院“百人计划”择优支持项目，

2009~2011；

4) “基于 DaVinci TMS320DM6467 的爬壁机器人控制与数据处理单元”，中国科学院研

究生创新项目，2010~2012；

5) “风机塔筒焊缝自动检测装置”，哈尔滨市科技攻关项目，2010~2013；

1.2 国内外研究现状

自上世纪50年代，在欧美就已经开始关注焊缝检测与跟踪技术，并不断摸索实践。目

前，在一些新兴工业化国家和地区或工业化水平较高的发展中国家，如韩国、中国台湾、

巴西、印度和中国大陆等，也在这方面的研究中取得了丰硕成果。CMU机器人研究所(The 

Robotics Institute of Carnegie Mellon University)的 Pradeep Khosla 等人在1984年曾研制出

用于弧焊机器人的焊缝检测系统，其算法适用于固定的作业场所，需要足够的先验知识支

持[1]。加拿大Sevorobot公司和英国Meta Machines公司开发了激光传感器焊缝跟踪设备。巴

西里约大学多位学者针对储油罐的焊缝检测与跟踪进行了深入研究，采用被动视觉和多信

息融合等多种手段进行焊缝信息的采集[2-6]。韩国的H.C. Kou等人采用模糊逻辑进行焊缝

的定位[7]。国内的清华大学、哈尔滨工业大学、北京理工大学、中科院自动化所等高校院

所在机器人自动焊缝跟踪检测方面也做了大量研究[7-18] 

许多国际学术期刊和国际会议也包含了这一领域的最新研究成果，如： IEEE 

Transactions on Robotics, IEEE Transactions on Industry Applications, IEEE Transactions on 

Instrumentation and Measurement, Machine Vision and Application, IEEE International 

Conference on Robotics and Automation (ICRA), IEEE Int. Conf. on Instrumentation and 

Measurement Technology (I2MTC), IEEE Int. Conf. on Signal Processing(ICSP)等等。
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1.2.1 爬壁机器人技术研究现状

在本文中，爬壁机器人作为执行焊缝检测任务的实验平台，也是各种传感器和检测装

置的载体。因此，爬壁机器人本身的性能对系统稳定型和可靠性有着重要影响。作为一种

特种机器人，爬壁机器人能够工作在各种墙体表面，可以在高空、有毒等危险环境代替人

工作业。这方面的研究工作已经进行了许多年，其成果已在许多工业领域得以应用，例如

检测大型油气罐[19-21]、风机塔筒的焊接质量[22][23]、锅炉冷却塔的维护[24][25]、核电

站检修[26]、大型建筑物的表面清理[27]以及反恐营救[28]等。

正所谓立得稳才能站得直，爬壁机器人的吸附性能是机器人能够工作的基本条件。截

止目前，现有的吸附技术包括四种类型：○1 真空或负压吸附[29-32]；○2 螺旋桨推进吸附

[35-37]；○3 仿生吸附[38][39]；○4 磁吸附[40-44]。真空或负压吸附的效果取决于吸盘的内外

压力差，这种机器人可以工作在垂直墙面上，但是对墙壁表面的光滑程度要求较高，表面

粗糙或者有灰尘、破损、异物等情况都可能造成机器人吸附失败。螺旋桨吸附是通过相对

墙面倾斜的螺旋桨高速旋转产生推力，利用推力和壁面摩擦力保证机器人稳定吸附。这种

方法的优点是不存在类似真空吸附的压力泄露问题，可以使机器人稳定的吸附在壁面上。

但缺点是这种机器人的尺寸非常庞大，耗能高，而且有非常大的噪音。仿生机器人是模仿

壁虎或昆虫吸附于墙面的方法。这种方法的优点在于耗能低，噪声小，构思奇特；缺点是

难以负重，载荷小，同时对材料和加工工艺要求很高。磁吸附是人们最容易想到的吸附方

法，具有吸附力强、负载高、材料简单和成本低廉等优点，但是只局限于吸附在铁磁质墙

面。在本文中，被检测对象为风机塔筒和储油/气罐等设备，这些设备都是由钢板或钢管焊

接而成，表面为圆柱面或圆锥面，对机器人的吸附要求要高于平面环境。因此，这种工作

环境既需要机器人保持稳定性又要拥有足够的灵活性。基于对上述四种吸附方式的分析，

本文设计一种模仿壁虎身体结构的仿生爬壁机器人，并采用四履带式永磁吸附方式。

1.2.2 信息传感技术研究现状

目前应用于焊缝检测与跟踪领域的传感器大致可分为机械触点式[45][46]、电磁感应式

[47][48]、电弧传感式[49][50]、距离感应式[51][52]和视觉感应式[53][54]五种。机械触点式

是利用压力开关等接触式传感器“摸”着焊缝走，这种方法由于跟踪精度低和机械触点的使

用寿命问题一直没有得到广泛应用，而且触摸式传感器的机械结构也过于复杂。电磁感应

式是通过两组变压器检测焊缝两端的电压值来定位焊缝位置，这种方法对工件表面环境过

于敏感，而且在存在能耗问题。电弧传感器是利用焊炬与工件之间距离变化引起的焊接参

数变化来估计焊炬高度和左右偏差，这种方法在焊接机器人上得到了很好的应用，但很难

直接引用到检测领域。距离感应式传感器是通过一排的红外（或激光）测距仪垂直焊缝表

面测量焊缝深度信息，这种方法能够感知焊缝表面的 3D数据，但是缺点也很明显。首先，
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即使传感器排列的非常密集，这种测量方式得到数据毕竟还是一系列离散的点；其次，这

种传感器和上述三种感应方式一样，都是不可视的，在作业过程中，当需要人工干预时非

常不方便。

从 20世纪 80年代开始，随着半导体技术、自动控制技术和数字图像处理技术的发展，

视觉焊缝检测与跟踪开始引起人们的兴趣。采用视觉传感器实时获取焊缝区域信息，具有

信息量大、灵敏度高、精度高、抗电磁干扰能力强、传感器与工件不接触等优点。通过计

算机或专用处理器（DSP）进行数字图像处理，可在焊缝检测与跟踪、探伤检测或焊接控

制等方面发挥重要作用。因此，视觉焊缝检测与跟踪技术在机器人视觉领域被大量应用。

在视觉焊缝检测与跟踪方法中，根据获得信息的手段不同可分为单目视觉（被动视觉）

[55]、双目视觉（被动视觉）[56][57]和摄像机+激光器（结构光，主动视觉）[58-67]三大

类，其中主动视觉的辅助设备除激光器外还可以应用红外或雷达等传感器。

单目视觉系统在进行焊缝检测与跟踪的过程中只利用自然光或室内的普通光源，由摄

像机采集工件表面图像，在图像中寻找焊缝位置，判断焊缝方向。可通过最小熵（Minimum 

Entropy）原理进行阈值分割[68]，确定焊缝位置。然后用霍夫变换（Hough Transform）检

测焊缝线[69-71]，确定焊缝方向。也有人根据焊缝表面的鱼鳞状的纹理信息做图像分割从

而检测焊缝位置[2]，这种方法较上一种精度要更高一些。但这种被动视觉手段受外界光照

影响较大，尤其在高噪声环境下精度很低。在野外作业环境中，被检工件的表面通常是非

常脏的，据实地考察发现，风机塔筒或储油/气罐表面大多覆盖着灰尘、泥土、鸟粪、油污、

锈迹等污染物，这些对基于单目摄像机的焊缝定位造成很大影响。

双目视觉成像技术也常被用于机器人视觉传感系统，但是双目成像的关键技术——图

像匹配过程中的特征点提取——依赖于图像上的纹理信息，没有纹理信息的图像是不能得

到准确的 3D信息的[72]。本文中涉及的爬壁机器人主要工作在风机塔筒或油罐焊缝区域，

这些工件表面都有油漆喷涂，焊缝和背景的有着相同的颜色，几乎没有多少纹理信息，特

征点的选取和匹配都非常困难。况且双目成像的精度较低，而焊缝较之工件表面的凸起并

不明显，一般<5mm，因此这种方法也不适合我们的系统。

主动视觉是利用激光等具有特定模式的光源和摄像机构成结构光(Structured Light)系

统。例如将一束激光平面照射在被检工件上形成一条激光线，激光线在摄像机成像单元中

的偏移数据反映了工件表面的形状信息，用这种方法可以精确地获取工件表面的3D信息。

结构光方法很好地融合了激光和数字图像的信息，受噪声影响较小。由于激光的单色性和

高亮度特点，它非常适合于局部范围内需要精确测量的情况，常被用做不规则表面的三维

建模[73-75]。就本文涉及的焊缝检测与跟踪系统而言，理论上，塔筒表面除焊缝之外几乎

再无别的凸起，因此结构光的方法更适合基于视觉特征的焊缝检测与跟踪。
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1.2.3 焊缝跟踪技术研究现状

如上文所述，基于视觉技术的焊缝检测与跟踪技术目前已经展开了广泛研究，很多方

法已经在焊接和检测领域进行应用实践。例如巴西的 Carvalho 和 Molina 等人在面向探伤

检测的焊缝跟踪领域进行了多年研究并有多篇论文发表。他们分别采用基于被动视觉的阈

值分割+Hough 变换技术在图像中检测焊缝位置并计算焊缝延伸方向[2]；在文献[3-5]中，

作者则采用距离传感器阵列对焊缝进行深度测量获取焊缝凸起的位置信息，并应用容错卡

尔曼滤波器进行滤波去噪和焊缝跟踪工作。

在结构光视觉技术方面，焊缝跟踪质量主要取决于两点：激光线的提取和在被提取的

激光线上定位感兴趣区域（焊缝区域）。许多研究人员在摄像机前加上滤光片来过滤激光

线的环境噪声。具体来说就是将滤光片当做一个带通滤波器，它只允许通过一定量的和激

光线波长相近的光。理想状态下，其他背景在图像上都不显示[76]。这可以在很大程度上

去除背景噪声，提高系统的精度。但是这种方法增加了硬件成本，鲁棒性不高，尤其在野

外作业环境中，以太阳光为主的自然光频率范围很宽，各种波长的光都存在，滤光片很难

把激光线之外的噪声都滤除掉，仍然需要后续的数字图像处理技术来完成激光线提取。因

此，很多研究者致力于不依赖滤光片，直接运用数字图像处理技术提取激光线。

在文献 [77-79]中，R. Fisher 对比了五种激光线亮度峰值定位的算法：Gaussian 

approximation，Center of Mass，Linear Interpolation，Parabolic Estimator和 Blais and Rioux 

Detectors。在无噪声环境下 Gaussian approximation性能最好，在噪声环境下 Blais and Rioux 

Detectors性能最好，在各种环境下 Center of Mass的实时性最好而且性能也仅次于 Gaussian 

approximation，因此这种方法在很多实验中被采用。德国宇航局的 K. H. Strobl等人开发了

一种结构光 3D 重构的手持设备，并将其作为机器人的视觉传感器[80-82]。作者利用了激

光线的边缘、宽度、颜色和骨架位置作为先验信息，设计了一个查表法。这种方法精度和

鲁棒性可以满足基本的测量要求，而且运行速度很快。在文献[83-87]中，R. Usamentiaga

等人将结构光技术应用在轧钢过程的钢板表面质量检测中。作者采用重心法分割前景信息；

再用两个梯形窗口相对运动来搜索激光线骨架；采用 Split-Remove-Fill 过程来修补激光线

缺口并剔除线上噪声；最终采用 Linear segments，Quadratic segments和 Akima splines三种

方法进行激光线拟合。作者随后将实验手段扩展到 3D 信息重构和焊缝跟踪领域，取得了

很好的实验效果。

精确提取激光线的下一步是在激光线上检测和跟踪焊缝区域。很多研究者在实验过程

中比较注重焊缝形状的描述，例如在文献[11]中，李原等人计算激光线的二阶导数，计算

过零点的位置来确定焊缝的拐点。在噪声滤波方面作者没有局限于单帧图像的处理，而是

建立了一系列视频帧之间的关联，通过计算不同帧之间相同位置处像素的亮度最低值来滤
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除焊接火花和飞溅的噪声。文献[88]中，作者 X. Wang等人计算激光线上的最大角点来定

位焊缝突出于工件表面部分的趾点位置，并根据两趾点处激光线角度之差来计算焊缝中心

线。这种方法简单易行，精度却严重依赖于激光线的提取效果，对光照噪声非常敏感。文

献[89]中，Y. Gong等人将焊缝图像自下而上分为像素层、几何层和轮廓层，分别从图像上

进行激光线分割，焊缝初级提取和焊缝识别。这种方法对于几何形状比较固定的焊缝而言，

定位精度很高，很适合于焊接过程，对于成型焊缝的识别处理上精度会明显降低。

1.2.4 视觉控制技术研究现状

机器人视觉控制是机器人领域的一个重要的研究方向，视觉控制集合了数字图像处理，

计算机视觉和控制理论等学科的知识成果且随着计算机技术的发展而不断进步。视觉控制

的定义是：根据视觉检测获得目标的位置和姿态，将其作为给定或反馈，对机器人的位置

和姿态进行控制。控制系统将被测目标的 3D 信息通过坐标系转换反馈给执行终端的各个

关节，根据终端作业要求对相应关节进行力矩控制。

在以往的工业应用领域，机器人作业一般采用示-教再现或数控编程的形式，机器人的

运动轨迹和姿态被事先规划好，因此作业过程只是简单的重复执行既定方案。毫无疑问，

这种方式的鲁棒性不会很高，当工作场景或作业对象发生变化时，工作质量往往达不到规

范要求。视觉控制技术可以使机器人在各种作业环境中实时地检测目标的位置和3D信息，

并根据得到的数据进行路径规划及调整自身姿态。因此，以视觉信号作为反馈的闭环控制

系统被引入到机器人控制模型，以增强机器人系统的鲁棒性和精度。

执行作业的终端和获取信息的视觉传感器可以看作一对“手-眼”，如果视觉传感器安装

在机器人上，我们称之为“Eye-in-Hand”[90]；如果视觉传感器固定于机器人本体之外，我

们称之为“Eye-to-Hand”[91]。Eye-in-Hand系统的传感器坐标系和机器人坐标系是固定的转

换关系，计算简单；而且在机器人逐渐接近目标的过程中检测和测量的误差会越来越小。

缺点是传感器受到机器人本体振动的影响，另外在随着机器人运动过程中目标可能会从视

场中丢掉。Eye-to-Hand系统的传感器坐标系和机器人坐标系时刻在发生变化，坐标转换计

算比较复杂。系统中的传感器不会受到机器人振动的影响，也可以保证目标位于视场之内，

但是在机器人作业过程中机器人可能会遮挡目标从而造成失掉目标。此外，面对复杂的野

外环境，我们很难找到一个合适的“点”来放置一台摄像机作为“Eye”。因此 Eye-to-Hand系

统比较适合于固定的简单场所，例如其在带机械手臂的焊接机器人中被广泛应用。

依据用于计算控制系统的误差的不同，视觉控制系统的控制模型可以分为：3D视觉控

制模型（基于位置的视觉伺服）[92][93]、2D视觉控制模型（基于图像的视觉伺服）[94][95]、

12
2
D视觉控制模型（混合视觉伺服）[96][97]和

2d D
dt
视觉控制模型（基于运动的视觉伺
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服） [98-100]。基于位置的视觉伺服是在三维笛卡尔空间内计算摄像机位置到目标位置之

间的误差，从而得到机器人执行终端的调节量。这种方法的优点是可以在同一笛卡尔坐标

系内直接将误差作为输入量来控制机器人的轨迹和姿态，计算起来比较简单。但这种方法

的精度受机器人力学模型和摄像机标定误差的影响很大；如果摄像机只是粗略的标定一下，

将导致目标的3D模型存在较大误差，从而执行终端的当前和下一步姿态都将很难被准确估

计。基于图像的视觉伺服是一种无模型控制方法，因为它不需要计算目标的3D模型，控制

误差函数是直接表达于2D图像空间中。这种方法有很高的鲁棒性，对于摄像机标定误差和

机器人模型的误差不敏感。然而，它的收敛性在理论上只能保证在期望点附近的邻域范围

内，且难以进行稳定性的判定分析。因为这种系统基本上都是非线性系统，所以除极简单

的情况外，涉及到标定误差的稳定性分析都被看作是不可能完成的任务。面对上述两种方

法中难以克服的缺点，一种混合视觉伺服控制模型被人提出[101]。对比基于位置的视觉伺

服，混合模型不需要建立目标的几何3D模型；对比基于图像的视觉伺服，混合模型保证了

控制系统在整个任务空间内的收敛性。它是基于局部摄像机位移估计，控制6个自由度中

的一部分，余下部分采用其他的控制方法。基于运动的视觉伺服是一种无模型控制技术，

它不依赖于目标的任何先验信息，主要是测量图像中的光流。这种方法依赖于运动估计算

法的计算速度，大多执行速度比较慢，适合于微型机器人的速度控制。

1.2.5 无损探伤技术研究现状

无损检测是在不损害或不影响被检测对象使用性能的前提下，利用物体的声、光、电

磁等原理技术对材料、零件、设备进行缺陷、化学、物理参数的检测技术。无损检测在检

测工业领域已经成为一种必不可少的测量手段，其重要性已得领域内的到公认。常见的无

损检测主要有射线检测（RT）[102]、超声检测（UT）[103]、磁粉检测（MT）[104]和液

体渗透检测（PT）[105]四种。此外在一些特定领域还有涡流检测（ET）[106]、声发射检

测（AT）[107]、热像/红外（TIR）[108]、泄漏试验（LT）[109]、交流场测量技术（ACFMT）

[110]、漏磁检验（MFL）[111]、远场测试检测方法（RFT）[112]、超声波衍射时差法（TOFD）

[113]等其他无损检测方法。

与破坏性检测相比，无损检测具有以下显著特点：

(1)非破坏性

(2)全面性

(3)全程性

(4)可靠性问题

射线检测（RT）是采用电离辐射形式（X射线或 γ射线）来照射被测工件，以胶片作

为载体记录检验信息的无损检测方法。相对其他检测方法，RT的准确性更高、图像直观、
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且可以长期保存，但其成本相对较高、检验速度慢、而且射线会危害操作者的身体健康。

超声波检测（UT）是采用超声波发射器（超声波探头）扫描被测工件，超声波与工件

相互作用，跟进超声波的反射、透射或散射情况判断工件质量。这种方法可用于金属、非

金属或复合材料等多种材质设备的无损检测，可检测试件表面或内部的缺陷且定位准确。

超声波检测仪器具有易于操作、检测速度快、设备轻便、无害无污染、不受现场条件制约

等显著优点。

磁粉检测（MT）适用于检测铁磁质材料构成的工件，可以测量工件表面或浅表面的

细微瑕疵，甚至尺寸极小，肉眼难以察觉的细微裂纹；还可发现夹杂、发纹、白点、折叠、

冷隔和疏松等缺陷。但其那一检测表面划痕、工件深层孔洞、与工件表面夹角小于 20°的

分层和折叠。

渗透检测（PT）是在零件表面施涂含有荧光染料或着色染料的渗透剂，使之渗透进表

面缺陷中，可出缺陷的位置和表面分布状态。这种方法只能检测表面的开口的缺陷，不能

检测工件内部缺陷，对于多孔疏松材料制成的工件或表面粗糙的工件则无法执行检测工作；

对于检测到的表面缺陷也无法得到深度信息；而且检测结果需要等待一定的渗透时间，实

时性不好。

涡流检测（ET）是利用通有交流电的线圈产生的交变磁场在工件的浅表面产生涡流来

检测试件的裂纹，砂眼等缺陷。对于流水线上的金属管材、棒料或轴承钢珠、汽门工件涡

流检测可以实现很好的探伤检测或产品分级等工作，也可在电镀领域用来测量镀层或涂膜

的厚度。涡流检测的线圈不要求与被测工件紧密接触，也无需耦合剂等传导介质，可实现

高速、自动化测量。但其对工件表面形状要求严格，而且只能检测导电材料的浅表层缺陷，

检测结果容易受到电磁干扰的影响。

1.3 本文的主要研究内容和贡献

本文主要设计了一套十字型结构光(Cross Structure Light, 以下简称CSL)传感器和基于

时空级联隐马尔可夫模型(Spatial-Temporal Cascaded Hidden Markov Models, 以下简称

STC-HMMs)的焊缝跟踪与测量方法，并将跟踪与测量结果作为反馈信号对爬壁机器人进行

视觉控制，如图1-2所示。为适应风机塔筒和储油/气罐的焊缝结构，我们将传感器设计成

十字型激光面投影，焊缝信息则包含在传感器捕捉的图像中。激光线和焊缝在图像与视频

中都具有时空连续性，二者分别可以被看作一个马尔可夫链。由于噪声的干扰，在计算机

看来激光线和焊缝的很难直接识别，即这个马尔可夫链的状态是不能直接确定的，需要通

过观测序列（颜色、位置和形状等信息）的随机过程来表现。这恰好符合隐马尔可夫模型

(HMM)的双重随机过程：○1 用转移概率描述的马尔可夫链；○2 用观测概率描述的一般随机
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过程。

STC-HMMs

运动控制

CCD

机器人

激光器

投影摄像机

图 1-2本文研究内容框图。

本文的具体研究内容如下：

1) 设计了一套十字型结构光传感器。传感器由一只激光发射器和一台CCD摄像机组成，

激光器与摄像机的主轴成45°夹角。由激光器垂直投射一束十字型激光到工件的焊缝表

面，摄像机采集焊缝表面图像，图像中的激光线很好的反映了焊缝表面的3D信息。传

感器系统采用张正友标定法计算摄像机的内参和外参，通过大量实验数据来拟合两束

激光的空间平面方程并分析误差的产生原因及影响。

2) 基于空间隐马尔可夫模型(Spatial Hidden Markov Model, 以下简称 S-HMM)的激光线提

取。由结构光传感器获取的图像中，水平和垂直的两条激光线分别被看作一个马尔可

夫链。在带有噪声的图像中，通过重心法实现模型中每个状态量的亚像素定位。根据

状态量的位置和颜色信息以及激光线的边缘宽度信息定义模型中的转移概率和观测概

率的计算方程。在水平和垂直两个方向上分别用 Viterbi算法解码模型方程，得到激光

线的最优路径。通过与其他方法及 ground truth的对比，验证激光线提取精度，运算时

间和系统鲁棒性。

3) 基于时间隐马尔可夫模型(Temporal Hidden Markov Model, 以下简称T-HMM)的焊缝跟

踪。沿着提取到的激光线设计一个测度函数在滑动窗口内计算焊缝位置的相似度。将

相似度从高到底的各个窗口作为一系列状态量，将焊缝视为一个马尔科夫链，最后在

一系列视频帧上构建 T-HMM。每个窗口的测度函数值，窗口位置和面积等信息被用于

设计转移概率和观测概率的计算方程。同 S-HMM 类似，Viterbi 算法仍被用来解码模

型方程，从而实现焊缝特征点的跟踪。通过两种方法修正系统误差，提高误差的收敛

速度。在实验中介绍模型对直焊缝和交叉焊缝的跟踪结果，并对比本文方法与 ground 
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truth、无时间关联的测量系统及机械测量手段的跟踪和测量结果。

4) 基于混合伺服模型的爬壁机器人视觉控制。建立爬壁机器人的力学模型和运动学模型，

分析机器人吸附单元特性，建立机器人水平、垂直、任意角度及原地转弯等四种运动

状态的动能模型。根据传感器标定结果，焊缝跟踪结果和机器人运动学模型建立图像

坐标系到机器人坐标系的运动微分方程和雅可比矩阵。构建基于混合视觉伺服模型的

机器人控制模型并借助李雅普诺夫方程分析控制系统的稳定性。在实验中分析机器人

吸附单元性能和参数；介绍传输图像信息和控制指令的无线通信模块；验证在机器人

的焊缝跟踪结果；介绍超声波探伤系统的实验设备概况。

1.4 本文组织结构

本文章节一共分为六章，具体组织结构如下介绍：

第一章：绪论。主要介绍了本文的课题背景和来源，综述了爬壁机器人平台、视觉传

感器、视觉跟踪算法和视觉控制方法在国内外的研究现状，分析了各部分目前存在的难题，

论述了机器人视觉算法的目的和意义，引出了本文主要研究内容和研究目的，总结了本文

的主要贡献。

第二章：视觉传感器建模。提出 CSL传感器的设计思路，搭建实验平台，标定摄像机

系统和结构光的激光束平面方程，在实验中对比和分析传感器的标定精度和测量精度。

第三章：基于 S-HMM 的激光线提取。简要综述目前流行的激光线提取算法，对采集

的视频做必要的预处理，根据激光线的空间连续性特征构建 HMM，Viterbi 解码得到激光

线分割结果，滤波器去噪、并用形态学方法弥补激光线断点。在实验中分析系统的精度，

速度和鲁棒性，对比其他几种方法的实验结果。

第四章：基于 T-HMM 的焊缝跟踪。设计焊缝相似程度的测度函数，按相似性提取若

干候选焊缝窗口；将众窗口作为 HMM的状态量输入，将构建好的 HMM用 Viterbi解码，

从而得到焊缝跟踪结果；最后对陡峭误差做后续处理尽量消除其影响。在实验中与多种跟

踪测量方法做实验对比。

第五章：基于混合伺服模型的爬壁机器人视觉控制。分析机器人的力学模型和运动学

模型；计算位置微分量的空间转换关系；构建机器人的混合视觉伺服控制模型并分析系统

稳定性；在实验中展示机器人的力学性能，运动学性能，控制信号传输系统构成和焊缝跟

踪的实验结果。

第六章：总结与展望。
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1.5 小结

本章对论文题目的背景来源做了简要介绍，分析了爬壁机器人的作业环境和面临的挑

战。介绍了国内研究学者在相关课题领域的历史进程和最新成果，综述了机器人视觉跟踪

领域涉及到的几个单元，包括机器人平台的发展状况与功能对比；传感器的选择与设计；

视觉焊缝跟踪技术的发展，应用领域及其面临的挑战；介绍了四种基于视觉的控制模型，

对比了各自优缺点，选择一种混合伺服模型作为本文中机器人的视觉控制方式；介绍了无

损探伤技术所涉及到的几种方法，分析各自的特点，对比性能之后本文选择超声探伤作为

机器人的作业手段。

在本章的最后部分介绍了 HMM算法的引出和论文的主要研究内容，以及论文的系统

框架。对论文的组织结构作了简要介绍。
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第二章 结构光传感器设计

2.1 引言

机构光传感器是一种主动视觉的光学测量技术，测量结果是得到被测目标的表面轮廓

信息。这种方法因其具有非接触、抗电磁干扰、测量精度高等优点在工业测量领域被广泛

应用，尤其在机器人视觉领域，结构光传感器经常被当作机器人的 “眼睛”用于完成目标识

别、零件测量、质量控制和运动避障等工作。在焊接领域的焊缝跟踪中结构光技术是应用

最广泛的方法；截至目前，在探伤工作中的焊缝检测与跟踪方面，结构光传感器仍然有着

其他视觉传感器无法取代的优势。

本章首先介绍摄像机成像模型和结构光传感器的结构与原理，在此基础上建立传感器

的数学模型，系统可根据数学模型将摄像机拍摄的图像信息转换为世界坐标系下的焊缝信

息。最后将介绍传感器的标定和校准的过程，并在实验中分析传感器的标定精度和误差。

2.2 摄像机模型

图像采集就是将物理世界里的 3D景物投影到视觉传感器（摄像机）的 2D成像平面上

的过程，这个投影可以描述为几何投影变换，当景物到摄像机之间的深度距离发生改变时，

像平面上的投影也随之变化。这种成像变换涉及到几个不同的坐标系之间的转换，但最终

目标还是要得到计算机显示的数字图像[114]。一般来说 3D 景物投影变换时涉及到四个常

见的坐标系：

1) 世界坐标系：  , ,W W WW X Y Z ，这是物理世界里的绝对坐标，世界坐标系是人们在实际

生活中接触最多的坐标系。

2) 摄像机坐标系：  , ,c c cC x y z ，这是一个以摄像机光心为原点的坐标系，z坐标轴通常选

择光轴，z轴正方向被定义为从摄像机沿光轴方向向外。

3) 像平面坐标系：  iyxI ,i ，在摄像机像平面上形成的平面坐标系，在 CCD 摄像机上体

现为 CCD的感光平面， ii yx , 方向平行于 cc yx , 方向。

4) 数字图像坐标系：  vuI , ，显示在计算机上的数字图像的平面坐标系，尺寸和方向同像

平面坐标系，只是图像的度量单位要从毫米变成像素。
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 ccc zyx ,,

o
f

 WWW ZYX ,,

 iyx ,i

图 2-1摄像机投影成像示意图。

图 2-1 描述了一个摄像机投影成像的示意图，图中显示的是理想摄像机的小孔成像模

型。假设将摄像机坐标系与世界坐标系重合，需要根据平移矩阵 T将世界坐标系原点平移

到摄像机坐标系原点到的原点，并根据旋转矩阵 R做相应的旋转量来实现。T和 R描述为：
1 0 0
0 1 0
0 0 1
0 0 0 1

x

y

z

D
D

T
D

 
  
 
 
 

                              (2-1)

cos sin 0 0
cos sin cos cos sin 0

sin sin sin cos cos 0
0 0 0 1

R R R 

 
    
    

 
   
 
 
 

                (2-2)

, ,x y zD D D 分别表示在 x,y,z三个方向上的平移距离； 和 分别表示绕着 x轴和 z轴的旋转

角度。因此可以得到从世界坐标系 W到摄像机坐标系 C的转换方式如公式(2-3)所示：

C PRTW                           (2-3) 

这里的 P是透视变换矩阵，























1100
0100
0010
0001

f

P                        (2-4) 

其中，f表示摄像机焦距。

在实际操作中，由于摄像机镜头透镜的物理属性，理想的小孔成像模型是不存在的，

透镜都存在不同程度的畸变情况，因此在涉及到图像坐标系与其他坐标系转换过程中，将

要考虑引入摄像机的畸变校正模型，这将在本文后面章节进行具体分析。
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2.3 结构光传感器的原理与结构

常见的结构光传感器系统都是由一个光源发射器和一台摄像机所组成。光源发射器发

出的可以是多种模式的光，如点光源、线光源或多条纹光源等，如图 2-2 所示。在一些特

殊应用场合，一些不常见的如斑点、圆环、网格等投影模式的光源也被使用[115]。

(a)                     (b)                    (c) 

图 2-2结构光传感器的三种光源模式。(a)点光源，(b)线光源，(c)多条纹光源。

结构光传感器的光源通常用激光器或投影仪，激光器发射的光束简单，精度高易于标

定，适合于一些工业环境，例如焊缝检测；投影仪相对比较笨重，但可以发出多种模式的

光线投影，适合于实验室环境，例如三维重构。基于本文面对的课题性质，在下面的介绍

中我们主要以线光源模式的激光器作为光源发射器进行介绍。



l

[ , , ]P X Y Z

( , )p x y

x

X

D


图 2-3结构光传感器的基本结构。

如图 2-3 所示，摄像机与激光器分别固定于被测工件上方，摄像机光轴与激光器主轴

成一固定角度 θ。在摄像机获取的图像中，激光器投影到工件上的激光线随着工件表面的
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凹凸不平而反映出相应的曲线形状，根据三角测量原理可以计算出工件表面的 3D信息。

图 2-3中 d表示 CCD尺寸，f表示摄像机镜头焦距，O表示镜头光心，h表示沿光轴

方向上光心到工件交点的距离，表示摄像机视场角，l表示摄像机光轴。在摄像机坐标系

下，P[X,Y,Z]为激光线上一点，p(x, y)是 P在 CCD上的像点。激光器原点到摄像机光轴之

间的距离 D由系统决定，β是光线方向和 X方向的夹角。

首先视场角可以由焦距 f和 CCD尺寸 d计算得到：









 

f
d

2
tan

2
1

                             (2-5) 

根据相似三角形原理，P(X,Y,Z)可以被计算

Z
Xfx                                  (2-6) 

cotZXD                               (2-7) 

于是有

xf
DxX




cot                              (2-8) 

同理
Z
Yfy  ，另有 Y

X
y
x
 可得到：


















xf
DfZ

xf
DyY





cot

cot
                             (2-9) 

在图像坐标系中，像素坐标(u, v)到距离单位坐标(x, y)的计算由两个放大系数 dx, dy决

定，dx, dy也是单个像素在 x和 y方向上的具体尺寸。







vdyy
udxx

                                 (2-10) 


























xf
DfZ

xf
DdyvY

xf
DdxuX







cot

cot

cot

                            (2-11) 
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2.4 CSL传感器的测量模型

应用于焊缝跟踪方面的结构光传感器传统的线光源模式为一字线型，适合于直焊缝的

检测，但在本文面对的作业环境中包括横纵焊缝交叉的“T”型接头部分，因此我们将光源

改造为十字型激光投影模式。当机器人沿着一条焊缝行进时，在水平的激光线上检测当前

焊缝位置；当机器人接近焊缝交点时，在垂直的激光线上会检测到另一条焊缝。这样机器

人可以很方便的计算出交叉点的位置和方向，控制机器人转弯。

图 2-4(a)显示了焊缝检测与跟踪系统平台——爬壁机器人的工作环境和传感器部分的

细节描述。由图可见，该平台包括一台四履带爬壁机器人，一台便携式超声探伤仪和一套

CSL传感器。CSL传感器的激光器安装于机器人前方并垂直于被测工件表面，摄像机固定

在激光器斜前方，其光轴与激光器主轴成 45°夹角。CSL 传感器的具体配置情况如表 2-1

中所列。图 2-4(b)和(c)分别表示 CSL传感器的激光器和摄像机在直焊缝和交叉焊缝环境下

的检测情况。

(a)

(b)                                      (c) 

图 2-4焊缝检测与跟踪系统平台和 CSL传感器结构。

十字型激光线投影到工件表面上，在焊缝附近随着隆起的焊缝余高会出现一个 Ω型的
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小弧线，如图 2-4(b)所示。当机器人走到焊缝交叉位置附近时，在相互垂直的两条激光线

上会各自出现一个小弧线，如图 2-4(c)所示。准确跟踪这两个小弧线的位置也就跟踪到了

焊缝。

表 2-1 CSL传感器配置

设备 参数

摄像机 CCD: SONY, 1 4inch 

分辨率: 640×480pixels 

像素尺寸: 5.6μm×5.6μm 

帧率: 20fps 

焦距: 8mm 

视场角: 43.7o

激光器 尺寸: 9×23mm 

波长: 635nm 

额定电压: DC 5V 

额定电流: 20-50mA 

输出功率: 5mW 

投影扇角: 60o

1s
2s

czcy

cx u

v

up
co

dp

P

io

ix

iy

图 2-5 CSL传感器的测量模型。

结合 2.1节介绍的结构光原理，图 2-5详细描述了 CSL传感器的测量模型。 c c c co x y z

表示摄像机坐标系， i i io x y 表示图像空间坐标系，摄像机镜头焦距 c if o o ，s1和 s2分别
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表示两条激光线。在摄像机坐标系下，两个正交的激光束平面方程分别被描述为：

1 1 c 1 1: 1 0c cL a x b y c z                           (2-12) 

2 2 2 2: 1 0c c cL a x b y c z                           (2-13) 

平面L1和L2相互垂直，于是有：

1 2 1 2 1 2 0a a bb c c                            (2-14) 

假设存在任意一点 P位于激光线 s1上， , ,
T

c cp cp cpP x y z    表示 P点在摄像机坐标系下

的坐标， ,
T

u up upp x y    表示 P 的像点在图像坐标系下的坐标。 up 的图像坐标可以由

,
T

up upx y   表示，根据单个像素的宽 dx(mm)和高 dy(mm)，在图像坐标系下由毫米到像素的

转换关系可写成：

0

0

up up

up up

u u x dx
v v y dy

 
  

                          (2-15) 

其中[u0 , v0]是图像的主点坐标即摄像机光轴和像平面的交点坐标。图像坐标系到摄像机坐

标系的转换关系是：

0

0

0
0

1 0 0 1 1 1

up x cp cp cp cp

up y cp cp cp cp

u k u x z x z
v k v y z K y z
       
               
              

               (2-16) 

这里的 x
fk

dx
 ， y

fk
dy

 ，K表示摄像机的内参矩阵。

由于光学透镜非线性畸变的存在，镜头真实的透射情况并非是理想的小孔成像模型，

而且越是靠近图像边缘区域畸变越严重，只有在摄像机视场角很小或摄像机距离景物很远

时，镜头畸变的影响才相对较小。因在图像中像点的几何位置受镜头畸变的影响很大，尤

其本文应用的 CCD为 640×480像素，分辨率不是特别高，镜头畸变会严重影响 3D测量的

结果，如果忽略镜头畸变对于测量结果来说其精度很难接受。因此在本文中采用的摄像机

模型是带有畸变的非线性模型。本文涉及的摄像机主要考虑两类畸变形式：径向畸变和切

向畸变，它们都是由透镜的固有特性决定的，在任何一台摄像机拍摄的照片上都或多或少

的存在着畸变导致的失真。如图 2-5中摄像机坐标系下的 P点在图像坐标系下的理想无畸

变像点应该是  ,u u up x y ，点  ,d d dp x y 则是受畸变影响的真实像点坐标。pu和 pd都是位于

图像平面的点，并且有如公式(2-17)描述的关系：
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        

        

2 22 2 2 2 2 2 2
1 2 1 2

2 22 2 2 2 2 2 2
1 2 2 1

2 2

2 2

up d d d d d d d d d d d

up d d d d d d d d d d d

x k x x y k x x y p x x y p x y

y k y x y k y x y p y x y p x y

        

        


     (2-17) 

其中参数 1 2,k k 是摄像机系统的镜像畸变系数，参数 1 2,p p 是切向失真系数[116]。综合上述

公式(2-12)~(2-17)摄像机的测量模型和激光线的坐标可以被计算。

2.5 CSL传感器的标定

在传感器标定的过程中，需要对模型的各个参数如内参矩阵，外参矩阵和激光束平面

参数进行估计，这些参数的种类和物理意义在表 2-2中被列出。

表 2-2需判定的 CSL传感器参数

参数种类 参数 物理意义

摄像机内参 (fx, fy) 在 x, y 方向上的焦距

(u0, v0) 主点坐标

(k1, k2) 径向畸变参数

(p1, p2) 切向畸变参数

激光束平面

方程

(a1, b1, c1) L1平面参数

(a2, b2, c2) L2平面参数

∠l1ol2 L1和 L2之间的夹角

图 2-6 CSL传感器标定示意图。

dPuP

u

v

iCio
P

ty

tx
to

tz

O
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摄像机内参的计算我们采用经典的张正友标定法，张正友在文献[117]和[118]中提出一

种灵活的标定方法：一个黑白方格的棋盘标靶作为标定板，摄像机从不同的位置和角度来

观察标定板，摄像机和标定板都可以自由移动，并且相对于摄像机的位置来说，标定板的

位置都是未知的，如图 2-6所示。这个标定过程给出了一个闭式解(closed-form solution)，

随后基于极大似然法对标定结果进行非线性优化。

除标定摄像机外，在图 2-6 中的标定板也被用来标定激光束平面。 t t t to x y z 表示标定

板坐标系，在这里也被当作世界坐标系。在标定板上所有点的 z 坐标都是零。从 3D 标定

板坐标系到 2D图像坐标系，存在转换关系：

   1 2 3

1

t

t

t

x
y

sm A r r r t A R t M
z

 
 
  
 
 
 

                  (2-18) 

这里的  1 Tm u v 是在 2D坐标系下  Tm u v 的齐次坐标，  1 T
t t tM x y z

是  Tt t tM x y z 的齐次坐标；s是一个任意的尺度因子； 3 3 矩阵  1 2 3R r r r 和

3 1 矩阵  1 2 3
Tt t t t 分别是两个坐标系之间的旋转矩阵和平移向量。由于在标定板

上 0tz  ，则m 和M 之间的转换关系可以表示成

 1 2
1m A r r t M HM
s

                          (2-19) 

此处的单应矩阵(homography matrix) H 被定义为  1 2 3
TH h h h  ( ih ，i=1，2 or 3，

是 H 的列向量) ；标定板上的坐标M  被定义为  1 T
t tM x y  。矩阵 H 可以通过公

式(2-18)计算得到，但需要至少四组不共线的点。然后将一个目标函数 F 最小化，用极大

似然估计来精确求解 H 。F的表达式为：
2

1

3 2

1min
T

i
i T T

i i i

h M
F m

h M h M

 
   

  
                     (2-20) 

这里的  1 T
i i im u v 和  1 T

i i iM x y 分别表示在图像坐标系任意选择的第

i 个特征点坐标和该特征点在标定板坐标系下的相应坐标。函数 F 最小化问题可以通过

Levenberg-Marquardt方法求解[119]。F的初始值可以通过线性最小二乘方法(LSM)获得。

在完成摄像机标定之后，执行图 2-7 所示的步骤去计算激光束平面方程，我们将标定

板放在几个不同的位置来获取激光线上足够多的不共线特征点在摄像机坐标系下的坐标。
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根据这些点的坐标，采用最小二乘法拟合激光束平面 1L 和 2L 方程

 Ttt yx 0,,  Tcpcpcp zyx ,, 21 , LL

图 2-7激光束平面标定和特征点坐标计算流程图。

2.6 CSL传感器标定实验结果与误差分析

2.6.1 摄像机和激光束平面标定

在实验中一个 11×8 的黑白格棋盘被用作摄像机和激光器的标定板，棋盘上的黑白格

尺寸为 25mm×25mm，在这个标定板内共 10×7个角点。我们从 16个不同的位置和角度采

集图片，在每个位置上分别采集一对有激光线投影和无激光线投影的图片，如图 2-8所示。

于是实验得到两组图片集合（有激光线投影和无投影），分别用于标定摄像机和激光器。

图 2-8三对有激光线投影和无激光线投影的标定板图像。
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对于在 16个不同位置上采集的图片，在图像坐标系下的激光线上任意采集 16组共 300

个特征点（激光线提取及特征点选择方法将在第三章介绍）作为标定数据。根据 2.3 节介

绍的标定方法，这些特征点在摄像机坐标系下的坐标可以计算获得，然后通过最小二乘法

拟合激光束平面。CSL传感器的标定结果如表 2-3所示（包括摄像机内参和激光束平面参

数）：

表 2-3 CSL传感器标定结果

设备 参数种类 参数数值

摄像机

(fx, fy)  (922.4530,917.3560)

(u0, v0)  (329.1680,270.5660)

(k1, k2)  (-291.459×10-3,157.027×10-3)

(p1, p2)  (-0.1354×10-3,0.2682×10-3)

 (a1, b1, c1)  (-0.18×10-3,1.86×10-3,1.39×10-3)

激光器 (a2, b2, c2)  (-90.11×10-3,2.463×10-3,8.935×10-3)

∠l1ol2 89.9981°

由表 2-3中两激光面法向量参数得到两者的点积等于：

    5
1 1 1 1 1 1 1 2 1 2 1 2, , , , 3.322 10a b c a b c aa bb cc       ，这是一个非常接近于 0的小数。

2.6.2 CSL传感器标定精度

如 2.6.1节一样，任选两个位置上的测量数据（共 34个特征点）估计 CSL传感器的标

定精度。以标定板上特征点在摄像机坐标系下的坐标作为标准值，将特征点和光心之间连

线（如图 2-6中的线段 PO）所在直线与标定好的激光束平面的交点作为测试值。通过计算

两组数据的偏差和统计均方差分析传感器的标定精度[120]。

如表 2-4 所示，两组数据在 , ,x y z方向上的均方差分别为  0.173,  0.198,  1.526 和

 0.011,  0.008,  0.077 。图 2-9(a)(b) 显示了两组特征点的 3D坐标，从图中可以观察到测量

值与标准值之间有很好的重合度，在图 2-10(a)、(b)上分别显示了两组数据的偏差情况，在

深度距离大约 700mm~850mm范围内， , ,x y z三个方向上的最大测量误差为 4.174mmz  ，

这是一个可以被接受的测量误差。在 x和 y方向上的误差 x 和 y 基本上都小于 z方向上

的误差，这是因为特征点的 x和 y的坐标值远小于 z值，误差随着深度距离的增加被相应

的放大了。
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(a) 

 

(b) 

图 2-9 在摄像机坐标系下标准值和测量值的 3D 坐标。(a) 位置 1；(b)位置 2。 

 

0

50

100

150

200
-200

-100

0

100

600

700

800

 

y (mm)x (mm)
 

z
(m

m
)

Intersection with target plane
Intersection with laser plane

0

50

100

150

200
-200

-100

0

100

800

850

900

 

y (mm)x (mm)
 

z
(m

m
)

Intersection with target plane
Intersection with laser plane



第二章 结构光传感器设计

24 

(a) 

(b) 

图 2-10在 x, y和 z方向上的标定误差。(a)位置 1；(b)位置 2。

2.6.3 CSL传感器的测量精度

为了评估传感器的测量精度，我们用一组未参与传感器标定的测试数据集来定量分析

CSL 传感器的测量精度。即在不同于上述 16 个图像采集位置的新位置上取一帧图像，在

被提取的激光线上任选 18 个特征点。分别计算特征点在标定板和激光束平面上的坐标，

仍然以标定板坐标为基准来对比测量结果。如表 2-5所示，实验结果显示在 ,x y和 z三个方
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向上均方误差分别为0.107 0.036， 和0.407 。测试集特征点的 3D 空间坐标和测量误差分别如

图 2-11 和图 2-12 所示。 

 

图 2-11 测试集在摄像机坐标系下标准值和测量值的 3D 坐标。 

 

图 2-12 测试集数据在 x, y 和 z 三个方向上的测量误差。 
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表 2-4 CSL传感器的标定精度

图像坐标 与标定板平面的交点 与激光束平面的交点 坐标误差 平面

(u,v)/(pixels) x(mm) y(mm) z(mm) x(mm) y(mm) z(mm) Δx(mm) Δy(mm) Δz(mm) Li

位置 1 
460.751, 335.462 164.013 -12.358 715.797 164.030 -12.359 715.870 -0.017 0.001 -0.073 L1

459.293, 302.781 139.099 -11.389 717.654 139.123 -11.391 717.776 -0.024 0.002 -0.122 L1

457.397, 273.486 114.184 -10.460 719.511 114.219 -10.464 719.737 -0.035 0.004 -0.226 L1

455.191, 241.971 89.280 -9.292 721.365 89.281 -9.292 721.374 -0.001 0 -0.009 L1

454.704, 233.089* 82.424 -9.009 721.875 82.424 -9.008 721.875 0 -0.001 0 L1, L2

453.134, 211.396 64.365 -8.343 723.222 64.373 -8.344 723.307 -0.008 0.001 -0.085 L1

450.753, 180.022 39.453 -7.335 725.078 39.458 -7.335 725.160 -0.005 0 -0.082 L1

448.104, 150.019 14.533 -6.506 726.938 14.539 -6.509 727.258 -0.006 0.003 -0.320 L1

527.350, 227.396 84.210 53.089 720.774 84.698 53.396 724.948 -0.488 -0.307 -4.174 L2

499.698, 229.251 83.512 28.097 721.216 83.601 28.127 721.982 -0.089 -0.030 -0.766 L2

469.536, 231.634 82.794 3.106 721.659 82.681 3.102 720.668 0.113 0.004 0.991 L2

438.771, 234.059 82.196 -21.891 722.093 82.191 -21.889 722.046 0.005 -0.002 0.047 L2

409.476, 237.016 81.538 -46.884 722.532 81.593 -46.916 723.015 -0.055 0.032 -0.483 L2

377.858, 239.002 80.940 -71.881 722.966 80.813 -71.769 721.835 0.127 -0.112 1.131 L2

346.985, 241.499 80.371 -96.879 723.398 80.045 -96.486 720.462 0.326 -0.393 2.936 L2

315.000, 243.500 79.683 -121.872 723.839 79.96 -122.295 726.351 -0.277 0.423 -2.512 L2

283.036, 245.994 79.085 -146.868 724.273 79.359 -147.378 726.784 -0.274 0.510 -2.511 L2

253.213, 247.974 78.407 -171.861 724.713 78.419 -171.887 724.823 -0.012 0.026 -0.11 L2

RMS errors (mm) -- -- -- -- -- -- 0.173 0.198 1.526 -- 



第二章 结构光传感器设计

27 


表示两条激光线的交点。

续表 2-4 CSL传感器的标定精度 

图像坐标 与标定板平面的交点 与激光束平面的交点 坐标误差 平面

(u,v)/(pixels) x(mm) y(mm) z(mm) x(mm) y(mm) z(mm) Δx(mm) Δy(mm) Δz(mm) Li

位置 2 
388.505, 328.662 162.480 -102.514 865.645 162.456 -102.500 865.525 0.024 -0.014 0.120 L1

387.231, 301.868 138.915 -101.188 857.410 138.894 -101.174 857.295 0.021 -0.014 0.115 L1

385.278, 274.185 115.350 -99.862 849.170 115.332 -99.849 849.060 0.018 -0.013 0.110 L1

383.796, 246.583 91.785 -98.536 840.930 91.770 -98.524 840.825 0.015 -0.012 0.105 L1, L2

382.084, 218.982 68.220 -97.210 832.690 68.207 -97.199 832.590 0.013 -0.011 0.100 L1

380.332, 191.419 44.650 -95.884 824.450 44.644 -95.873 824.355 0.006 -0.011 0.095 L1

378.177, 164.690 21.085 -94.558 816.210 21.081 -94.548 816.120 0.004 -0.010 0.090 L1

501.055, 240.841 101.140 51.150 838.250 101.144 51.150 838.280 -0.004 0 -0.030 L2

479.406, 242.050 99.580 26.205 838.695 99.585 26.202 838.735 -0.005 0.003 -0.040 L2

456.570, 243.119 98.020 1.255 839.140 98.024 1.253 839.180 -0.004 0.002 -0.040 L2

432.967, 244.302 96.465 -23.694 839.590 96.465 -23.695 839.635 0 0.001 -0.045 L2

408.778, 245.455 94.905 -48.641 840.035 94.905 -48.644 840.080 0 0.003 -0.045 L2

357.951, 248.033 93.345 -73.589 840.480 93.345 -73.592 840.520 0 0.003 -0.040 L2

331.581, 248.972 90.225 -123.483 841.375 90.226 -123.490 841.420 -0.001 0.007 -0.045 L2

304.445, 250.285 88.665 -148.431 841.820 88.667 -148.440 841.875 -0.002 0.009 -0.055 L2

276.665, 251.784 87.105 -173.378 842.265 87.107 -173.388 842.315 -0.002 0.010 -0.050 L2

RMS errors (mm) -- -- -- -- -- -- 0.011 0.009 0.077 -- 
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表 2-5 CSL传感器的测量精度

图像坐标 与标定板平面的交点 与激光束平面的交点 坐标误差 平面

(u,v)/(pixels) x(mm) y(mm) z(mm) x(mm) y(mm) z(mm) Δx(mm) Δy(mm) Δz(mm) Li

测试位置

434.812, 216.242 224.751 -61.644 713.681 224.542 -61.586 713.015 0.209 -0.058 0.666 L1

521.702, 339.656 208.124 -60.198 695.059 207.856 -60.121 694.164 0.268 -0.077 0.895 L1

520.861, 304.699 191.494 -58.802 676.438 191.424 -58.781 676.191 0.07 -0.021 0.247 L1

519.817, 272.006 174.863 -57.407 657.818 174.962 -57.439 658.187 -0.099 0.032 -0.369 L1

518.237, 238.050* 166.850 -56.695 648.842 166.851 -56.695 648.845 -0.001 0 -0.003 L1, L2

516.309, 220.555 158.236 -55.971 639.196 158.309 -55.996 639.490 -0.073 0.025 -0.294 L1

515.171, 204.063 141.610 -54.515 620.575 141.588 -54.507 620.479 0.022 -0.008 0.096 L1

512.486, 170.342 124.986 -53.019 601.952 124.763 -52.925 600.875 0.223 -0.094 1.077 L1

508.894, 138.080 177.332 57.495 649.622 177.262 57.472 649.365 0.07 0.023 0.257 L2

577.181, 225.223 175.097 32.586 649.509 175.014 32.571 649.198 0.083 0.015 0.311 L2

565.821, 224.684 172.689 7.687 649.202 172.695 7.687 649.225 -0.006 0 -0.023 L2

554.325, 223.663 170.521 -17.226 649.164 170.473 -17.221 648.984 0.048 -0.005 0.18 L2

539.553, 223.101 168.219 -42.131 648.977 168.197 -42.126 648.891 0.022 -0.005 0.086 L2

525.946, 222.546 165.957 -67.039 648.834 165.937 -67.031 648.754 0.02 -0.008 0.08 L2

510.778, 220.525 163.709 -91.947 648.706 163.683 -91.932 648.602 0.026 -0.015 0.104 L2

494.025, 219.462 161.487 -116.857 648.608 161.441 -116.823 648.420 0.046 -0.034 0.188 L2

477.062, 218.398 159.212 -141.763 648.451 159.175 -141.730 648.298 0.037 -0.033 0.153 L2

457.027, 217.322 156.884 -166.667 648.234 156.884 -166.667 648.235 0 0 -0.001 L2

RMS errors (mm) -- -- -- -- -- -- 0.107 0.036 0.407 -- 
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2.7 小结

本章首先基于针孔成像原理介绍了摄像机投影模型和结构光传感器模型；摄像机坐标

系，世界坐标系，像平面坐标系和图像坐标系之间存在的线性转换关系；结构光传感器的

3D测量原理。根据本文面对的焊缝环境，提出一种十字型结构光传感器模型，为提高传感

器系统测量精度，引入径向畸变和切向畸变的校正方法，基于张正友标定法计算摄像机的

内参。

在实验中用一个11×8的黑白格棋盘作为摄像机和激光器的标定板，分别计算摄像机内

参矩阵和外参系数，通过300个特征点的坐标值来拟合相互正交的两个激光束平面方程，

列举两组数据点分析传感器的标定精度。最后选择一组训练集以外未参与标定的特征点作

为测试样本分析传感器系统的测量精度，并分析误差形成原因和对系统工作的影响。
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第三章 基于空域隐马尔可夫模型的激光线提取

3.1 引言

激光线提取作为焊缝图像处理的第一步，承担了精确反映焊缝表面 3D 信息的任务，

这对后续工作中检测和跟踪感兴趣区域（焊缝位置）有着决定性的影响。目前，在结构光

3D重构方面，很多工作者积累了大量激光线提取经验，例如最常见的亮度直方图分割方法

[121][122]，作者在焊缝图像中水平或垂直扫描每列/行像素，寻找亮度最大值点作为激光

线的亮度峰值，扫描得到的一系列峰值串联在一起构成被提取到的激光线骨架。这种方法

思路简单，计算量小，速度快，但缺点是对噪声很敏感，受环境影响大，精度低。在文献

[123]中，R. Ofner等人设计了一套 Line-Walking算法，人工标定一个激光线的起点，设定

一个小的搜索窗口沿着相邻列/行逐步推进，寻找比某一阈值更高的最大值，直到搜索不到

激光线为止。该方法的缺点是激光线的很多区域的强度可能是在阈值之下，这样检测结果

体现为一系列激光片段而不是一条线。如果被测目标由不同材质构成、表面存在腐蚀或机

械加工的工艺不同，对于在这些区域形成的测量数据则很可能造成缺口，只有当被测目标

有已知的几何形状时这种方法才值得推荐。在文献[124]中，Jost Schnee根据弹簧的力学模

型(Mass-Spring Model)和蛇形曲线（Snakes Model）模型提出了两种新的激光线骨架提取方

法。这两中方法提取到的激光线具有非常理想的平滑性，对于缺口部分的处理也比插值方

式的效果好的多。但是该方法对于噪声影响比较敏感，需要一个很好的图像预处理工作。

图 3-1基于 S-HMM的激光线提取流程图。

视频帧
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激光器投影
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参考以上所述研究者的现有工作基础，本章先从分析激光的光谱特性和 CCD 摄像机

成像性质入手，同时考虑激光线信号与环境噪声的信噪比，合理的选择一种改进的隐马尔

可夫模型提取激光线，并对比参考文献中提到的四种方法，分析激光线的提取精度。具体

流程如图 3-1所示。

3.2 激光线投影的特性分析

激光因其具有非常良好的连续性、单色性、紧致性以及很高的亮度等优点经常被当作

结构光传感器的首选光源，其特性对比普通光源的优势不言而喻。一个点光源激光投射到

物体表面形成的光斑的能量分布（也是亮度分布）符合标准的高斯模型，其分布函数表现

为：














2

2

)(
2

0),( zw
r

eIzrI                         (3-1) 

这里的 I表示亮度值，I0是光轴点的亮度值，r是到光轴点的半径，z表示从焦点到投

影点的距离，w(z)是 z处的光束半径。具体投影形式如图 3-1所示。

激光器

透镜

f

光轴

焦点
边界

投影面

Z
)(w zD

02z

L

图 3-2点激光成像原理和投影面亮度分布。

线光源的激光器是在点光源模型的透镜前加一个圆柱形透镜构成的，投影到目标上的

激光线无论在激光线垂直方向还是在平行方向上其亮度分布都满足高斯分布。如图 3-3 所

示[125]。

激光器
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Y

Z L

(a)
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激光器

针孔
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Z


0S S
R

(b) 

图 3-3线光源激光产生原理和投影面亮度分布。(a)平行于激光线方向，(b)垂直于激光线方向。

十字型激光线相当于两个线光源的垂直叠加，其投影的激光线在两条激光线各自的 x

和 y方向上都符合高斯分布，如图 3-4所示，其亮度在平面上的投影是一系列的能量值的

等高线。但是对于图像采集装置来说，CCD得到的图像上的亮度分布却并不完全正比于真

实的能量谱。因为 CCD 上分布着方阵形式的感光单元，每个感光单元都有一个能量饱和

的上限。而激光的亮度通常是非常高的，这将导致在激光线亮度未曾达到峰值点的周围区

域的亮度值就已经使CCD上的感光单元能量饱和。由于这种过饱和失真的原因，如图 3-5(a)

所示的亮度分布的激光线在 CCD成像后的亮度分布会表现为一个被削顶的高斯分布曲线，

如图 3-5(b)所示。因此，如文献[132]中提到的方法：检测激光线亮度分布方程的一阶导数

过零点位置，以定位最大亮度点；在实际应用中将面对极大挑战。
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图 3-4十字型激光线的能量分布。
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(a) 

 

(b) 

图 3-5 激光线的能量分布及其在 CCD 上的亮度分布。 

3.3 图像预处理 

爬壁机器人工作在野外环境中，CSL传感器采集的图像要包含各种环境噪声，如阳光、

阴影、焊缝表面反光等。因此即使我们选择能量很高的激光器，反映到 CCD 摄像机采集

的图像上，信噪比还是很低的。如图 3-6(a)所示，一幅 640×480 像素的图像，在强烈的阳

光照射下，白色油漆喷涂的工件表面上本身亮度就非常高，采集到的图像中 R, G, B 分量

都很高。和背景相比激光线的颜色显得非常淡，其实是被淹没在一片环境噪声里。图 3-6(b), 

(c), (d)分别显示了图(a)在 R, G, B 三个颜色空间的亮度分布，由于我们选用的是红色激光器，
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所以 R空间的激光线的信噪比要略高一些，但也存在着大量环境噪声的干扰。我们随后的

图像处理工作都将集中于 R空间进行。

(a)                                        (b) 

(c)                                        (d) 

图 3-6 CSL传感器采集的焊缝图像及其在 R, G, B三个颜色空间的亮度分布。

(a)                                    (b) 
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(c) 

图 3-7焊缝图像的 R分量图，二值图和 Canny边缘图。

首先采用基于直方图最小熵的阈值分割方法对 R 空间的图像进行初步的阈值分割[68]，

分割得到二值化图像，再将二值图像用 Canny边缘检测算子检测边缘[126]。得到的处理结

果如图 3-7 所示。从图 3-7(c)可以看到激光线的边缘有非常连续的几何特性和连通的位置

信息。在后面的处理中我们再辅以图 3-7(a)中的颜色信息，将进一步高激光线的分割精度。

3.4 HMM的基本原理

在统计学中，马尔可夫模型是一种与时间相关的状态转移模型，具体来说可以解释为

在某一时刻t发生的事件ω(t)直接取决于t-1时刻的时间ω(t-1)的状态，ω(t)和ω(t-1)可能处于

同一状态，也可能处于不同状态。在 T个时间节点上的状态序列可以记为
 )(),...3(),2(),1( TT   ，相邻时间节点之间状态的转移关系可以用转移概率来描述，

记为   ijij attP  )(|)1(  ，且 1
j

ija 。这表示系统在t时刻处于 i 状态而下一时刻处于 j

状态的概率。如图3-8所示，表示三个状态之间的转换关系[127]。

图 3-8三个状态的离散时间马尔可夫模型。
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a33
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a32
a23
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在马尔可夫模型中每个状态都是已知的、确定性的，但是在很多情况下状态量是不能

直接观测到的，却可以通过一些现象来间接判断，我们把这些现象叫做模型的观测量，模

型的状态量则被视为一系列隐状态。与状态序列的定义一样，将观测序列定义为

 )(),...3(),2(),1( TvvvvV T  ，如图3-9所示。从状态量到观测量之间的转移概率被定义为观
测概率   kjjk bttvP )(|)(  ，且 1

k
kjb 。隐马尔可夫模型就是这个可以由观测量间接估计

状态量的统计学模型。

图 3-9有四个观测量三个隐状态的隐马尔可夫模型。

隐马尔可夫模型有五个基本要素，包括：

状态量集合：  N ,..., 21 ；

观测量集合：  M
T vvvV ,..., 21 ；

初始状态概率：  )1(iP   ；

状态转移概率：   ijij attP  )(|)1(  ；

观测概率：   kjjk bttvP )(|)(  。

隐马尔可夫模型还包括三个核心问题：估值问题，解码问题和学习问题。估值问题是

存在某一观测序列 TV 并已知概率 ija 和 kjb ，计算产生这一观测序列的观测概率 ( )TP V 的过

程。解码问题是已知一个HMM及其产生的一个观测序列，判断产生这一观测序列的最大

概率的隐状态序列 T 的过程。学习问题是已知HMM的基本结构，根据现有的观测序列 TV
和状态序列 T 训练得到 ija 和 kjb 的过程。估值问题将产生观测序列的概率定义为：

max max

1 1 1

( ) ( | ) ( ) ( ( ) ( )) ( ( ) ( 1))
r r K

K K K K
r r

t

P V P V P P v t t P t t    


            (3-2) 

v4v1 v2 v3

v4
v1

v2 v3

v4v1 v2 v3

11b1131 11b1132 11b1133
11b113411b1111 11b1112

11b1113
11b1114

11b1121
11b1122 11b1123 11b1124

a12

a21

a11

a22

a33

a13

a31

a32
a23
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此处r表示状态量的索引。存在一个递归算法来简化 ( )TP V 的计算过程：

0                    0
( ) 1                    0   

( 1)                                      
i

ij jk
j

t i
t t i

t a b





 

  
 


， 初始状态

， 初始状态

其他  

(3-3) 

这里的 )(ti 表示模型在t时刻，位于 )(ti 状态且已经产生了观测状态序列 TV 的前t个符号

的概率。这个递归公式的计算过程可以在前向算法或后向算法中得到使用[127]，如图3-10

所示。

图 3-10观测概率的计算示意图，t=3时刻系统处于 ω2状态的观测概率 2 2k 2
1

(3) (2)
c

i i
i

b  


  。

在解码问题中，Viterbi方法是一种经典的解码算法，这种算法通过动态规划的方法来

寻找产生最大概率的隐状态序列[128]。学习问题的目的是为了确定HMM的参数，通过大
量的训练样本来计算状态转移概率 ija 和观测概率 kjb 。虽然训练得到的参数集合很难都是

最优值，但这一方法基本上能够使人得到一组满意的答案。最经典的训练算法当属Baum等
人提出的Baum Welch 算法即前向-后向算法  forward backward algorithm 。传统的训练

方法得到的训练参数都是定值，但是在我们设计的改进算法中，模型参数都是变量，这一

点与传统方式不同，具体细节将在下一小节介绍。
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3.5 改进的 S-HMM 

本小节将以图 3-7 中的边缘图像为处理目标，提出一种改进的隐马尔可夫模型实现激

光线的提取。将图像上的每一列/行像素作为一个时间节点，对比上一小节中提到的马尔可

夫链模型，我们将时间上的相邻节点用图像空间上的相邻列/行像素来替代。在图 3-7(c)所

示的边缘图像上，分别对水平方向(u)和垂直方向(v)上的激光线进行提取。先将 u和 v方向

上的相邻边缘像素点两两组合成一个 “边缘点对”，这样在激光线上就会体现出一系列的

边缘点对。这些边缘点对之间的距离应该是相对比较小而且位置相对集中。另外，在对应

的图 3-7(a)上，激光线上各个边缘点对位置间的颜色信息也非常相似。基于这些可观测到

的信息，本文采用重心法(center of mass)计算每个边缘对之间的红色分量重心位置，求得一

系列亮度峰值之后，激光线就被细化为一连串的激光线骨架信息。针对如图 3-11所示的激

光线剖面亮度分布，重心法具体计算方式如公式(3-4)所示。

图 3-11激光线亮度分布。

图 3-12 v方向上重心提取结果。

max

max

max

max

2

,

2

2

,

2

( ) , [0, ), [0, )

i

i

i

i

wj

i j
wj

i wj

i j
wj

I j

M w i n j m

I











  




                   (3-4) 

这里的 w 表示重心计算区域的窗口数值（单位：像素）； jiI , 表示在图像上第 i 行第 j

列处像素的亮度值； )(wMi 表示在第 i行上窗口 w内的亮度重心的列坐标。图 3-12显示了

在 v方向上对图像做重心提取得到的重心点。在 u方向上的处理过程和 v方向上一样，因



第三章 基于隐马尔可夫模型的激光线提取

39 

此在本文余下部分的处理过程主要以提取水平激光线为例，对垂直激光线的处理除特殊情

况外不再赘述。

为提取水平方向上的激光线，我们将每列像素（时间节点（步））上得到的所有重心

位置作为当前时间点上模型可能会处在位置的状态集合。例如在第 t 列像素上存在 R(t)个
重心点，则每个重心点作为一个状态 )(tr ，r表示在第 t步上的状态索引。在整幅图像

总的状态集合表示为  )(),...,2(),1( T  ，T为图像总列数。每一列上的重心数量

不可能完全一样，因此整个状态阵列 是一个非齐次矩阵。我们假设这些状态可以通过一
个观测序列  (1),  ...,  ( )V v v T 来观测得到。

b31

)

edge pixel 

t+1tt-1

P03

P13
P23

edge pixel e0 (t)

e3(t)

P33

P43

P53

edge pixel e4(t)

v1(t)

3(t

     (a)                                  (b) 

图 3-13 用于提取激光线的 S-HMM 示意图。(a).边缘图像； (b).从(a)中任取三列状态量（图中红线处）
为例说明状态转换关系。□：边缘点，■：重心点（S-HMM的状态量）。 i jP 表示从 t-1步的第 i个状态

到第 t步上第 j个状态的转移概率。

在第 t步上的边缘像素点的坐标为   )(,...,2,1,,...,2,1,)(, tRrTttet r  ，如图

3-13(b)上用□表示。则在边缘点对     )(,,)(, 1 tettet rr  之间的重心点被定义为状态量

)(tr ，在图3-13(b)上用■表示。这里的重心数量R(t)也就是在t步上的状态数量。将边缘点

对     )(,,)(, 1 tettet rr  之间的距离定于为S-HMM的观测量

1( ) | ( ) ( ) |r r rv t e t e t  )(,...,2,1,,...,2,1, tRrTt                  (3-5) 

如果在某一列上没有任何边缘点，这一列可以直接跳过。再对应图3-7(a)的R分量图，
边缘对     )(,,)(, 1 tettet rr  相应位置间所有像素的R分量值取平均值为 ( ), 1, ..., rm t t T ，例如在

    )(,,)(, 43 tettet 之间的像素R分量均值等于 3( )m t ，这个均值量将用于计算状态转移概率。

在S-HMM模型中，给定了一个观测序列V，模型方程的目的是选择一组状态序列
( ) { (1),..., ( )}, 1,..., ( ), 1,...,r r rt T r R T t T     作为激光线延伸的一个最优路径，其产生观测序列

V的概率定义为：
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   
( )

r
11

( ) ( ) | ( ) ( ) | ( 1)
R tT

r r r
rt

P V P v t t P t t  


               (3-6) 

同上面定义一样，这里的 ( )R t 表示在第 t 步上的隐状态数量，T 表示序列长度（等于图像

宽度）。

根据上述定义，一个 S-HMM将被构建起来用于提取水平方向上的激光线。因为 HMM

的收敛性非常好，模型的初始状态概率的赋值对系统影响不大，根据实验观察，系统可以

在两到三步之后就很快收敛。为了尽量不忽略初始步上的每一状态，在 S-HMM中，初始

概率分布被定义为等概率分布，即

  1( 1)  
(1)

P t
R

                            (3-7) 

在本文面对的实验环境中，S-HMM的观测量只有两种情况：位于激光线上和不在激

光线上。因此我们将观测概率设计成一个贝努利分布（0-1分布）形式。观测概率方程：

   1.0, ( )
( ) | ( )

0.0,  
r eif v t H

P v t t
 

 其他
                  (3-8) 

这里的 eH 是经验性地定义的一个上限宽度阈值，例如在 640×480 像素的图像中， eH 可

以被设定为 10 个像素，这个值大概是实际宽度的两倍，因为在世界坐标系下激光线的宽
度一般为 2mm左右，反映在图像坐标系下是 5~6个像素，因此 eH 的设置为系统保留了足

够的裕量。当观测量大于 eH 时转移概率为 0。

在机器人运动过程中，摄像机到焊缝的距离是不变的，机器人和 CSL传感器自身的抖

动也非常小，因此激光线在图像上反映的尺度几乎没有什么变化。但是在高光照、噪声的

干扰下，图像的信噪比会降低，使激光线在图像中看起来非常“淡”，这对预处理过程中

最小熵分割影响很大，容易导致激光线被分割的过“细”。所以为了尽量不漏掉任何可能

的状态量，在公式(3-8)中模型并没有设置一个下限阈值，尽管在理想环境下，增加一个下

限阈值可以在一定程度上提高系统的运算速度。

S-HMM 基于状态之间的空间位置信息和颜色信息计算相邻步状态之间的转移概率，

如公式(3-9)：

   
'2 2

1 2 2 2( ( ) | ( 1)) exp , , , , 1, ( )ij ij
j i

d f

d f
P t t w w i j R t 

 

             
         (3-9) 

此处 ijd 是两个相邻步（边缘图像上的两个相邻列像素）状态间的是欧式距离； ijf 是两个相

邻步（边缘图像上的两个相邻列像素）状态间的 R分量均值之差；即 1w 和 2w 是一对权值，
用于权衡状态间空间距离和颜色差的重要性，并且有 1 2 1.0w w  。

2( ( 1) ( )) 1ij i jd c t c t    是图像上从第 t-1步第 i个重心点到第 t步第 j个重心点的距离，

)1( tci 和 )(tc j 分别表示两个重心点的垂直坐标（图像上的行索引）。 = ( 1) ( )ij i jf m t m t  ，
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其中 m 是前文中定义的像素 R 分量均值， ijf 的物理意义为第 t-1 步上第 i 个状态量和第 t

步上第 j个状态量的环境 R分量均值 ( 1)im t 和 ( )jm t 之差。距离值 ijd 的方差记为 2
d 。

 

2( )

1 , 12

0

( )
, , 1, , ( )

( )

R tT

ij
t i j

d T

t

d t d
i j R t

R t
  



  
 



               (3-10) 

这里的 d 表示 ijd 的均值；所有的 R分量均值差值 ijf 的方差记为 2
f 。

 

2( )

1 , 12

1

( )
, , 1, , ( )

( )

R tT

ij
t i j

f T

t

f t f
i j  R t

R t
  



  
 



               (3-11) 

这里的 f 表示 ijf 的均值。

1w和 2w这一对权值，可以通过极大似然估计法或最大后验概率估计法来训练数据得到。
在实验中我们的发现 1w , 2w 和图像 R 分量均值之间的关系非常接近于双曲正切函数，如图

3-14所示。这种定义在计算上有一定优势，较之前两种方法大大降低了系统的复杂度。因
此 1w和 2w 定义为：

 

 
1

2

1+ tanh 128
=

2
1- tanh 128

 =
2

R
w

R
w

 







                        (3-12) 

这里的 R 是整幅图像的 R分量均值。

1w

R

图 3-14权值 w1和 R分量均值之间的关系。 

根据 HMM的性质，将每一步的转移概率都归一化，即

         
     




j
ij

ij
ij ttP

ttP
ttP





1

1
1                  (3-13) 

基于上述定义，激光线的提取问题可以通过最大化公式(3-6)求解，Viterbi解码算法被
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用来解决这个被构建出来的动态规划问题[128]。在 Viterbi解码之后，一系列滤波后的激光

线重心点被提取出来，构成一幅激光线骨架图像，如图 28所示。被 S-HMM处理之后的激

光线非常平滑，噪声点被大量滤除，得到了一条比较清晰的激光线骨架。

图 3-15 S-HMM提取到的激光线骨架。

上述过程是采用 S-HMM提取水平方向上的激光线骨架，垂直的激光线骨架提取过程

也可以用同样的方法实现。事实上，两条激光线是互为噪声的，在提取水平激光线时，垂

直方向上的激光线是一个非常大的噪声。在图 3-15中可以看到，两条激光线相交处的激光

线提取结果不理想，产生了很多跳跃的点，这是由于在这个小区域内垂直激光线干扰了水

平激光线的重心计算过程，使计算得到的重心位置偏离了真实的激光线骨架位置。有时如

果一块较大的噪声恰巧位于激光线上也容易导致类似的结果。在后续处理中，我们采用一

个 3×1 的中值滤波器模板将这些跳跃的孤立点滤掉，然后根据激光线的生长方向采用形

态学处理中的闭操作方法弥补激光线上的豁口[129]，得到如图 3-16 所示的一个更加平滑

的激光线。

图 3-16中值滤波和形态学处理后的激光线骨架。
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3.6 实验结果与误差分析

应用本章提出的 S-HMM算法，在 CSL传感器系统采集的 1000帧图像（640×480像

素）上提取激光线，并统计提取误差。再人工分割这 1000 帧图像上的激光线作为标准值

(ground-truth)。按照文献[80]和[84]描述的激光线分割过程，将其算法实现，最后定量对比

S-HMM的激光线提取方法和文献[80]、[84]中提出的四种激光线分割方法。

(a) 

(b) 

(c) 

(d) 

(e) 

图 3-17五种方法的激光线提取结果对比。(a).Strobl方法的处理结果 [80]，(b).线性分割处理结果 [84]，

(c).二次方分割处理结果[84]，(d).Akima 插值处理结果[84]，(e).S-HMM的处理结果。
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在文献[80]中，K. Strobl提出的激光线分割方法是在 Sobel边缘检测算子基础上实现的。

在文献[84]中，作者 R. Usamentiaga等人在提取激光线上进行 split-remove-fill过程之后又

通过线性分割(linear segments)、二次方分割(quadratic segments)和 Akima样条插值(Akima 

splines)分别对提取到的激光线进行拟合。图 3-17显示了 S-HMM方法和上述四种方法的水

平激光线的提取结果。从图中可以看到 S-HMM的处理结果对激光线和焊缝形状的吻合度

非常高，非常好的描述出了在焊缝位置处激光线的小凸起。拟合过程则很容易将这个焊缝

位置的激光线凸起当成噪声滤掉，图 3-17(c)和(d)就出现了这种情况。

为了对比几种激光线提取方法的分割精度，实验中对比了这五种方法的激光线提取误

差。评价误差的定义方法是统计每种方法的激光线分割结果与标准值之间的平均误差。在

图 3-18中可以看到 S-HMM的处理结果有很高的精度，对比次优的实验结果（线性分割方

法），S-HMM将统计误差从 1.8个像素降低到 0.94个像素。

图 3-18五种方法的激光线分割统计误差。

上述五种算法都是用C++语言实现，在VC6.0环境编译，处理平台配置是Intel Core 

i3-2130CPU，主频3.4GHz的PC机。在此基础上对比五种算法处理1000帧图像的平均执行时

间，其结果如图3-19所示。Strobl方法凭借查表法(table up)的快速特点很大程度上优于其他

方法。S-HMM的平均执行时间是20ms，但是这个速度已经足够保证系统的实时性，大大
快于 sframe25 的常规视频采集速度。这也意味着算法为下一步移植到嵌入式平台上做了

非常好的实时性工作。
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图 3-19 五种方法的平均执行时间。 

    图 3-20 和图 3-21 分别显示了在爬壁机器人在检测直焊缝和交叉焊缝时，CSL 传感器

采集的焊缝图像和 S-HMM 提取到的激光线。图 3-20(a)是从摄像机采集的一段直焊缝视频

中随机抽取的一帧图像作为示例，图 3-20(b)是将机器人在这一段焊缝（大约 1000mm）行

进过程中扫描到的焊缝表面信息做了 3D 信息重构，实验结果显示重构信息与真实的焊缝

表面的重合度非常好。图 3-21(a)是机器人检测到焊缝交叉区域的一段测量结果，图 3-21(b)

显示了在大约 0.5m2 范围内机器人对两条焊缝的检测工作，这个 3D 信息可以保证机器人

在焊缝交叉处准确地转弯并继续检测垂直方向的另一条焊缝。 

 

(a)                                           (b) 

图 3-20 直焊缝区域的测量结果。(a).直焊缝及激光线检测图像；(b).直焊缝的 3D 信息重构结果。 
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(a)                                   (b) 

图 3-21焊缝交叉区域的测量结果。(a).一系列交叉焊缝区域的激光线检测图像；(b).交叉焊缝的 3D信

息重构结果。

3.7 小结

本章在引言部分综述了激光线提取的流行算法及其结果，对比了各自的异同点并分析

相应存在的问题，以及本文涉及的焊缝环境噪声对于分割结果的影响。本章首先从激光的

光谱特性分析入手，有区别地对待投影激光线的能量（亮度）分布和体现在 CCD 传感器

上的亮度分布。考虑到 CCD 成像单元的过饱和失真情况，将激光线成像后的亮度分布描

述为一个削顶的高斯函数模型。 

在图像预处理环节分别对照结构光图像在 R,G,B三个颜色空间的亮度分布，与激光线

颜色一致的 R分量空间的信噪比高于 G,B空间，因而选择 R空间作为图像处理的通道。在

R分量图像上做最小熵阈值分割和 Canny边缘检测，在 R分量图上对应边缘范围内的像素

亮度，用重心法实现最大亮度峰值点的亚像素定位，将各个重心作为状态量输入到 HMM，

最后用 Viterbi算法解码 HMM得到激光线骨架。对得到的骨架再做滤波和形态学处理，最

终得到激光线的精确分割结果。

实验显示 S-HMM方法提取的激光线对比其他文献中提到的 4种方法在速度、精度和

鲁棒性上都具有明显优势，本方法作为激光线的分割手段亦可拓展到 3D信息重构领域。
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第四章 基于时域隐马尔可夫模型的焊缝跟踪

4.1 引言

在传统的焊缝跟踪系统中，研究者更多的关注于单帧上的激光线分割和特征点提取，

但很少有学者致力于建立帧间的特征关联。在文献[11]中，Y. Li等人在连续帧间寻找亮度

最小值以消除焊接过程中火花和弧光的噪声；在文献[15]中，D. Xu等人通过拟合前N帧的

特征点位置来预测焊缝的延伸方向；在文献[85]中，R. Usamentiaga等人在结构光测量钢板

表面平面度过程中利用Monte Carlo算法滤除噪声并建立帧间信息的关联。这些现有的研究

工作为本文提供了建立帧间时序关联的实践经验。焊缝在视频序列上是一个连续的时序信

号，体现在视频帧的激光线上则是一段段形状相似、区域面积接近、颜色相似的小弧线；

可通过对形状、颜色、面积等观测信息来判断焊缝位置，从而建立起一个时间序列上的隐

马尔可夫模型(Temporal-Hidden Markov Model，简称T-HMM)来进一步完成焊缝跟踪工作。

本章首先在激光线上定位一组若干个焊缝相似区域作为候选焊缝位置，作为一个粗分类结

果；将粗分类获得的焊缝候选位置窗口当作状态量输入到T-HMM系统进行精分类，得到精

确的焊缝跟踪结果；最后针对个别帧上的产生的较大的跟踪误差采用一种插值策略来修正

跟踪结果。在实验中对比几种跟踪和测量方法的精度，证明本文所采用的算法在速度、精

度、鲁棒性和操作难度等方面都有明显优势。其T-HMM系统的处理过程如图4-1所示。

图 4-1 T-HMM焊缝跟踪过程信号处理流程图。
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4.2 焊缝候选位置选择

在提取的激光线上，焊缝位置可以通过检测激光线上凸起的小弧段来估计。我们首先

检测激光线的直线部分，对激光线做 Hough 变换[130][131]，通过调节 Hough参数得到若

干个直线段，将这些直线段收尾相连即可得到一条基线。如图 4-2(a)所示，红线代表得到

的基线。

然后，定义一个测度函数在激光线上定位焊缝的候选位置，记为

   1

2

1( ) ( ) ( ) | ( 1)
| | t w

M w s w P t t
w

 






      
                 (4-1) 

其中w表示当前的候选窗口，其窗口宽度为 | |w ，窗口的定义如图 4-2(b)中蓝色方框所示；
2 表示窗口内凸起的弧线上所有的点到基线之间的距离值的方差； ( )s w 表示弧线与基线
之间封闭区域的面积（面积值等于该区域内的像素数量）；  ( ) | ( 1)P t t   的定义与公式

(3-9)一样，取其倒数表示状态之间的转移代价。

理论上， ( )M w 的值越大，w所在窗口的形状与焊缝位置越相似，因为理想焊缝为一

小段光滑的弧线，没有跳跃的点，也不是直线，在这个窗口内方差 2 比较小，包含的面
积 ( )s w 很大，状态间的转移代价  ( ) | ( 1)P t t   最大，窗口的范围 | |w 值相对比较固定。

执行这个滑动窗口检测任务时，再为系统定义两个约束条件来剔除检测区域的噪声：○1 激

光线上凸起弧线与基线之间的区域为封闭区域；○2 面积值 s 必须大于一个先验的阈值，在
实验中采用 640×480像素的图像情况下设定此阈值为 200像素。

(a)                                            (b) 

图 4-2设置焊缝候选窗口。(a).基线获取结果（红色的 Hough线）；(b).用于检索焊缝候选位置的滑动窗

口示意图。
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4.3 基于 T-HMM的焊缝跟踪

有时焊缝上可能出现一些类似咬边、夹渣、焊瘤等焊接瑕疵导致焊缝形状出现不规则

的情况，这种情况下单独使用公式(4-1)的最大值来检测焊缝位置很可能得不到满意效果，

也就是说这个公式的鲁棒性是不高的。因此，应该把这些检索窗口内的位置、面积、颜色

和宽度等信息综合利用起来，寻找一个与焊缝处最接近的窗口。我们进一步引入窗口的尺

度因素，也就是用从小到大不同尺度的窗口循环地在激光线上扫描，各个尺度上窗口的最

大 ( )M w 值作为焊缝的候选位置，并作为当前时刻的状态量输入到 T-HMM 中用于实现焊

缝跟踪，如图 4-3(a)所示。图 4-3(b)表示从图(a)视频中抽取的 6帧图片的焊缝跟踪结果。

(a)                                (b) 

(c) 

图 4-3用于焊缝跟踪的 T-HMM示意图。(a).应用第三章的处理结果构建 T-HMM示意图；(b).焊缝跟踪

示意图；(c).T-HMM 状态量与观测量示意图，每个状态表示一个焊缝位置的候选窗口，有颜色填充效

果的状态量表示焊缝位置。
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在 T 个连续的视频帧中，假设焊缝位置为状态     1 ,...,n nw w T ，这里的 n 表示在每

一时刻（步）上的状态量索引，对应于在第 t 帧上的第 n 个候选窗口；T 表示时间序列的
长度（即帧数）。在第 t 步（第 t 帧图像）上共有 ( )N t 个状态量     1 ( ),..., N tw t w t ，对应

公式 4-1上的 ( )N t 个焊缝候选位置。显然阵列 ( )nw t 也是非其次的，可以对个别步上的状态

量数不足的进行补零，使之成为一个齐次矩阵，即对一些步上补上若干 0向量，使各步向
量等长：  max ( ) , 1,...,maxN N t t T  。这个齐次的 T-HMM的观测序列的观测概率形式描述

为：

           
max

1 1

1
N T

T
n n n n

n t
P V P v t w t P w t w t

 

  。           (4-2) 

与 S-HMM类似，状态的初始概率也采用均匀分布形式，记为

  1( 1)
(1)

P w t
N

                            (4-3) 

与公式(3-8)一样，在 T-HMM 阶段我们也定义两个观测状态：窗口属于焊缝位置和窗

口不属于焊缝位置。因此观测概率也可以用一个贝努利分布（0-1 分布）来表示。对假设

属于焊缝位置的观测量赋予最大的观测概率 1.0，这样很便于算法实现并降低了系统的复

杂度。

设 ( )
nw t 表示在第 t 步上第 n 个候选窗口 ( )nw t 的左侧第一个点坐标， 1| |tw 表示该候选

窗口宽度，假设 )1(  tl 和 )1(  tr 分别表示在第 t-1 步上跟踪结果窗口的左侧和右侧的端

点坐标。那么模型的观测概率被定义为：

    1 11.0, ( ) ( 1) ( ) ( 1)
( ) | ( ) 2 2

0.0,

n

t t
min n max l w r

w w
if H w t H t t t

P v t w t

otherwise

 
      

                        



I

(4-4) 
其中 minH 和 maxH 是 ( )nw t 的两个经验阈值，用来约束候选窗口的宽度。如果候选窗口

的宽度不符合阈值范围或位置不符合位置范围，则该窗口不能被分类为一个焊缝位置的状

态，即  ( ) | ( ) 0.0P v t w t  。如果在某一步上所有的观测概率都为 0，表示在这一帧上没够跟

踪到焊缝，针对这种情况，在下一节中将介绍两种补偿手段。

模型中任意状态 ( 1)iw t 和状态 ( )jw t 之间的转移概率被定义为

   1( ) ( 1) exp ( ) ( 1)
( ) 2

l r
j i

d dP w t w t s t s t
s t

           
           (4-5) 

其中 ( )s t 表示第 t步上第 j个窗口内凸起的激光线与基线之间的封闭区域面积（见公式

4-1定义）； 是一个常参数，用于反映帧间转移的重要性；考虑到机器人的移动速度和方

向，在跟踪垂直激光线上的焊缝和水平激光线上焊缝的过程中，要对二者的处理有所区分。

在水平激光线上(u方向上)， ( , )l lx y 和 ( , )r rx y 分别表示被跟踪窗口左右端点的坐标， ld 和 rd
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表示相邻两帧（第 t-1步和第 t步）间的左右端点投影到同一 2D平面上的欧式距离，表达

式为

   2 2( ) ( 1) ( ) ( 1)l l l l ld x t x t y t y t                        (4-6) 

   2 2( ) ( 1) ( ) ( 1)r r r r rd x t x t y t y t                       (4-7) 

在垂直激光线上(v方向上)定义转移概率则要考虑机器人的运动问题。相邻帧间垂直窗

口的差异表现为：

     2 2

0 0
( ) ( 1) ( ) ( 1)top top top top topd x t x t du y t y t dv

 
             (4-8) 

     2 2

0 0
( ) ( 1) ( ) ( 1)btm btm btm btm btmd x t x t du y t y t dv

 
            (4-9) 

其中  ,top topx y 和  ,btm btmx y 分别表示窗口的上下两个端点； du 和 dv 表示在图像空

间上机器人在 u 和 v 方向上的速度； 表示相邻帧的间隔时间。观测概率和状态转移概率

也相应的有所调整，记为：

     1 1

0
1.0, ( ) ( 1) ( ) ( 1)

( ) | ( ) 2 2

0.0,

n

t t
min n max top w btm

w w
if H w t H t t dv t

P v t w t

otherwise


 

      
                         




I

(4-10) 

   1( ) ( 1) exp ( ) ( 1)
( ) 2

top btm
j i

d d
P w t w t s t s t

s t
             

         (4-11)

其中 )1(  ttop 和 )1(  tbtm 分别表示在第 t-1 步上跟踪结果窗口的上沿和下沿的端点坐

标。

归一化转移概率：

         
    

1
1

1
j i

j i
j i

j

P w t w t
P w t w t

P w t w t


 


                (4-12) 

根据上述公式(4-1)~(4-12)，焊缝跟踪问题可以通过最大化公式(4-2)求解，这也表述为

一个动态规划问题并可以利用 Viterbi 解码算法来求解最优解。在 Viterbi 解码之后，焊缝

位置在连续的视频帧中被定位，即实现焊缝跟踪。利用第二章介绍的坐标系转换方法，可

以计算跟踪焊缝的 3D空间信息，这一系列测量值可以用于机器人的位置和姿态控制。

4.4 焊缝跟踪、测量的实验结果与分析

为了评估 STC-HMMs 系统的性能，选取焊缝窗口的两个端点作为特征点，对比一系

列位置误差来分析跟踪精度。如图 4-4(a)所示，端点 A和端点 B对应于激光线与焊趾的两
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个交点，对照跟踪点和基准点（手工标定的 ground-truth）之间的欧式距离，在两个交点上

分别评测跟踪性能。

(a)                                          (b) 

图 4-4焊缝跟踪与测量结果。(a).焊缝跟踪位置，特征点 A、B 和测量得到的焊缝宽度 d；(b).游标卡尺

测量焊缝宽度d 。

在跟踪焊缝的过程中，各种随机噪声，如光照变化、表面污染、焊接缺陷等情况都可

能引入跟踪误差，但 STC-HMMs都可以快速的实现误差收敛。图 4-5表示在 1000帧内，

特征点 A、B与标准值之间的绝对误差即焊缝跟踪误差。特征点的跟踪结果大多数都随机

地出现在标准点附近的一个小邻域里，从图 4-5中可见，A和 B的最大测量误差分别为 16.5

个像素(在世界坐标系下约 5.5mm) 和 19个像素(在世界坐标系下约 6.5mm)。这个误差对机

器人导航中影响非常小。
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(b) 

图 4-5特征点 A和 B的跟踪误差。

从图4-5(a)和(b)中可以看到B点的跟踪误差要大于A点的跟踪误差。其原因是：在我们

用到的实验集合中焊缝的右侧边缘更接近与图像边缘，由第二章内容可知，B点处图像畸

变较之A点更严重。此外，B点处亮度也比A点处更低。这些意味着激光线在B点有着比A

点更低的信噪比，因此在处理结果中显示B点的跟踪误差要大于A点的跟踪误差。

图 4-6对比 STC-HMMs的焊缝宽度测量与机械测量结果。
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焊缝宽度的测量结果对比如图4-6所示，蓝色曲线表示STC-HMMs的视觉测量结果，红

色曲线表示在焊缝相同位置处使用游标卡尺的测量结果。通过计算图4-4(a)中的A、B点的

欧氏距离得到焊缝宽度d，然后从图像坐标系转换到世界坐标系。对照两种测量手段的结

果发现，大部分的图像测量值要大于游标卡尺的测量值。这是因为在跟踪实验中，要尽量

保证超声波探头往复运动的宽度要完全覆盖焊缝位置并且不能有漏检情况出现。所以我们

测量的阈值尽量调大一些，这是一种基于实践经验的保险手段。

图 4-7基于 STC-HMMs跟踪结果的焊缝宽度测量误差。

在图4-7中，游标卡尺的测量值作为焊缝宽度的标准值，基于STC-HMMs的焊缝宽度测

量值与基准值之间的绝对误差如图中曲线所示。误差曲线的绝大部分都小于7.5mm，趋势

线（图中虚线）都在5mm以下。考虑到我们选择的超声波探头晶片尺寸，7.5mm是在我们

系统中可容许的最大测量偏差。从图4-7中可见，环境噪声及CSL传感器标定误差带来的若

干大于7.5mm的误差在个别帧上还是存在，但是数量极少，而且在随后的几帧内很快收敛。

表4-1列出了几种测量方法的统计信息，包括平均宽度、最大误差、最小误差、平均误

差、方差和定位误差率。在本文涉及的实验条件下，7.5mm的宽度误差被定义为一个误差

上限，因为超过7.5mm的测量误差可能导致超声波探头在扫描过程中不能完整的覆盖焊缝

区域或覆盖区域过宽而导致机器人行进过程中漏掉若干焊缝区域的扫描。因此，当焊缝宽

度测量误差大于7.5mm时，当前帧上的焊缝定位结果被视为跟踪失败，在图4-7描述的实验

中，在1000帧图像内，超过7.5mm的焊缝跟踪帧数是36帧，因此系统的定位误差率为3.6%。
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表 4-1焊缝宽度测量性能对比

统计量

测量

方法

平均宽度

(mm) 

最小误差

(mm) 

最大误差

(mm) 

平均误差

(mm) 

误差方差

(mm2) 
定位误差率

游标卡尺 34.8 -- -- -- -- -- 

S-HMM 40.8 0 49.8 6.0 11.4 14.0% 

STC-HMMs 38.1 0 10.5 3.3 4.5 3.6% 

如果不考虑时序上的信息关联（即系统不包括T-HMM），仅采用S-HMM，根据公式

(4-1)取最大值进行焊缝检测，焊缝的跟踪和测量结果都比STC-HMMs差很多。从表4-1可见，

引入T-HMM的时序滤波模块之后，系统的整体性能有了很大提高。使用游标卡尺的测量结

果作为标准值时，T-HMM将系统的平均误差从6.0mm降低到3.3mm；误差方差从11.4降低

到4.5，焊缝定位误差从14.0%降低到3.6%，这个性能可以满足系统的精度、速度和鲁棒性

要求。

4.5 陡峭误差消除

从图 4-5 和图 4-7 中可以看到，一些脉冲形式的陡峭误差出现在个别帧中。通过对系

统的分析发现，这些陡峭误差的出现是因为在设计 T-HMM 的过程中观测量的选择上漏掉

了有用信息，造成在一些帧上出现候选状态的空缺。在这种情况下，系统会自动选择公式

(4-1)的最大值窗口作为焊缝跟踪结果。文中设置的两个阈值 minH 和 maxH 是用来计算焊缝窗

口的观测概率的约束条件，一般情况下系统被经验的设定 minH 等于焊缝估计宽度的 50%；

maxH 等于焊缝估计宽度的 200%。由于焊接缺陷造成的焊缝畸形或光照变化等条件引起的

图像噪声导致焊缝的凸起形状在个别帧里很不明显或严重错位，这种情况导致 T-HMM 在

某一步上的状态数量非常匮乏甚至完全消失。

综合上述原因，个别帧上的焊缝跟踪结果和宽度测量值将超出 , min maxH H 的范围，这

种情况下系统就得到了一些错误的跟踪和检测结果。

为了消除这些陡峭误差，从而提高系统的跟踪和测量精度，我们分别采用一个插值策

略和一个 Kalman容错滤波器方法对 STC-HMMs的结果做后处理。在实际情况下，焊缝都

是连续的并近似于一条直线，爬壁机器人的移动速度大约是 30mm/s（大约 1.5mm/帧，按

帧率为 20fps计算）。这意味着在相邻帧间激光线的位置和形状变化会非常小，焊缝也不可

能出现瞬间的跳跃。因此当系统在某一帧上没有检查到任何焊缝时，我们可以采用上一帧

的跟踪和测量结果作为一个当前位置的估计量进行插值。插值法保证了 T-HMM 结果误差
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曲线的平滑性并在相应的视频帧上消除了陡峭误差，如图 4-8中红色曲线所示。

类似文献[4]中提到的 Kalman 容错滤波器方法也被用于改善跟踪结果的误差曲线，首

先将误差引入一个离散控制系统，并用一个线性随机微分方程来描述：

)(
2
1)()()1( 2 kwakavkxkx                      (4-13) 

其中 x(k)表示 k时刻的误差位置；a表示采样周期，即相邻帧的时间间隔；w(k)表示误

差变化的加速度；v(k)表示 k时刻的误差变化速度，记为
)()()1( kawkvkv                          (4-14) 

用 STC-HMMs得到的误差位置信息来建立系统观测值：
)()()( knkxkz                            (4-15) 

其中 z(k)表示真实的误差位置，n(k)表示系统的测量噪声。根据公式(4-13)~(4-15)构建

Kalman滤波器模型平滑焊缝跟踪结果并消除陡峭误差。图 4-8上的绿色曲线为 Kalman滤

波器对误差的处理结果。

很显然，Kalman滤波器的性能优于插值算法。根据统计结果，在 1000帧图像数据的

实验中，Kalman滤波器带来了 52.7ms的时间延迟，平均处理一帧图像仅延迟 s1027.5 5- ，

插值算法则基本上没有任何时间延迟。虽然两种方法都不会影响系统的实时性，但是

Kalman滤波器带来的系统复杂性增加却不容忽视。

图 4-8陡峭误差消除前后的误差对比。

在图 4-9中显示了在野外环境中一段视频数据上的若干跟踪结果，尽管在实验环境中
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存在着高光照、反光、焊缝缺陷等噪声

系统良好的鲁棒性。

图 4-9焊缝跟踪示例。第 1, 3, 5

5行上图像的跟踪结果。
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焊缝缺陷等噪声，但系统还是能够很好的检测和跟踪焊缝

行为包括了高噪声，反光及焊缝缺陷的焊缝图像

但系统还是能够很好的检测和跟踪焊缝，体现了

反光及焊缝缺陷的焊缝图像。第 2, 4, 6行为第 1, 3, 
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Frame index

(a) 

(b) 

图 4-10 焊缝交叉区域的跟踪与测量结果。(a).从左到右为机器人移动到焊缝交叉区域时 CSL 传感器采集的

图像和焊缝跟踪结果；(b).在 100帧连续图像上的焊缝跟踪结果累积。

图 4-10(a)表示 100个连续视频帧上激光线提取和焊缝跟踪结果，工作环境是横纵焊缝

交叉区域。从图中可以看到随着时间的推移，机器人逐渐接近焊缝交叉点，STC-HMMs

系统同时跟踪两个焊缝，v 方向上的激光线上的焊缝位置逐步下移。图 4-10(b)显示了 100

帧图像中激光线的提取结果，100条水平激光线重构了这一区域焊缝的表面 3D信息，垂直
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激光线的累计结果显示焊缝凸起位置在逐步下降，即机器人正在逐渐接近横焊缝。这个跟

踪和测量结果可以精确控制机器人在焊缝交叉区域转弯。

4.6 小结

本章基于第三章激光线提取的结果设计一个焊缝相似度的测量函数，用一个带有尺度

变化的滑动窗口沿激光线搜索，窗口内的函数值越大表示与焊缝相似度越高。为提高系统

鲁棒性，选者多个跟踪窗口作为焊缝候选位置，当作状态量输入到时间隐马尔可夫模型。

参考窗口内的区域位置，面积，颜色，宽度等信息构建状态转移概率矩阵和观测概率矩阵，

用 Viterbi解码算法解码 T-HMM，最终得到焊缝位置和方向。

在实验中统计1000组焊缝特征点的跟踪结果，通过与标定值的对比并分析STC-HMMs

的精度发现：焊缝定位的最大偏移量不超过 6.5mm，完全满足机器人跟踪要求。焊缝几何

尺寸转换到摄像机坐标系之后与游标卡尺的测量结果对照，平均误差仅 3.3mm，误差方差

4.5mm2。

分别采用插值算法和 Kalman 滤波器算法进一步消除跟踪结果中的陡峭误差，通过现

场真实环境下的实验结果验证 STC-HMMs 对与高光照，高噪声，焊缝缺陷等干扰因素具

有很好的适应能力。
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第五章 爬壁机器人的跟踪控制

5.1 引言

焊缝跟踪与测量的主要目的是为了实现机器人的运动控制，引导机器人沿焊缝轨迹行

进并约束超声波探头的工作范围，实现高质量的自动化焊缝无损探伤工作。本文将基于混

合视觉伺服模型的机器人运动控制系统引入到风机套筒焊缝检测的高空作业环境，实现机

器人无轨道自动导航，减轻操作者的劳动强度，降低高空作业风险。针对机器人在圆锥形

塔筒上沿焊缝的垂直与水平环形运动特点，提出四履带永磁吸附的移动机器人结构，将三

维坐标系内的机器人路径规划展开为二维直角坐标系。

本章首先分析机器人的结构和力学模型，研究爬壁机器人移动平台的运动学模型，构

建机器人视觉焊缝跟踪模型，最终采用李亚普诺夫第二方法稳定性判据分析系统的稳定条

件。机器人系统结构如图 5-1所示

图 5-1爬壁机器人系统结构框图。

5.2 爬壁机器人结构与受力分析

在现有的研究成果中，爬壁机器人的工作表面通常是平面或大直径柱面，这种环境对
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机器人的吸附装置和本体结构要求比较低。本文研究的爬壁机器人的工作环境是风力发电

机组的锥形塔筒，筒身分为若干节，每节直径在 2~4米范围内，都是由单块厚钢板卷板焊

接而成。这种壁面材质和外形对机器人的吸附性能和结构提出非常苛刻的要求。在常见的

移动方式中，爬壁机器人有轮式[133][134]、履带式[135][136]、多足式[137][138]等几种移

动方式，其中履带式移动方式以其对壁面的适应性强，负载能力大，结构简单，控制方便

等优点在爬壁机器人领域被广泛应用。因此，本文所涉及的机器人采用履带式移动方式，

并将永磁吸附模块结合到履带上；不仅结构简单，还可以保证当机器人遇到塔筒表面的焊

渣突起或焊接凹陷等障碍时具有良好的越障能力。

本文基于仿生学中壁虎爬墙的运动方式设计了一种壁面可伺服的柔性机构，爬壁机器

人的壁虎结构形态如图 5-2所示。

图 5-2模仿壁虎结构的仿生学机器人形态的演化过程。

首先从技术角度把壁虎的腿逐步演化成具有柔性的履带结构，履带结构的柔性即保证

了该机构可像壁虎的腿一样运动，又保证了履带与壁面的大面积贴合。用于吸附壁面的壁

虎脚掌演化为永磁铁的履带单元，这些履带单元以最简单的形式保证爬壁机器人可可以稳

定地吸附在塔筒锥形壁面上。参考壁虎尾巴的支撑、稳定和平衡作用，我们为爬壁机器人

设计了一个防倾覆杆。对应视觉感知和觅食作用的头部被演化为一对运动伺服装置，安装

着 CSL传感器和超声波探头。壁虎的躯干被相应的演化为机器人箱体。

据此方案设计的机器人如图 2-4 所示。从结构角度分析，机器人主要包括以下几个部

分：超声和视觉传感单元及其伺服机构；柔性吸附履带及其伺服传动系统；机器人箱体；

机器人防倾覆装置及其伺服机构；电池供电系统；电路与控制系统；数据处理系统和无线

通信系统。

传感器伺服系统如图 5-3 所示，包括装置安装支架，步进电机，滑块，丝杠等结构。

关于传感器系统的技术细节在前面章节已做详细描述，此处不再赘述。



第五章 爬壁机器人的跟踪控制

62 

图 5-3机器人传感器伺服装置。

机器人履带的吸附材料选用铷铁硼永磁材料，这是到目前为止已知的磁性最好的永磁

体，具有磁性能高、资源丰富、价格低廉、力学性能出色等优点。履带上的每一节为一个

永磁吸附单元，该单元的结构和永磁体安装方式如图 5-4所示。

图 5-4永磁吸附单元。
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
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2N

iN
1mN 

mN

N

x

y

NC

A

(a)                        (b) 

图 5-5爬壁机器人沿纵焊缝移动时的力学模型。

y

x

z

焊缝

隔磁材料

铁质壁面

永磁铁 永磁铁 永磁铁

轭
铁

轭
铁

轭
铁

轭
铁

N S S N N S



第五章 爬壁机器人的跟踪控制

63 

机器人在风机塔筒上工作时存在两种典型运动方式：沿纵焊缝垂直行走和沿横焊缝做

圆周运动。垂直行走中机器人两排履带受力情况相同，理想状态下机器人履带为柔性装置，

各吸附单元之间并不产生力矩传递；塔筒壁面为坚硬的刚体，机器人的每个吸附单元都能

与壁面紧密贴合。其力学模型如图 5-5所示。

图 5-5 中 表示风机塔筒壁面的圆锥角，设机器人自重为 G，则单侧履带在 x 和 y 方

向上承受的重力分别为

cos
2

sin
2

x

y

GG

GG





 

  


                            (5-1) 

设第 i 块磁吸附单元的吸力为 iF，因为磁铁材料是统一选择且磁路为统一设计的，所
以各磁吸附单元的吸附力可视为是等值的。机器人吸附单元受到的来自墙面的支撑力 iN 是

不一样的，履带底部的吸附单元所受到的支撑力要高于顶部履带所受到的支撑力。

水平行走中的机器人是另一个受力状态，其分析如图 5-6 所示。在 z 方向上，机器人

受重力和履带与墙壁间摩擦力的作用。在 x，y平面上，机器人受磁吸附单元的吸引力和壁

面的支撑力。在机器人履带的翻滚自由度及其柔性的作用下，机器人的吸附单元可以与壁

面紧密贴合。

(a)                    (b) 

图 5-6爬壁机器人沿横焊缝移动时的力学模型。

当机器人如图 5-6（b）所示水平行走时，为了防止倾覆，机器人下面一排履带所受到

的支撑力要高于上面一排履带所受到的支撑力。由于履带是水平的，因此同一排履带上的

磁吸附单元所受到的支撑力是相同的。

风机塔筒壁面是一个圆锥面，当机器人在上面行走时，它与竖直方向会有一个角度。

这个角度就是风机塔筒的圆锥角，将重力沿着壁面切线和法线方向进行分解，可以得到：

x

y
1F

2F

iF

1mF 
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iN
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mN
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cos
sin

t

r

G G
G G





 

  (5-2) 

其中 tG是重力G沿壁面切线方向的分量， rG 是重力G沿壁面法线方向的分量。

爬壁机器人在垂直壁面上工作时要面临坠落的两种风险：从壁面上滑落和从壁面上倾

覆。履带吸附机构可以保证机器人不从壁面滑落，倾覆问题则需要防倾覆机构来完成。如

图 5-7 所示。当机器人运动时，机器人的防倾覆机构始终保持竖直向下。机器人防倾覆机

构的具体结构如图 5-8 所示，它由步进电机、倾角传感器、防倾覆杆、万向轮和防倾覆控

制系统组成。万向轮安装在防倾覆杆的底端，与壁面接触。由于万向轮的作用，防倾覆杆

可以无阻力地向任意方向转动。倾角传感器安装在防倾覆杆上，检测防倾覆杆与竖直方向

的角度，然后通过安装在机器人内部的防倾覆控制系统控制步进电机补偿防倾覆杆与竖直

方向的角度。从而保证防倾覆杆始终竖直向下，完成稳定机器人姿态、防止机器人倾覆的

作用。

图 5-7机器人防倾覆机构功能示意图。(a).垂直移动；(b).水平移动；(c).任意方向移动。

图 5-8防倾覆机构的结构图。a.步进电机；b.防倾覆杆；c.万向轮。
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b 

c 

(a) (b) (c) 

.
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5.3 爬壁机器人的运动模型

机器人运动模型是机器人系统特征和变化规律的一种数学抽象，是一种定量分析。建

立机器人的运动模型就是把机器人的行为用数学的函数关系进行表示，揭示机器人系统间

的变量关系。当机器人在圆锥壁面上运动时，它有四种典型运动状态：在壁面上竖直运动；

在壁面上水平运动；在壁面上以任意方向运动；机器人原地转动。本节针对这几种典型的

运动状态，深入分析机器人的运动模型，为实现机器人的视觉控制做好理论基础。

5.3.1 机器人竖直运动方式

当机器人在壁面上竖直运动时，它的运动轨迹是沿纵焊缝行走在圆锥塔筒壁面的母线

上，理想状态下是做直线匀速运动。

如图 5-9 所示，将世界坐标系[ , , ]W W WX Y Z 原点设在圆锥底面的圆心，ZW正方向垂直

向上。以机器人的中心为原点建立一个机器人坐标系  , ,R R Rx y z ，机器人坐标系绕世界坐

标系 Z轴的旋转夹角为 3 。b、a和 h分别表示锥体的上下半径和高。

图 5-9机器人竖直运动描述。

机器人竖直行走时， 3 0  。由几何关系可以得出，坐标系 [ , , ]W W WX Y Z 和坐标系

 , ,R R Rx y z 的关系应满足：

2 2

1 2 2 1

sin cos
cos ( cos sin )sin

R W W

R W W W

x X Y
y Z X Y

 
   

 
   

                (5-3) 

用矩阵形式表示：

2 2

2 1 2 1 1

sin cos 0
cos sin sin sin cos

W
R

W
R

W

X
x

Y
y

Z

 
    

 
                

             (5-4) 
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其中 1 =
2
1
圆锥顶角， 2 是机器人原点和坐标 ZW轴的连线与坐标系XW轴之间的夹角。

由此可得到导数关系为：

2 2

2 1 2 1 1

sin cos 0
cos sin sin sin cos

W
R

W
R

W

X
x

Y
y

Z

 
    

 
     

          
 

&
&

&
&

&

             (5-5) 

其中 XW,YW,ZW是机器人原点在世界坐标系坐标系下的坐标值。

在机器人竖直行走时，理论上机器人的行走单元（机器人冗余的磁吸附履带）与圆锥

塔筒的壁面无滑动。即，机器人冗余的履带与圆锥壁面接触点的速度为 0。机器人竖直运

动时的动能由车体运动的动能和履带轮转动的动能组成，机器人四个履带轮转过的角度相

同，因此机器人的动能可以表示成下面所示的关系式：

2 2 2 21 ( ) 4
2

T m x y z J    && & &                        (5-5) 

其中m是机器人的质量， J是机器人轮子的转动惯量，是机器人的履带轮绕着自身

的轴所转过的角度。

机器人吸附单元提供足够的吸附力就可以保证机器人紧密地吸附在壁面上。当机器人

竖直运动时，机器人吸附单元提供的吸附力需要克服机器人重力的影响，但并不会影响机

器人的运动。

5.3.2 机器人水平运动方式

当机器人在壁面上水平运动时，其行走在圆锥塔筒壁面的截面圆环上，它的运动轨迹

是沿横焊缝的一个圆周，理想状态下是做匀速圆周运动。机器人水平运动的情况如图 5-10

所示。

图 5-10机器人水平运动描述。
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v
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机器人水平运动时， 3 90  o，由几何关系可知，坐标系 [ , , ]W W WX Y Z 和坐标系

 , ,R R Rx y z 的关系应满足：

1 2 2 1

2 2

cos ( cos sin )sin
sin cos

R W W W

R W W

x Z X Y
y X Y

   
 

  
  

(5-6) 

写成矩阵形式，即：

2 1 2 1 1

2 2

cos sin sin sin cos
sin cos 0

W
R

W
R

W

X
x

Y
y

Z

    
 

 
                

             (5-7) 

同样可以得出导数关系式：

2 1 2 1 1

2 2

cos sin sin sin cos
sin cos 0

W
R

W
R

W

X
x

Y
y

Z

    
 

 
      

         
 

&
&

&
&

&

             (5-8) 

机器人沿着壁面做水平运动，此时其参数 WZ 和 2 是随着时间的变化而变化的，因此，

可以得出如下关系式：

1 2 1 2

2
1 2 1 2

( ) tan sin tan cos

( ) tan cos tan sin

0 1

W

W

W W
W

W

ah Z
a bX
ahY Z

a b Z
Z

   


   

                            
  

&
&

&
&

&

           (5-9) 

因此，机器人水平运动时，其运动轨迹是一个与壁面半径，圆锥角和履带轮角速度有

关的圆环。同样，水平运动时机器人吸附单元的吸引力保证机器人的稳定吸附，但并不能

影响机器人的运动。

5.3.3 机器人任意方向的运动方式

机器人任意方向上运动时它的运动轨迹既不是直线也不是圆，而是一条圆锥螺旋线。

其情况如图 5-11所示。
当机器人在任意方向运动时，坐标系[ , , ]W W WX Y Z 和坐标系  , ,R R Rx y z 的关系应满足：

2 3 2 1 3

2 1 3 2 3 1 3

2 3 2 1 3

2 3 2 1 3 1 3

(sin cos cos sin sin )
(sin sin sin cos cos ) cos sin

(sin sin cos sin cos )
(cos sin sin sin cos ) cos cos

R W

W W

R W

W W

x X
Y Z

y X
Y Z

    
      

    
      

  
  
   
  

(5-10) 

用矩阵形式表示，即：

2 3 2 1 3 2 1 3 2 3 1 3

2 3 2 1 3 2 3 2 1 3 1 3

s c c s s s s s c c c s
s s c s c c s s s c c c
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 
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(5-11) 
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其中

1 1

1 1

2 2

2 2

3 3

3 3
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cos
sin
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s
c
s
c
s
c

 
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 
 


 
 
 
 



机器人在壁面上任意方向行走，它并没有发生转动，因此 3 是不变的，其导数关系为：

2 3 2 1 3 2 1 3 2 3 1 3

2 3 2 1 3 2 3 2 1 3 1 3

s c c s s s s s c c c s
s s c s c c s s s c c c
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 
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 
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(5-12) 

机器人运动时， WZ 和 2 都是随着时间的变化而变化的。则可以得到下面所示的关系式：

1 2 1 2

2
1 2 1 2

( ) tan sin tan cos

( ) tan cos tan sin

0 1

W

W

W W
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W

ah Z
a bX
ahY Z

a b Z
Z
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
   

                            
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          (5-13) 

机器人任意方向的运动方式分析与焊缝跟踪任务本身无关，但与机器人断电后充电再

复位，机器人检测完毕后从塔筒撤下等情况有直接关系。

图 5-11机器人任意方向上的运动描述。

5.3.4 机器人原地转动方式

当机器人运动到横纵焊缝的交叉点区域时，机器人的运动伴随转动，这种情况的运动
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模式比较复杂，其履带与壁面之间必然会产生滑动。如图 5-12所示，机器人在壁面上运动

的时候伴随着转动。

图 5-12机器人原地转动描述。

机器人在任意方向上运动且伴随有转动时，根据几何关系可以得出如下所示的关系式。

2 3 2 1 3

2 1 3 2 3 1 3

2 3 2 1 3

2 3 2 1 3 1 3

(sin cos cos sin sin )
        (sin sin sin cos cos ) cos sin
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(5-14) 

写成矩阵形式，则：
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     (5-15) 

其中
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其导数关系式为：
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(5-16) 
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理想状态下，在机器人向任意方向伴随转动时，其履带在切线方向不会产生滑动。机

器人的动能可以表示为：

2 2 2 2 2 2 2
1 2 1 3 3

1 1 1( ) ( )
2 2 2W W W carT m X Y Z m v v J J J                       (5-17) 

其中 m是机器人的质量， 1v、 2v 是机器人产生的侧向滑动的速度， 1 、 3 是机器人履

带轮，即电机驱动的角速度。 J为机器人履带轮的转动惯量， carJ 是机器人车身的转动惯

量。

5.4 爬壁机器人的视觉跟踪控制

前面两小节简要介绍了爬壁机器人系统的结构、力学模型和运动学模型。对于本文设

计的机器人，工作对象是对焊缝质量进行无损探伤检测。理论上，纵焊缝是平行于塔筒锥

体的母线方向，与重力方向成 2
1 锥角；横焊缝在水平方向上，是一个绕塔筒圆周的环形。

机器人竖直运动时做直线匀速运动，左右两组履带速度相同；水平运动时机器人做圆周运

动，由于塔筒是一个圆锥体，为保证机器人的水平状态，上下两组履带需保持一个与锥角

和焊缝环直径相关的速度差，即在水平运动时机器人需时刻保持差动状态。然而在实际的

检测工作中必然存在塔筒直径和圆度的误差、两侧履带的速度偏差、表面凹凸障碍物导致

的运动延迟等情况。当机器人两侧履带未按照预定速度运动时，机器人轴线与焊缝之间必

然出现一个偏角，这个偏角会引起超声波探头偏离预定的检测区域。如果偏离距离在小范

围内，可以通过控制机器人头部的水平丝杠转速来调节滑块位置以实现偏差弥补，但是如

果偏离过大的话则需要调整机器人的运动速度和姿态。

综上，爬壁机器人进行焊缝跟踪过程中需要实现的控制目标有两方面：(1)机器人本体

的运动控制，保证机器人轴线平行于焊缝方向；(2)控制滑块丝杠等调整机构来补偿焊缝偏

差。具体控制流程如图 5-13所示。

图 5-13视觉焊缝跟踪系统信号流程图。
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其中，I表示图像坐标系；C表示摄像机坐标系；R表示机器人坐标系；AC,BC表示特

征点在摄像机坐标系下的坐标；AR,BR表示特征点在机器人坐标系下坐标。

在绪论综述中已经对比过几种视觉伺服模型的优劣点，本文为克服基于位置和基于图

像的视觉伺服中的难点，采取了混合视觉伺服模型。

5.4.1 图像坐标系与机器人坐标系之间的运动关联

继续以十字型线光源结构光测量原理图（图2-5）为例，笛卡尔空间坐标系中的特征点
P在机器人坐标系下的坐标为  TRpRpRpR zyxP ,, ，摄像机坐标系下的坐标为

 Tcpcpcpc zyxP ,, ，图像坐标系下坐标为  TupupI vuP , 。P在机器人坐标系下的坐标为
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                     (5-18) 

其中，R为摄像机坐标系到机器人坐标系的旋转矩阵；t摄像机坐标系到机器人坐标系

的平移向量；为M为摄像机相对于机器人坐标系的外参矩阵。
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 Tzyx DDDt                           (5-20) 
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公式(5-18)的导数形式为

t
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                    (5-20) 

将  Tcpcpcpc zyxP ,, 投影到归一化焦平面上得到成像点  Tcpcpc yxP 1,, 111  ， ccPP 1 是一条穿

过光心O的直线段，即满足
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将公式(5-21)分别带入公式 (2-11)和(2-12)有：
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根据公式(2-15)有
1
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                      (5-24) 

将公式 (5-24)分别带入公式(5-22)和(5-23)并求方程导数有
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  (5-26) 

其中 1D 和 2D 分别为激光束平面L1和L2的约束方程，J1和J2是从图像坐标系到摄像机坐

标系的雅可比矩阵。再将图像坐标系转换到机器人坐标系有
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                      (5-27) 

其中，R表示从摄像机坐标系到机器人坐标系的旋转矩阵；公式(5-27)描述了图像上的

一个特征点的运动速度与机器人运动之间的计算关系。

5.4.2 机器人的混合视觉控制模型

对于爬壁机器人的控制方法本文采用基于混合视觉伺服的控制模型，包括一个笛卡尔

坐标系下的位置控制环；一个基于位置的视觉伺服控制环，用于控制机器人沿焊缝方向移

动；一个基于图像的视觉伺服控制环，用于消除跟踪误差，如图 5-14所示[139]。假设在 i

时刻跟踪到激光线上的特征点 Pi，图像坐标为 Pi=[upi,vpi]，机器人坐标系下坐标为 PRi=[xRi,

yRi, zRi]。根据 i-1到 i时间段上机器人的运动量 Δi可以计算得到 Pi-1在当前时刻坐标系下的

坐标 PRi-1=[xRi-1, yRi-1, zRi-1]。有 Pi-1和 Pi可计算出焊缝方向。为提高精度，可计算连续时间

段上的多个特征点在当前坐标系下的坐标值，通过最小二乘拟合焊缝方向。K 是一比例系

数，输出量 Δli为机器人的运动量，由此控制机器人运动。对于运动中产生的偏差则利用图

像空间的视觉伺服控制来调整焊缝偏移量。由给定的特征点坐标(u,v)和特征点坐标

Pi=[upi,vpi]计算偏差量(dui,dvi)以及当前时刻从图像坐标系到机器人坐标系的雅可比矩阵的
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估计量 Ĵ。由公式(5-27)可计算得到机器人位置量估计值的微分形式  RRR zdydxd ˆ,ˆ,ˆ 即机器人

的位置误差。经 PID控制器计算得到运动量的微分值 si 。于是得到机器人运动量

lisii 


                            (5-28) 

给定运动量 i ，利用 5.2节中涉及的机器人运动模型求逆计算即可得到机器人的位姿

信息。理想状态下履带机器人不会在 x方向上发生移动，也不会发生侧翻和倾覆。运动量
只有 y方向和绕 z轴的转角 ，因此空间的六个自由度在本模型中只留两个。以 y和 作为

输入量，利用 PID、放大器、伺服电机惯性环节单元等机器人自身装置控制机器人位姿。
超声探头的扫描终端如图 5-3所示可以看作一个十字滑块，滑块坐标系 ],,[ sss zyxS  ，在 S

坐标系下运动量只存在 x和 z两个方向，即滑块在 x方向上沿丝杠 1滑动和在 z方向上沿

丝杠 2抬起与降落。
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图 5-14机器人混合视觉伺服控制。
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图 5-15机器人混合视觉伺服控制简化形式。
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在机器人为焊缝做超声波扫描的工作状态下，其前进速度约为 2m/min，这个速度可看

作机器人在一个极低的运动速度下工作。因此可以将机器人运动视为一个一阶惯性环节，

将机器人焊缝跟踪的运动量看作基于图像的视觉伺服控制模块的一个扰动量 )(t 。机器人

的位置控制只取决于给定的速度和终端滑块按固定速度与范围的往复运动。于是图 5-14的

混合控制模型可以简化为 5-15形式[139]。图像采集及处理系统用M作为模型。

5.4.3 系统稳定性分析

在机器人坐标系下，激光束平面方程可以表示为

RRRR dxcxbxa  1 ,      212121 ,,,,, RRRRRRRRR cccbbbaaa          (5-29) 
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pcrpbrpardr 321                          (5-31) 

其中    222111 ,,,,, RRRRRR cbacba 分别为激光束平面 21 , LL 的法向量；R是从摄像机坐标系

到机器人坐标系的旋转矩阵， 321 rrr ，， 的定义同公式(2-18)；  Tpppp 321 ，， 是上述两坐

标系之间的平移向量。

对于激光线上的特征点 Pi，在第 i帧图像上的坐标转换到机器人坐标系下记为
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                  (5-32) 

其中  000 ,, RRR zyx 为初始坐标， 的定义同公式(4-8)和(4-9)，为相邻帧的时间间隔，

 zyx vvv ,, 为机器人在三个坐标方向上的速度，因 0,0  zx vv ，(5-32)可记为
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因此机器人如果移动了  ziyixii  ,, 后，在第 i帧到第 i+1帧间，特征点 Pi在机器

人坐标系下坐标为
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                      (5-34) 

由(5-29)~(5-34)可得到机器人速度微分矩阵的齐次形式
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这里的 D描述了特征点在机器人坐标系下的速度方程，即位置变化关系。
设图 5-14和 5-15中的误差矢量  Tpp vvuu  ,


，令 


1x ，  Tziyixiix  ,,2 ，

 Tziyixiix  ,,3 。构建三元二次形式的李雅普诺夫方程：
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 。这里的 321 XXX ，， 分别是 321 ,, xxx 的齐次形式； pdi KKK ，， 为 PID控

制器的调节参数。方程(5-36)的导数形式为




































 

3233212

31332211

11ˆˆˆ

2
1

2
1

2
1)(

X
T

X
T

XMDXJK
T
KMDXJ

T
KXJKX

MDXXXXXXXXXV

rr

T
p

r

d

r

d
i

T

TTTT

    (5-37) 

其中
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由于    3131 XXXX T  ，   1212 XXXX T  ，   3232 XXXX T  ，   2323 XXXX T 

等都是高阶无穷小量，因此可以忽略不计。公式(5-37)可以简化为
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(5-42) 
显然， )(XV 是正定的，除 0X  之外，对于任何 0X  的情况， )(XV  不恒等于 0。

而且当 X 时， ( )V X 。根据李雅普诺夫第二方法，当 )(XV  为负定时，系统渐进

稳定，即
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被满足时，系统渐进稳定。其中 rTJMD ,ˆ,, 均为定值，因此当 pdi KKK ，， 的值满足不等式

(5-43)时，系统即为李雅普诺夫意义下的渐进稳定。

5.5 爬壁机器人系统实验

5.5.1 机器人吸附单元实验 

图 5-4 显示了爬壁机器人吸附单元的安装方式，尽管存在灰尘、气隙等影响吸附单元

吸附力的一些影响因素，但通过图 5-16的测试方法测得单个吸附单元能够提供的最大吸附

力为 140N。实验证明，吸附单元所能提供的吸附力足以支持机器人稳定吸附。

图 5-16吸附单元吸附力测试。

爬壁机器人自重为 24Kg，为使其稳定吸附于塔筒表面，每个吸附单元所要提供的吸附
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力与参与吸附的单元的数量之间属于单调递减关系，如图 5-17所示。机器人吸附在壁面上

的吸附单元数量增多时，每个吸附单元要分担的重力分量会呈指数形式急剧下降。机器人

吸附在壁面上的吸附单元数量越多，机器人对单个磁吸附单元所需的吸附力越小。因此，

增加吸附于塔筒表面的吸附单元数量，是提高机器人的吸附稳定性的一个有效解决方法。

图 5-17吸合在壁面上的吸附单元数量与吸附力的关系。

吸附力的另一个影响因素是由于吸附单元与壁面之间的间隙，本文涉及的机器人结构

可以保证每条履带上至少有六个磁吸附单元与壁面紧密吸合。吸附单元的固有性质，为保

证机器人稳定吸附，最大间隙的可以达到 3mm，足以克服塔筒表面的油漆、灰尘、焊渣等

干扰因素的影响。

5.5.2 机器人通信单元实验

机器人通信单元采用 Zigbee通信模块和专用无线视频传输模块两个部分，Zigbee模块

承担机器人控制指令、电量信息、码盘计数、超声波信号和倾角值的发送，为机器人和地

面控制主机之间的半双工通信；视频模块负责将 CSL传感器采集的视频传给主机，是从机

器人到主机的单工通信。

Zigbee网络基于 IEEE 802.15.4国际标准、上层协议为 ZigBee协议栈，具有低功耗，

低速率，高可靠性，网络路由功能强大，自恢复及冗余性能优异等特点。本文系统直接采

用美国 CEL 公司的 MeshConnectTM模块，额定电压 1.5V，最高数据传输速率 1Mbps，传

送范围 3000英尺。模块外观如图 5-18所示，两个 Zigbee无线通信模块，一个装在机器人

控制卡上，另一个与地面主机相连，二者进行点对点通信。本文设计的芯片管脚和外围电

路如图 5-19所示。通过 Zigbee模块的控制命令如表 5-1所列。
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图 5-18一对 Zigbee无线通信模块。 

表 5-1机器人系统控制指令

帧头

（一字节）

指令

（一字节）

数据 帧尾

（一字节）

0xff 前进 0x00 0x0000---0xffff （mm，两字节） 0xee

0xff 后退 0x01  0x0000---0xffff （mm，两字节） 0xee

0xff 左转 0x02  0-90 0x00（°，两字节） 0xee

0xff 右转  0x03  0-90 0x00（°，两字节） 0xee

0xff 探头升 0x04 0x00 0x00-0x14（mm，两字节） 0xee

0xff 探头降  0x05  0x00 0x00-0x14（mm，两字节） 0xee

0xff 控制喷头打标记 0x06   0x00 0x00（空，两字节） 0xee

0xff 零点位置设置  0x07  0x00 0x00（空，两字节） 0xee

0xff 设置速度  0x08  0x00 0x00-0x05（两字节） 0xee

0xff 探头左移  0x09   0x00 0x00-0x14（mm，两字节） 0xee

0xff 探头右移  0x0a  0x00 0x00-0x14（mm，两字节） 0xee

0xff 开始喷耦合液 0x0b   0x00 0x00（空，两字节） 0xee

0xff 停止喷耦合液 0x0c  0x00 0x00（空，两字节） 0xee

0xff 设置剩余电量 0x0d  0-100（%，两字节） 0xee

0xff 剩余电量  0x50  0-100（%，四字节） 0xee

0xff 倾角值 0x52  0-360（°，四字节） 0xee

0xff 成功接收命令 0x53  0x53 0x53 0x53 0x53（°，四字节） 0xee

0xff 前进绝对距离 0x51 
m（前两字节）,cm（第三字节），
mm（第四字节） 0xee
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图 5-19 Zigbee无线通信模块及外围电路结构原理图。

图 5-20视频无线通信模块。 



Zigbee 模块的最大传输速率为

约为 9.25KB。20f/s的情况下下

宽不足以满足通信需求，因此从机器

所示。该模块发射功率：800mW

电流：DC12V/250mA，帧率

需要。

5.5.3 焊缝跟踪实验

本文提出的视觉焊缝跟踪算法在如图

和图 5-21(c)显示爬壁机器人在焊缝跟踪工作中的垂直和水平运动状态
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模块的最大传输速率为 1Mb/s=128KB/s，一帧 640×480 像素的

的情况下下，每秒至少需要传输 185KB数据量，因此

因此从机器人到主机的视频通信采用无线视频传输模块

800mW，工作频段：1.3G ，最大发射距离：

帧率：25f/s，最大带宽：1MB/s。其性能完全可以满足实时通信的

本文提出的视觉焊缝跟踪算法在如图 5-21(a)所示的爬壁机器人系统上执行

显示爬壁机器人在焊缝跟踪工作中的垂直和水平运动状态

(a) 

(b)                          (c) 

图 5-21爬壁机器人及其工作状态。

像素的 24 位图片大小

因此 Zigbee现有的带

人到主机的视频通信采用无线视频传输模块，如图5-20

1500米，工作电压/

其性能完全可以满足实时通信的

所示的爬壁机器人系统上执行，图 5-21(b) 

显示爬壁机器人在焊缝跟踪工作中的垂直和水平运动状态。
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将第四章的 STC-HMMs 系统在图像空间的焊缝跟踪结果转换到机器人坐标系下，作

为计算焊缝走向的输入量，并根据混合伺服模型将焊缝图像特征点作为反馈量计算机器人

空间的速度微分量，控制机器人及超声探头的位姿。取 A, B两个特征点的中点作为焊缝中

心线，控制过程中尽量调整机器人中线与焊缝中心线重合。在机器人开始工作前，由操作

者将机器人摆放到塔筒基部焊缝上。尽量对准焊缝中线，并调整好超声波探头的位置，将

底部的焊缝擦拭干净，这样有利于得到一个比较准确的初始特征点图像坐标，可以将其作

为焊缝图像坐标的参考值(u, v)，而且一个准确的起点有利于算法模型快速收敛。

在图 5-22 中显示了爬壁机器人的焊缝跟踪结果，图 5-22(a)为一段四节风机塔筒焊缝

结构示意图，用绿线勾勒的焊缝为机器人上升过程中行走的路径，红线表示机器人下降过

程中的行走路径。这是一个机器人运行的最优路径，可以使机器人的行走距离最小化，没

有重复检测情况，也没有漏检（上下的两次不能算重复）。图 5-22(b)表示局部焊缝的理想

中心线，在实验中作为基准值。图 5-22(c)显示机器人在图 5-22(b)部分的真实运行轨迹，尽

管在第四章的实验中可以看到在图像处理阶段有些跟踪误差还比较大，但是机器人本身是

一个很大的惯性环节，在一定程度上克服了部分误差的影响，因此机器人的运行轨迹与基

准线重合度非常高。

(a)                       (b)                      (c) 

图 5-22 爬壁机器人焊缝跟踪结果。(a).四节风机塔筒焊缝结构示意图；(b).焊缝中心线(作为焊缝跟踪的

基准线)； (c).爬壁机器人焊缝跟踪轨迹。

5.5.4 超声波探伤实验

本文实验中涉及的超声波探伤仪采用汕头超声所生产的便携式 CTS-9009数字超声探

伤仪，超声波扫描探头采用斜波直探头，型号 5Z14X14A70，晶片尺寸 14×14mm，如图 5-23



所示。在焊缝检查过程中机器人沿焊缝方向移动

运动，在世界坐标系下超声波探头的移动轨迹为

(a)

图 5-23
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在焊缝检查过程中机器人沿焊缝方向移动，超声波探头在与焊缝垂直方向上做往复

在世界坐标系下超声波探头的移动轨迹为 Z字形。

(b) 

(c) 

23超声波探伤仪、扫描探头及探伤检测示意图。

(a) 

超声波探头在与焊缝垂直方向上做往复
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(b) 

图 5-24 超声波探伤仪应用示例。(a).超声检测软件界面；(b).平底孔试件的回波。

图 5-24为超声波检查软件界面，该设备具备自动记录，报警，分类，检索等功能。如

图 5-3所示，超声波探头固定在机器人前端水平丝杠上的滑块下面，丝杠长 120mm，滑块

左右可移动范围 100mm，当机器人偏离焊缝中轴线未超过滑块所能覆盖的范围时，系统可

以仅通过调整滑块滑动范围继续进行焊缝检测，无需调整机器人位姿。

5.6 小结

本章首先介绍了爬壁机器人的结构设计灵感，模仿壁虎爬墙的仿生学设计方式。分析

了爬壁机器人的力学模型和动力学模型，对机器人在竖直方向和水平方向上做受力分析，

通过对永磁吸附单元的吸附力计算，保证了机器人在塔筒表面吸附的稳定。在塔筒上作业

过程中，机器人可能出现 4种运动方式：竖直行走，水平行走，任意角度运动和原地转弯，

文中分别对四种运动方式的做出运动学分析，并建立以塔筒为世界坐标系的运动模型。

然后，根据运动学模型和焊缝跟踪结果，视觉图像特征点坐标到机器人坐标系的运动

微分方程被建立，计算出反应两坐标系之间特征点运动关联的雅可比矩阵。采用一个混合

视觉伺服模型控制机器人跟踪焊缝并做超声检查工作。最终，建立 CSL传感器坐标系与机

器人坐标系的运动关联，再结合混合视觉伺服模型分析系统稳定性。根据李雅普诺夫第二

方法的稳定性判据，选择符合负定条件的 PID参数可保证系统的渐近稳定。

在实验中根据实验数据介绍了吸附单元的力学特性；控制系统的通信单元结构和指令

系统；机器人焊缝跟踪轨迹优化与跟踪效果；超声波探伤仪的软硬件选择。
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本文面向焊缝跟踪过程中的信息采集、特征获取和控制反馈过程中的理论基础，针对

成型焊缝的结构特征设计了一套特殊的激光结构光传感器；面对野外作业中的高光照、高

噪声等环境因素构建了基于时空级联隐马尔可夫模型的焊缝跟踪系统；最后结合机器人的

力学和运动学模型提出机器人的混合视觉伺服控制模型，并验证系统的稳定性。

6.1 工作总结

在论文涉及的理论与实验过程中，作者共取得了如下研究成果：

1. 在爬壁机器人平台上设计一套十字型结构光传感器，该传感器除能够准确跟踪和测量

直焊缝之外，更重要的是该传感器的十字型激光投影设计非常适合于检测横纵焊缝的

交叉区域，即可以同时检测到横纵正交的两条焊缝。在实验中，我们在 16个位置上分

别采集两组带激光投影和不带激光投影的图像，共提取 300 组特征点作为标定工作的

训练集合，分别用于标定激光束平面和摄像机。计算激光束的平面方程和摄像机内外

参数，并分析系统的标定精度。然后，选择未参与标定工作的 18组特征点作为测试集

计算传感器系统的测量精度，实验结果显示该设备在 700mm深度的测量范围内精度可

达到毫米级，而机器人平台上的传感器测量深度大概在 150mm左右，这个测量精度完

全可以满足机器人视觉导航的要求。

2. 分析激光线能量函数和 CCD成像性质，有区别的对待激光投影的能量分布形式和激光

线在 CCD成像过程中的亮度分布形式。在 CCD成像过程中，由于感光单元过饱和失

真的情况，激光线亮度分布在 CCD上呈现为一个被削顶的高斯分布形式。这种情况对

于定位激光线峰值位置非常重要，因而在此基础上采用重心法对激光线亮度峰值进行

亚像素定位。由于重心法直接计算得到的重心点包含着若干环境噪声，于是将重心法

得到的亮度重心作为状态量输入到用空域隐马尔可夫模型，模型系统的转移概率和观

测概率分别采用状态量之间的距离和颜色差异计算。经过由 Viterbi算法解码得到的激

光线延伸的最优路径，这个路径即为被初步提取的激光线骨架。最后经过中值滤波和

形态学处理可得到一条非常平滑又反映了焊缝表面 3D信息的激光线骨架。在与参考文

献中提到的 4种方法做定量对比发现：S-HMM方法在精度、实时性、鲁棒性三个方面

都具备良好的工作特性。

3. 在提取得到的激光线上设计一个测量函数，由一个具有尺度变化的滑动窗口循环扫描

激光线，计算窗口内的测量函数值，函数值的大小反映了所在窗口位置处为焊缝位置
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的相似程度，函数值越大，窗口所在位置符合焊缝位置的相似度越高。将各窗口按相

似度从高到低排列，作为系统的状态量输入到一个时域隐马尔可夫模型，此时的模型

系统转移概率和观测概率由窗口之间的面积，位置和颜色信息来计算。在跟踪过程中

需要考虑机器人的运动速度和方向因素，有所区别的对待垂直激光线和水平激光线上

的焊缝跟踪情况。在实验中，通过统计焊缝特征点的跟踪效果并对比游标卡尺的测量

结果发现：STC-HMM 的焊缝跟踪在 640×480 分辨率的图像空间里，跟踪结果均方误

差可控制在 1.5 像素（在笛卡尔坐标系下约 4.5mm）范围内，焊缝跟踪误差率不高于

3.6%。

4. 分析机器人平台的力学和运动学模型，计算机器人在竖直方向上和水平方向上的吸附

效果和受力情况。针对机器人可能存在的滑动坠落和倾覆坠落情况，分别计算了永磁

吸附单元的吸附力和介绍防倾覆机构的设计形式。对于机器人存在的竖直运动、圆周

运动、任意方向运动和原地转动四种运动方式进行受力分析并建立动能方程。结合机

器人的运动学模型和视觉跟踪测量结果，本文提出采用混合视觉伺服控制模型进行机

器人移动控制和超声波焊缝检测控制方案，并通过李雅普诺夫稳定性判据分析系统稳

定的充分必要条件。在实验中验证机器人移动轨迹与焊缝中心线高度重合，很好的实

现了焊缝跟踪与检测工作。实验环节还验证了机器人永磁吸附的稳定性，无线通信方

案设计及超声波探伤设备的应用方案。

研究结果显示本文提出的爬壁机器人平台、视觉传感器、焊缝跟踪系统具有很好的实

际应用价值，可在恶劣的野外环境中实现焊缝跟踪检测作业。

6.2未来工作展望

现实工业环境下的焊缝视觉跟踪工作是一项充满挑战的研究课题，本文对其中的几个

主要问题做了探索性的尝试或技术上的革新，但我们承认，在视觉跟踪和控制模型设计方

面还有很多问题亟待解决或尚需完善。机器人是一个涉及到材料、机械、电气、通信、软

件等诸多学科的系统工程，由于作者的学识和精力有限，只在上述 4个点上做了相关的研

究。在未来的工作中，本人希望以博士阶段的研究成果为起点继续深入研究，同时扩大到

相关的研究领域。

在数据处理方面，目前的空间坐标转换、TSC-HMMs 滤波、视觉控制等还依赖于 PC

机处理，需要机器人与上位机之间时刻保持无线通信。在未来的工作中，我们计划将数据

处理单元固化到机器人本体上，采用 DSP或 FPGA等高速计算单元实现软件部分的大量计

算工作。这也需要我们在嵌入式技术上继续深入研究，未知的难题可能会在以后工作中不

断涌出。
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基于结构光技术的视觉焊缝跟踪系统，面对长时间的目标遮挡和长距离的焊缝焊接缺

陷的处理能力还有明显不足，尤其是面对表面固体污染物造成的噪声干扰，系统的鲁棒性

还有待提高。在未来的工作中我们可以在处理结构光信息的基础上辅以图像上的分类算法，

采用多元数据融合的方式提高焊缝的识别和跟踪精度。
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