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Abstract

Acoustic Modeling is one of the key problems in the field of speech recognition.
In this paper, the techniques of acoustic modeling and parameter tying strategy are
deeply studied. Two main aspects are focused on: the proposition and
implementation of the Semi-Continuous Segmental Probability Model (SCSPM);
The study of Context Dependent (CD) acoustic modeling with decision tree based
state tying, and the implementation of CD phone modeling and Initial/Final (IF)
modeling respectively. Including:

1 The SCSPM is proposed and implemented. It is based on the traditional
Hidden Markov Model (HMM) and the modified HMM namely Mixed Gaussian
Continuous Probability Model (MGCPM), the Vector Quantizaztion (VQ) technique
and the feature of continuous probability density distribution are integrated, and the
method of Tied Mixture is adopted to describe the probability distribution of each
state. Moreover, the mixture weight reduction method is studied and analyzed, and a
new effective method which prunes the small tying weight through the iterative
training process is proposed. Compared with the MGCPM, SCSPM can reduce the
model scale and computational complexity significantly with little degradation in
recognition accuracy.

2 The HMM Tool Kit (HTK) platform is studied and analyzed. Based on HTK,
an effective method is implemented for acoustic model training and performance
evaluation.

3 The Decision Tree (DT) based state tying strategy in the Context Dependent
(CD) acoustic modeling is deeply studied. Two different DT design methods are
analyzed, the design of question set and the DT node splitting strategy are discussed.
Furthermore, the method for treating the silence model is studied to enhance the
robustness.

4 The CD-Phone model with decision tree based state tying is implemented.
The phone question set and different DT structure are designed. Compared with the
baseline syllable model, CD-Phone model reduces the syllable error rate (SER) by
about 10%.

5 The CD Initial/Final (IF) model with decision tree based state tying is
implemented. To maintain the connection between Initial and Final, the Extend IF
(XIF) set is proposed by adding the Zero Initials to the prior standard IF set.
Experiments show that the XIF model outperforms the IF model. The syllable
correct rate of the implemented CD-XIF model can achieve over 80%, and the
CD-XIF model can reduce the SER by over 25% compared with the baseline
syllable model.

Keyword: Semi-Continuous Segmental Probability Model, Parameter Tying

Strategy, Decision Tree based State Tying, Context Dependent Phone
Model, Context Dependent Initial/Final Model
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1.1.2

Speaker Dependent, SD
Speaker Independent, Sl

Small Vocabulary Medium Vocabulary Large
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1.1.3
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(LPC) LPCC Mel MFCC

Wilpon[vvilpon 1989]



[Wilpon 1991]

2 HMM
HMM
Viterbi [Viterbi 1967]
Artificial Neural Network, ANN
HMM
HMM
[Franzini 1990][Morgan 1990]
HMM
3
Statistical Language Model Knowledge-based Language
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Nadas
[Nadas 1985] Katz [Katz 1987]
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w
P(Aw)P(w)
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P(w)
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w* = arg max P(w 4) = arg max

w* = arg max P(w{4) P(w)

1.2.2
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ANN

ANN
1998]

(1.1)

(1.2)
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ANN ANN

ANN
ANN
1.3
[Zheng 1996]
1
2
(Phoneme) (Triphone)
Triphone
Triphone [Yang 1995]

(Syllable)



[Zheng 1996] 418
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Coarticulation
Context Dependent,
CD triphone
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(Initial/Final, IF)

[Li 2000]

Context Dependent
Initial/Final, CD-IF
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SCHMM HMM Tied Mixture HMM, TMHMM
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SCHMM
EasyTalk [Zheng 1999]
MGCP M [£heng 1998] CHMM
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2.1 HMM

HMM
HMM HMM
[Rabiner 1989]
2.1.1 HMM
HMM {S():1 eT}
t s, =8(t) t
t
{S(t):t eT}
T
I T {S()t=012,---}
P{S(t +1) = 5|S(0) = 55, SQ) = 5,,--,5(:) = 5, }
(2-1)
= P{S(t+1) = s|S(1) = 5, )
t
a,(t)= P{S(t +1) = jlS(1) = i} (2-2)
t i j
a; ()20, i,jel (2-3)
Zal.j (=1 iel (2-4)

(HMM)
HMM t
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HMM {a, }
HMM

(1) N={123 N} s, =s(t) eN t

(2) A(2) = {aii (t)} NxN

a, (6) = P{s(t +1) = jls(0) = i}

® 5={,0,, )
b,(x)=F, {output = x‘state = j} P
@) n=1{m},., r, = P{s() =i}
HMM
a=la,f a, = P{s(t+1) = jls(e) = i}
N HMM A={m, 4, B}
2.1.2 HMM
HMM
HMM 0
0
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M {0 .m=1~Mm} HMM
HMM
@)
@)
- > {Forward-Backward) Baum-Welch  [Bam1972]
(1<j<N)
N
a,(j) = Ploy, 0y, 0,05, = jIN =Y e, (Dayb,(0,)2 <t < T (2-5)
i1

a,(j)=nb,(o,)

(2-6)

N
B,() = Plo,1,0,50 055, =1, A}= D b, (0,) B ()ASEST -1 (2-7)
j=1

:BT (l) =1

i

aijz

_ 9 (OB, ()
T = N

Zlocr(i)

7-1

Y a, (Dayb, (0,.1)B,.: ()

t

-1

> a, (B, ()

1=

b(x)=/(A0) (O A

b,()

HMM

P{O|A} = Zar(i)

Viterbi

[Viterbi 1967]

(2-8)

[Baum 1972][Huang 1989]

(2-9)

(2-10)

) (2-11)

(2-12)
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ch(j):njbj(ol)l 1<j<N (2'13)
(Z:SZ'S T1<;< pf)

®, () = ma]e,,()-a,]p, (0,) (2-14)

¥, (j) =argmax®, ,(1)-a, b, (0,) (2-15)
I<i<N

s = arg max[CD () - 1] 1 (2-16)
I<i<N

s =g (sUP), 1<t<T-1 (2.17)

S — {sfML) N<r< T} (Maximum Likelihood, ML)
HMM

r
1ﬁm)=®T@ym)=ﬂwm'QWU@DIIawpwm‘QWU@J
=2

(2-18)
= (@W f!aé g j (fl[ b o, )j P{s®|A}- B, ols ™), Af
()
P{OA} = ZS:Pd {0,8]A} = ZP {OA, S} P{S|A}
e ) (i
= ;(n b, (ol)fz[aw/ b, (o, )j
S={sl<t<T] Viterbi

HMM a,=0,j<i
(a;, =0, j<i,j>i+1)
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2.1.3 HMM

b, (x) VQ
HMM HMM (Discrete HMM, DHMM) HMM (Continuous
HMM, CHMM) HMM (Semi-Continuous HMM, SCHMM)tHang 19841

HMM 4

P{OIA} =" P{0,S|A} =) P{S|A}- P,{OA, S|

r (2-20)

AN ORI (X

P{OlA, S} = ll[bsl (0,) (2-21)

b, (0,)

2.1.3.1 HMM
DHMM (Vector Quantization VQ)
(codeword) (codebook)
b, (0,) b, (V(0,) V()
b, (v)

i%@ﬂ@

b, (v) = 2= (2-22)
2., B,0)

DHMM
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DHMM

2.1.3.2 HMM
DHMM CHMM CHMM
(Mixed Gaussian Density, MGD)MWilPon 1989lHuang
1989]
M
bl’l (x) = z g"lm : N(x; M"l”l ! anﬂ) (2-23)
m=1
M
> 8m=1 (2-24)
m=1
M n
M MGD
2.1.3.3 HMM
MGD ( [T,
an gnm) M bl’l (x) M

SCHMM VQ

b, (o0,) = f{o,|s,} = ZL:f{oJVI,S,}-P{VJst}
) - . (2-25)
=2 ol o) =2 o) -0 )
h<i<i) by} v,
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g v,

b,(0,) = Zg flofri} (2-26)

MGD(Tied Mixture Gaussian Density, TMGD)[Bellegarda 1990]

L
bn(x) G:{gnl|1£n£N}
SCHMM TMGD
L
MGD
2.1.4 HMM
HMM
HMM
HMM
—HMM
HMM “ 7z
HMM

HMM HMM
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LDA
HMM
HMM DHMM
HMM CHMM  SCHMM

(Maximum Mutual Information, MM1)  [Ba! 19861

2.2 MGCPM

HMM Viterbi

Mixed Gaussian Continuous Probability Model, MGCPM  [2heng 1998][Mou 1998]

HMM
Viterbi
HMM MGCPM
CHMM
K k
Z, ={zy,z, ... 2; }, z,
M
p(z;10)=2{ pip(z,16) } (2-27)
i=1
z,€Z d j=12,...T M
p(z;10)= (2z)"* | R, |? exp{—%(zj —ui)TRl._l(zj —u;) } (2-28)
0. U, R.

l i i
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D, i zpi :l’pi >0
J=1

0 p, 0 i=12,..M
VA o
Z p(Z10) Dempster EM
[Dempster 1977] 2l
Z
T
p(Z10)=]]p(z10) (2-29)
j=1
p(Z|0) o r(Z]9)
f= Vg(lnp(Zlﬁ)):O (2-30)
o RoP P12 M H;

S=Vu (Inp(z10))

WEALRAIT A

>, p(z;10)° pr# p(z;16,) (2-31)

I
M“ M- i

p(z,10) " p.p(z, 10)R (2, — ;)

~.
1]
UN

Il
o

P, =p(z,10) " p,p(z,16,) (2-32)

Hi = Z(Pi,j 'Z./) ZPL/ ' (2.33)
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2.3

J

j=1

( i %) )/ZP,/ (2-34)
j
T T
R=X(P,,~u)z,-u)") %P, (2-35)
J=
T
Z (2-36)
M
(2-36) > p,=1p =20
j=1
(2-29)
418
60 40
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HMM HMM
MGCPM
MGCPM SCHMM  MGCPM
(Semi-Continuous Segmental Probability Model SCSPM)

3.1 SCSPM

3.1.1 (SPM)

HMM HMM
[Juang 1985][Zheng 1997]

Segmental Probability Model, SPM
MGD Equal

Feature Variance Sum, EFVS [Xu19%] None Linear Partition, NLP

[Jiang 1989] HMM SPM

312 SCHMM

HMM(CHMM) HMM(SCHMM)
pdf CHMM SCHMM
CHMM
pdf SCHMM pdf
SCHMM

Tied Mixture HM M [Bellegarda 19901 gz

[Duchateau 1998]

SCHMM
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SCHMM
3.1.3 SCSPM

SCSPM SCHMM
MGCPM SCSPM

SCSPM
3-1 SCSPM

3.2

SCSPM

SCSPM
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3.2.1

K-
LBG ( GLA Generalized Lloyd Algorithm) [Sdzki 1985]
1) S
(2) L
3) 5
(4) M c” o,
) DV=w
(6) m=1
d(X YD) < d(X,¥"), vi
(8) D™
M
D(m) = z Zd(X, Yl(m—l))
=1 XESI(M)
(9) AD™ 5
m (m=1) _ y(m)
s _ ADY |t~ |
D™ D
(10) c,m™  c,m Cyf"”
Ci(m) = i z X
i Xesi™
(12)
m<t?  m=ml @) (13)
(13) ™ ™ D™
(14)
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X Xo

4,096

é(m)<5
LBG
X0 X;
MGCPM
n n><?2
2
N 4,096
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3.2.2

3.3

p(z,10)= > {g, (p(z, 16,)}

m=1

M
Yg, =1
m=1

-27-

MGCPM MGCPM
MGCPM
D(G,G,) =l i — |l
G[ t /L_zt Gt
G, G,
G
ﬁz(ﬁi—i_ﬁj)/z! 5:(51“"5‘/)/2
n n=N
0 6., (m=12,.M)
Z J
j(=1,2,..J) g, m
MGD, Z

(3-5)

3-7)

(3-8)



HO) = In(p(Z |0)) = In(f!p(zj 1) =Zlnp(zj 10)
3-9
£ =)+ A3 g,
t=12,..M,

J M
> p(z; 10V, O g.p(z,10,)+2=0
=1 m=1

J
j“.gl :_Zp(zj |9)7lgtp(zj |91)
=1

J

M J

== p(z,10) g, p(z,10)=—J
t=1 j=1
3-12 3-13 g,

J
g, =J" plz,10)"g,p(z,16,)
j=1

3.4 SCSPM

SCHMM

[Gales 1999] [Fischer 1999]

1
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SCSPM
MGD
4 MGD
1 4
(3-8)
3.5
863
13 520
10
16KHz 16
6
351
SCSPM

1,024 2048 4,096
4
4,096
1,024 4,096
36.6%
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MGCPM
SCSPM

3.6

MGCPM

SCSPM

3-2 SCSPM  MGCPM

(%)
5 10
M(fcp'\gs 9,669 74.35 89.15 93.78
M(SGCP'\QS 18,685 | 7587 90.62 94.55
SCSPMs | 4,09 75.49 90.48 94.42
SCSPM
MGCPM MGCPM
SCSPM
SCSPM
SCSPM

SCSPM
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MGCPM SCSPM
418
73,000,000
4.1
411
[Ma 2000]
4-1
/all “ai,,,“an” “a,’
/a/ “a,’
nel “cie>” “cg””
/eI/ “ei,, “e,,
/eN/ “en’, “e,’
el “cg””
/CI/ “Ci,, “S',, “Zi,’ “i,’
/CH|/ “Chi” “g,]i’, “Zhi’, “i”
/Bil “<i>
/OU/ “Ou’, “O,’
/0/ “0”
Jul ey
/V/ ‘syu’,
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13

/vl, [cl, Ichl, 1dl, If1, Igl, Inl, [jl, IKI, 1M, Il Ind, Ingl, Ipl, Ial, Itl, Is], Ishl, 1],
Ixl, 1z, Izh/

Ing/ 22
ler/ Isil/ 37
4.1.2
4-2
a lal al /a/Bil an /a/Bil
ang lalng/ ao falu/ e lel
€l /el/Bi/ en /eN/n/ eng /eN/ng/
er ler/ 0 o/ ong luing/
ou /oU/u/ i /Bi/ ia IBilal
ian /Bi/le/n/ iang | /Bi/alng/ iao /Bi/alu/
ie /Bi/le/ in /Bi/n/ ing /Bi/ng/
iong | /Bilu/ng/ iou | /Bi/oU/u/ u u/
ua el uai /u/al/Bi/ uan /u/al/n/
uang /ulalng/ uei /u/el/Bi/ uen /u/leN/n/
ueng | /u/eN/ng/ uo /ulo/ Y v/
van Ivlleln/ ve Ivllel vn IvIn/
io /Bilo/
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4.2

421
[wu 1989]
4-3
(High) IBil, ICil, ICHil, Iul, v/
(Medium) lel, Nel, [ell, IeN/, ler], lol, [oU/
(Low) /al, lall
(Top Vowel) lal, 1al, Iel, llel, [ell, [eN/, IBil, lol, [oUl, Iul, v/
(Front) lal, lal, IBil, Ivl, el
(End) /al, Iel, lell, [eN/, Iul, ol, loU/
(Unrounded) lal, lall, IBil, lel, e/, [ell, [eN/
(Rounded) lul, VI, Iol, loU/
(Apica Vowel) | /Ci/, ICHi/
E 1(Evowel) lel, el, [ell, [eN/
E 2(Evowel2) lel, [ell, leN/
I (Ivowel) IBil, ICil, ICHi/
O (Ovowel) /o, loU/
U V (uandv) ul, vl
4-4
(Stop) /ol 1dl, Igl, Ipl, Itl, I/
(Aspirated Stop) /ol Idl, Ig/
Ipl, Itl, Ik/
(Unaspirated Stop)
(Affricate) 12, 1z0, 1jl, Icl, Ichl, Ig/
1z, Izh, [j/
(Aspirated Affricate)
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Icl, [ehl, Igf

(Unaspirated Affricate)

(Fricative) If1, 19, s/, Ix1, I, Irl

2(Fricative?) 151,16, 1shd, IxI, In, Irl, IK]
(Voiceless Fricative) If1, 19, Ishl, IxI, Ih/
(Voice Fricative) Irl, I/

(Nasal) Iml, In/, Ing/

2(Nasal2) md, Ind, I/

3(Nasal3) I/, Ind, 1], Ing/

(Labial) Iol, Ipl, Im/

2(Labial2) Iol, Ipl, I, [§1

(Apical) Iz, [cl, I, [dl S, Ind, 1M, 1zh, Il Ishi, Tl
(Apica Front) Izl, Icl, Is/

1(Apical) far i, Ind, 1N/

2(Apical2) fdr, it/

3(Apical3) i, 1N/

1(Apical End)

Izh, [chl, Ish, It/

2(Apical End2)

I1zhl, Ichl, Ish/

(Tongue Top) 11, Iol, Ix/
(Tongue Root) lol, Ik, In/, Ing/
2(Tongue Root2) lol, Ikl, In/
37
3
ce Stop **
Left Question
QS “L_Stop”  {b-*, d-*, g-*, p-*, t-*, k-*}
Right Question
QS "R_Stop"  {*+b, *+d, *+g, *+p, *+t, *+k}

Central Question
QS "C_Stop" {*_b+*’ *_d+*' *_g+*1 *_p+*, *_t+*’ *_k+*, *_b’ *_d’ *_g’
*-p, *-t, *-k, b+*, d+*, g+*, p+*, t+*, k+*, b, d, g, p, t, k}
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4.2.2

[Gao 1998]
L(S)=log P(X |S) S X ={X, X, X,}
N Xt ={xh Xt xh ) X% ={x? x2, X2,

x=x{Jx* x'Nx*=o

L parent ! L:t'hi[d Lihild
A= Llchild + Lihild - Lparent
A
L(S)
[Reichl 2000]
O() =2 7, (x)og N(x, | 1(S), > (S)) (4-1)
x, seS
7,(x,) X, s N(e|p,X) u
z o(Ss) L(S)
Q(S) = O(S) = L(S) = L(S) (4-2)
o(9)
4.2.3
37
I-c+r
c I r
8,757
& & (tie) E R
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4-3 2
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b-al+f_s[2]
f-al+m.s[2]
j-al+z.s[2]
s-al+t.s[2]

R_Affricate?

R_Nasal?

L_Affricate?
y

>
S0
>

>
»@

R _Nasal?

C_Affricate?

J_

P
LA
P

P

| 37><3 111
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421

1 3
421
4.3
863 80
520
16KHz 13 MFCC 1
42
12ms HTK v2.20vens 1999]
4.3.1
Cl-Phone
Cl-Phone
4-5 Cl-Phone
(%)
1 31.30
2 37.69
4 43.42
8 47.37
8 47%
4.3.2

4.2.3 | I A
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I (A=350 6,587 )

B 1l (A=3506,285 )
O 11 (A=100 10,528 )

80

g 75
70
-
60

1 2 4
4-4
A I
I I
I
| 3 I
350 100
| |
4.3.3 CD-Phone
CD-Phone
6
<« > 4-6
4-6 CD-Phone
8 CD-Phone

10%
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4-6 CD-Phone

(%)

CD-Phone
1 60.51 68.92
2 65.04 72.35
4 69.92 74.59
6 72.37 75.62
8 73.83 76.47

4.4
CD-Phone
CD-Phone

10% CD-Phone
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5.1

21 38

5-1 (Initial/Final, 1F)

[Li 2000]

bl p; ”7’ fl dl t’ nl II g; kl /7’ jl q; X’ Zhl
(21) ch, sh, z, c, s, r

a, aif, an, ang, ao, e, ei, en, eng, er, o,
(38) qng,_gu, (f i, iéﬁ ia, ian, i?ng, iao, ie,

in, ing, iong, iou, u, ua, ual, uan, uang,
vei, uen, ueng, uo, Vv, van, ve, vn

“ang11

“ang,’
““zhang”” ““zh”” ““ang””
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E ® & a” ~ &

ang

5-2 Extended Initial/Final, XIF
b, p, m, f, d, t, n, I, g, k, h, j, q, x, zh,
@n ch, sh, z, ¢, s, r, __a, o, e, I, U, V
a, al, an, ang, ao, e, ei, en, eng, er, o, ong,
(38) ou, I, i1, i2, ia, ian, iang, iao, ie, in, ing,
fong, iIou, u, ua, uai, uan, uang, ueir, uen,
veng, uo, v, van, ve, vn
XIFs

122,118

5.2

QS “R_Affricate”
QS “L_Affricate”

“+,’

IFs

XIFs 29,047

ce Affricate *~

{*+Z, *+Zh, *+j1 *+C, *+Ch, *+q}

{z-*, zh-*, j-*, c-*, ch-*, g-*}

Affricate >~ “¢ Aspirated *~

Aspirated Affricate
QS “R_AspiratedAffricate” {*+z, *+zh, *+j }
QS “L_AspiratedAffricate” {z-*, zh-*, j-*}

“a,,
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QS “R_Type A”  {*+a, *+al, *+an, *+ang, *+ao }

QS “L_Type A”  {a-* ia-*, ua-*}

32 29
= & p 9
QS “R_p” {*+p}
QS “L_p” {p-*}
IFs XIF

QS “L_Type A” { _a-* a-* ia-*, ua-*}

5.3
1. sil 2
0.2
2. Short Pause, sp sp
1 3
3
3. sp 1 3
4. sil 3 sp 2
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2 sil

0.3



Sil

O—2 >©
Sp
5-1 sp
5.4
4.3
54.11F XIF
IF XIF
5-3 IF XIF
(%0)
Cl-Phone Cl-IF CI-XIF
1 31.30 43.71 47.09
2 37.69 50.13 55.26
4 43.42 54.25 58.67
XIF IF
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5.4.2 SP

5.4.3

XIF

sp CD-XIF
5-4 sp
(%)
SP SP

1 74.85 75.24

2 76.83 77.28

4 78.77 79.30

Sp
|
5-5
A (%)

100 21,222 76.23
200 14,630 76.19
350 9,311 75.24
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0.5

42,255



5.44

(Cl-Syllable) CD-Phone
CD-IF CD-XIF

I A 350

—e—CI-Syllable
—=m— CD-Phone
—a—CD-IF

—k— CD-XIF

1 2 4 6 8
5-2
8 8
CD
ClI-Syllable CD-Phone CD-IF CD-XIF
CD-IF 4
80.43% Cl-Syllable 25%

9.5
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(CD-IF) IF
6 XIF XIFs
CD-XIF CD-IF 4 CD-XIF
80.43% 25%
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6.1

1 (SCSPM) HMM
MGCPM
SCSPM
MGCPM SCSPM

2 HTK HTK
3
4 CD-Phone

CD-Phone

10%
5 CD Initial/Final,
CD-IF

Extended Initial/Final, XIF
XIF IF CD-XIF
80% 25%

6.2
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1. HTK

HTK

HTK

Hbuild
HCopy
HDMan
HLEd
HList
HLStats
HParse

HSGen

HSLab

HCompV
HERest

HTK

Hidden Markov Model

HTK
HTK
Backus-Naur (EBNF)
HTK
Baum-Welch HMM

-53-
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HTK



(Embedded Training)

® HEAdapt MLLR [/ MAP HMM

® HHEd HMM

® Hinit HMM

® HQuant HTK VQ

® HRest HMM Baum-Welch
® HSmooth HMM

® HResults HTK
® HVite Viterbi

HTK
HERest
Hinit HRest HERest
Baum-Welch
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HMM
(Proto)

HCompV

!

Hinit

v

HRest

v

HERest(><5)

i
D)

HLEd HHEd
HERest
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(i
HHEJ(
HLEd )
HERest(
(i v
HHEJ(
)
HERest(
x<5)
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