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ABSTRACT

CDM (Chinese Dictation Machine) is a speaker independent, large vocabulary, continuous

speech or connected word based Chinese speech recognition system, used to transform human
speech to corresponding text information. In this paper, some key techniques for CDM have been
studied. Two main aspects are focused on: the establishment and improvement of the acoustic
model; the implementation and refinement of N-gram statistical language model. In detail, the
following are included:

The classic HMM (Hidden Markov Model) and some derived acoustic models are studied,
and a new model named GMSM (Gaussian Mixture Segmentation Model) is proposed for
recognition. GMSM uses Gaussian Mixture PDF (Probability Density Function) to describe
the distribution of feature vectors in the feature space. It simplifies HMM’s training and
Viterbi decoding process, using linear or non-linear segmentation of observation sequence to
determine the states while training, using a Frame-Synchronous Network Search Algorithm
to decode states while recognizing.

Some details of GMSM implementation are investigated, including simplification of variance
matrix estimation, initial estimates of GMSM parameters, solution of training data
insufficiency and oddity, decision of iteration termination, and acceleration of recognition
process etc.

Experiments are made to evaluate GMSM’s overall performance, and how the variations of
training frame shift interval, scoring scheme, and convergence threshold influence GMSM’s
performance are studied.

The structure of CDM Language Model Database is settled.

Some implementation problems of the Back-off Algorithm based N-gram language model are
analyzed, and a modified back-off frequency estimation algorithm is proposed to amend the
calculation of discount coefficient and normalizing constant in the origianl algorithm, so that
an applicable N-gram statistical language model can be achieved.

The searching strategies of N-gram language model are investigated, and a practical
searching method is provided.

Based on the word list of 24713 words and the training corpus of 40,000,000 words
containing the full text of the People’s Daily 1993, digestion of the Market News and
manuscripts of the XINHUA news agency, a Tri-gram language model using the modified
back-off frequency estimation algorithm is implemented.

Experiments are carried out to analyze the performance of the implemented Tri-gram
language model. The overall performance of a CDM prototype using GMSM and the
modified back-off frequency estimation algorithm based Tri-gram language model is also
studied.

KEY WORDS: Chinese Dictation Machine, Gaussian Mixture Segmentation Model, Modified

Back-off Frequency Estimation Algorithm, N-gram Language Model
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70
80
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LPC mel Wilpon[Winon 89]
< - ””(Time-Frequency Spectrum)
[Wilpon 91]
70 DP Dynamic Programming
[Vintsjuk 881 Dynamic Time Warping 70
[Linde 80]
VQ Vector Quantization
80
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80 Neural Networks
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Statistical Language Model Knowledge-based Language
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2.1

(CEP) (LPC)
LPCC Mel MFCC
(PLP)
LPCC
2.1.1 LPC LPCC
(Cepstrum CEP)
[Rabiner 78]
CEP(t) = DFT *(In|DFT(Frame(t))) 2.1.1)
Frame(t) t DFT() DFT™()
CEP(t)
(LPC) (all-pole)
(auto-correlation) LPC

LPC (LPCC, Linear Predictive Coding Cepstrum) ~ [Pavis 19801




d-1, _
LPCC, (d) = LPC, (d) +de—d LPCC,(d —k)- LPC,(k), d=12,...,D (2.1.2)

k=1
LPC,(d) LPCC,(d) t d(d=12,...D) LPC
LPCC
2.1.2
(ARA, auto-regression analysis) (LRA, linear
regression analysis)
LRA
ARA [Furui 86]
ARC,(d)=G- D.n-CEP,, (d), 1<d<D (2.1.3)
N, G

G :7/ | "z"nz (2.1.4)

Delta Cepstrum [Soong 86, Rabiner 88]

ny=2

2.2




[Pao

92]

HMM, Hidden Markov Model HMM

HMM
CDCPM [zheng 97]
GMSM HMM HMM
3.1 HMM
HMM 80
3.1.1 HMM
HMM {s(t):teT}

t s, = S(t) t




{s(t):teT}
T
| T {Sht=012,---}

P{S(t+1) =§S(0) =5, (1) =5, 5(t) =5, | = P{S(t+) = §f3(t) = 5, } B.LL)

t
a,(t) = P{S(t+1) = jls(t) =i (3.1.2)
t i j
a,(t)>0, i,jel (3.1.3)
2.a,(t)=1 iel (3.1.4)
(HMM)
HMM t s,
RQ
HMM {a, }
HMM (1) N={123 N}
5, =s(t) eN t ) A(t)={aij(t)}NXN
a,(t) = P{s(t+1) = js) =i} (3) B={b,() _ (
) b, (x) = P, {output = x‘state = j} P, {
@) n=im}, ., m, = P{s() =i}
HMM
A=fa,f a, = P{s(t+1) = jls(t) =i}
N HMM A={n A B}




3.1.2 HMM

HMM

L HMM o
O
M o™ m=1~Mm}
HMM
2. HMM
@)

3.

© 0
- > *(Forward-Backward) Baum-Welch ~ [Bam72]

(1<j<N)

N
at(j) = P{Ol’()z’""Ot’St = j|A}: Zat_l(i)aijbj(ot),z <t<T (3.1.5)
i=1

o, (J) = mb (0,) (3.1.6)

(1<i<N)

N
B.(i) = P{ot+1’ot+2""'0T|St = ivA}: Zaijbj (0u)Ba(i<st<T-1  (3.1.7)
j=L

B (i) =1 (3.1.8)
[Baum 72, Huang 89]
7, = B0 (3.1.9)
gaTa)
) Oy i)aijbj (01,1)Br.. (J)
a; = = (3.1.10)
2, (DB, ()
b(x)=f(A,0) ( O A ) (3.1.11)




b, () HMM

N
P{OIA} =D a (i) (3.1.12)
i=1
Viterbi [Viterbi 67]
q)l(j)znjbj (01)! 1< J <N (3113)

(2<t<T1<j<N)

®,(j) = max| @, (i) 8 b, (0,) (3.1.14)
Y, ()) = arlg nllax[ MOE a“]b (0,) (3.1.15)
st = arg max[CD (i) - 1] 1 (3.1.16)
I<i<N
s =g (sMY), 1<t<T-1 (3.1.17)
SMo :{sfML)IlstsT} (ML, Maximum Likelihood)

HMM

.
P = . (M) = 7 b, (01)[2[ 8 s “Dgny (0)

. . (3.1.18)
= [nsfML) ]tiz[asmust(m)j (]t:L[ bst(ML) (Ot )) = P{S(ML)|A} ° Pd {O‘S(ML) ,A}
( )
P,{O]A} =Y P, {0,5|A} =D P,{0|A,S} - P{S|A}
= (nslll[as‘ J ( bst (o, )j (3.1.19)
( b(oﬂlasbgoﬂ
S={sh<t<T} Viterbi
(ML, Maximum Likelihood)
HMM a; =0, j<i




(a; =0, j<i,j>i+1)

3.1.3 HMM
b; (x) VQ
HMM HMM (DHMM, Discrete HMM) HMM (CDHMM,
Continuous Density HMM, CHMM) HMM (SCHMM,
Semi-Continuous HMM)Hang 1989 HMM A
P,{OlA} =D P, {O,S|A} =D P{SIA} - P, {O]A,S}
s T " (3.1.20)
-3 [x T {100
P,{OA,S} = ]l[bst (0,) (3.1.21)
b,, (0,)
1. HMM DHMM
DHMM (VQ, Vector Quantization)
(codeword) (codebook)
b, (0,) b, (V(0,)) V()
b, (v)
20 (0)-B. ()
b, (v) =~ (3.1.22)
2 ()0
V'

10



DHMM

2. HMM CHMM

DHMM CHMM

CHMM

Parzen

[Parzen 62]

DHMM

(MGD, Mixture Gaussian Density)!iPon &

Huang 89]

M
bn(X) - Zg”m ) N(X;Hnm’znm)

m=1

M n
M MGD
3. HMM SCHMM
MGD (
Zim Oom) M b, ()

SCHMM[Huang 89] VQ

(3.1.23)

(3.1.24)

unm

(3.1.25)

1



mmgzggwf@WJ (3.1.26)

MGD(TMGD, Tied Mixture Gaussian Density)[®*"¢92" %0l

L
b, (X) G={g,1<n=<N|
SCHMM  TMGD
L
MGD
3.1.4 HMM
HMM
HMM
HMM
1. [Rabiner 89]
;
P(0,,0,--0;)=]]P(O)) (3.1.27)
j=1
2 [Rabiner 89] H M M
n n>1
3 A
N
Z%= (3.1.28)
j=1
N [chai 94]
4, HMM
3.2 CDCPM
CDCPM, Center-Distance Continuous Probabilistic
Model HMM
[Zheng 96]
HMM A B

12



T CDCPM HMM B B PDF

PDF
3.2.1
N HMM n PDF
Gauss (MGD)
M
bn (X) = Z gnmN (X;/Unm’znm) (321)
m=1
N (X ,X) U 2 D
HMM N
M D A /’lnm (/’lgnm))
Som = (ol O 1<n<N, 1<m<M,
1<d,p,gq<D
1=y s ) L= (o) D
(X; Z)—;ex ( l(x )= (X — )" (3.2.2)
P u, 2) = (27Z)D/2|2|1/2 p 5 H H v
») ) ( oi=o):
2 2
p(X; 11, %) = exp(—=Y_ (xa — 1) 1 263) (3.2.3)

(Zﬂ)DlzﬁJd d=1
d=1

X1 Xz Euclidean
D
d(X1,%0) = \/z Wy (X1g — de)2 (3.2.4)
d=1
(3.2.3) PDF:
PO 4y ow) =~ eXP(=d* (X, 1) | 25%) (3.2.9)
(27[) Ow

13



d(x, u) x PDF

N(bo)  n=[6-4 r; PDF

2
p(y;o) = Tors exp(-y*/25%),y=0

p(X 11,) = J%Gexp(—d%x,y)/m

3.27)  (3.2.5)

(Center-Distance Normal CDN)

o 20
= s u,o)dy = —
#,= |y p(y; . 0)dy T
CDN U O
_EZS: o__\/27z _N2rm
Hog e 2 T2 54
S Xl!XZ!”'!XS S
3.2.2 CDCPM
CDCPM CDCPM
N M D CDN
G g, 1<n<N, 1<m<M, 1<d<D

M
by (X) = D 9N o (X yms Tn)

m=1

(1) (NLS)
N )
() n

1 S
2 d(x. )

(3.2.6)
(3.2.7)
N CD(X7/’I’O-)
(32.6) 7
(3.2.8)
} (3.2.9)
Hom = (15™)
PDF
(3.2.10)
N (
LBG

14



3 (3.2.9) P
Bayes CDCPM (3.2.10)
(NN)
b (x) = max N 5 (X: 4y, ) (3.2.11)
(3.2.11) (3.2.10) [zheng 96]

O =(01,02...07)

CDCPM

;
score(O; u,6) = [ [ ba(ot]or € segment n) (3.2.12)
t=1

b (*) (3.2.10) (3.2.11)

Blix)  b2x) b3 b

3.1 4 CDCPM

3.1 4 CDCPM
TS SILENCE GARBAGE CDCPM

t=1 CDCPM 1 state(1)=1 t CDCPM

i state(t)=i, i i+1 TS
bn (Ot+l)
state(t +1) = argmax b, (0..1) (3.2.13)
n=i,i+1,TS

(3.2.13)

15



i DURY" < -TSH (3.2.14)

state(t +1) = {arg max b, (0t.1), —TSH < pUrR® < TSH

n=i,i+1,TS

arg max by (0¢,1), TSH < pur®”

n=i+1,TS

DUR® i ( )
, TSH TSH=1 1.5.
3.3 GMSM
HMM Viterbi

GMSM Gussian Mixture Segmentation Model

HMM Viterbi
HMM
GMSM CHMM
CHMM
3.3.1
K GMSM k
Z, :{411721 "'ZT} Z, Z
Zi
M
p(Z,16) = 3" (P p(Z,16))) (33.1)
i=1
® 7,eZ i 12,---.T

oM

p(ij |9i) = (27[)_d/2|Ri |_1/2 eXp(_%(zj o /Zli )T Ri_l(zj - /Zli )j (3-3-2)

16



EM

M
o p| 1 Zpi=1,p|20
-1
e 0 p, O i 12,---,M
Z 0
Z p(Z|6) Dempster  Laird
[Dempster 77] P2
Z
.
p(ZI6) =] n(Z,16) (3.3.3)
j=1
p(zlo) o p(Z10)
f =V,(Inp(z|9))=0 (3.3.4)
/Z‘i R plw) i 12,---,M Zli
f= V”i (Inp(Z|0))
T M
=> p(f,-lé’)flvﬂi (Z P P(Z;16; )j
=1 i-1
T
= Z p(zj |9)71 pivyi p(zj 10,) (3.3.5)
=1
T . B
= z p(2j|(9)_1 P p(zjlei)Ri_ (Zj — 1)
=1
=0
R,= p(z’jle)il P p(Z;16,) (3.3.6)
- T B T
ﬂi:_z;,(Pi,j'Zj) _lPi,j- (3.3.7)
= i=

17



H; Hi H; Hi
PR P, ﬁi
- T n T
M = Z(Pi,,- 'ZJ) 2P (3:3.8)
j=1 j=1
R =X (R, -2z -a)" )/ >R, (33.9)
L i1
.
P, :T’VZPH (3.3.10)
j=1
M
(3.2.10) >p=1p =0
j=1
(3.2.3)
3.3.2
GMSM
Z CDCPM
{O0™ m=1~M}
om M M
3.3.1 M
O(m) :Ol(m),oém)"'OT(m) K
oly ={om,om,---0{"_} 1<k<K+1 1<S, <T +1
Sk < Sk+l k
Zk
Z, ={0f),m=1~M} (3.3.11)
1.

18



K T./K
o o 4(0,,0)
om
DM _ Zd(o(m) OI(E) (3.3.12)
D™ /K K
Sk+1 -2
Diy = >'d(0™,07) D™ /K
i=S,
K
K
K
Kk Z, 331 k 1
Zk+1
Z, L Zy
Ly
G, = Z d(0®,0®) (3.3.13)

19



oVez, Z 0w z

Zk Zk+1
Ly .
Fo =2 d(O",0%D) (3.3.14)
i-1
A G /F >A Z, Z,.,
3.3.3 GMSM
GMSM [Lee, 89]
B
b—argmax p( | 4,) (3.3.15)
1<bh<B
pP(O|4,) O b
o
([ J
[
[
[
CDCPM  (3.2.14)
t
1.
a(0<a<l) t

20



SMax

2.
B
B
3.3.4 GMSM
1.
k
(3.3.8) (3.3.10)
4(=12, M M
M) p.(i=1,2, M)
(3.3.9)
R -3, -m°) 2R,
(Z,- i)° (Z; - @)
2.
k
LBG [Linde 80] M

SMax @ Smax

Z, 3311

R (i=1,2,

(3.3.16)

GMSM

Z, 3311

z®(i=12,--M) M

21



=H

7 ®)
R, 1 LBG
2.
p; 1. p,=1/M 2. P LBG
M
z pi = 11 pl 2 0
j=1
LBG
LBG
blterationSuccess = false;
while (M>=1) && (!blterationSuccess))
{
ActualM = LBGCluster(M); //LBG M
InitGMSMParameter(ActualM); // LBG GMSM
{ IIGMSM
blterationSuccess = true;
if (( nDiscardedFaultyVec / nTotalVec ) > CONST_THRE)
blterationSuccess = false; //
Il
I
}
if (!blterationSuccess) M /= 2; Il GMSM
I
}

22



GMSM
a)U,V
M
iz \ d=1
D W, d
d A9 (d)
d
w
Sut Wy <O
n ne(0l n 0.01
o 2N
Sua W1 <70,
GMSM (3.2.11) NN
(3.3.1)

£={i, R, P [i=12,-M}

R (d)

CDCPM

GMSM

u

S

§LI é:v

SUA @) - 2@ 1+ 1RO @) - RO (@) Jowy+ 5, — 5 |] (33.17)

GMSM

GMSM

GMSM

23



A

(3.3.19)

i=1

Inp(z,|6) = In[i(pi p(Z, |ei))]

Inp(z;16) ~ max (In(p;p(z; 16)))

I<i<M

GMSM

(3.3.18)

(3.3.18)

(3.3.19)

(3.3.18)

24



4.1

[Zhang 97]

[Zhu 82]
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o Uni-gram  Bi-gram
Tri-gram

[Nagao 96]

n n-gram

4.2

Language Model Database

421
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4.2.2
1.
° (1 DWORD)
° (1 WORD)
(] (10 WORDs max)
° (10 WORDs max)
° (10 BYTES max)
° (DWORD)
° (DWORD)
2.
2-1
o
([ o
([ o
([ o
([
([
([
([
([

2-2

27



2-3

2-5

2-4
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n-gram

2.1

® syntax

® Semantics
o Pragmatics
o Prosodics
5.2

400

1200
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5.3

5.3.1

5.3.2

[Li 95]
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5.3.3
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5.4

5.4.1 n-Gram

n-Gram

5.4.2

SCFG
G

<T,N,S,R>
T

N
S
R

SCFG
SCFG

SCFG

SCFG

n-Gram
n-Gram
n-Gram

<A-ap> p
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SCFG
HMM

SCFG n-Gram

SCFG

5.4.3

5.5

5.5.1

SCFG

n-gram

inner

HMM
outer
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Cw')=r

Py =r/N

> P, =1

m m=3 Tri-gram

[Good 53]

P,=r"/N

r=(r+Hn_,/n,

d =r"/r

5.5.2

[Nadas 85] Katz

Nadas

[Katz 87]

(5.5.1)

(5.5.2)

(5.5.3)

(5.5.4)

(5.5.5)

(5.5.6)

(5.5.7)

(5.5.8)
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P(w,, [w™)

C(w")>0 P(w, [w"™)

AR

P (W, [W) =d 0 COWT)/C(W) (5.5.9)
C(w")=0
B=n,P, =n /N =n/C(w"?) (5.5.10)
P, (w, [wj™) P.(w, W) B
P, (W, [wy"™)
a=@ P W, W) (5.5.11)
Wy, :C (W )=0
P (W, W) =P (w, [wW; ™) C(w")=0 (5.5.12)
5.5.3
1. d,
(5.5.6) d, r= max r d- =0
0
d, k k=5
r>k
d l=1 l<r<k Q- Lea) =p@-1711) 4

> P (w, [w ) =1

d =@"n—-Kk+)m, ) /(m, —(k+)rn,) @<r<k,n #0) (5.5.13)

35



n =0 @<r<k+1)

*

(5.5.5) r (55.13)  d,
d,
° n,
A= > / 1 (@<r<k+l) (5.5.14)
whc(wi)>0 whc(w1)>0
n, (W) wy r wy'
1<r<k+1
w w," n,

n=0 (1<r<k+1)

d,
o d
n, 1<r<k+1 n, 0 (5.5.13)
50):r+mmW|920 n,., >0) n=0 r
(5.5.13)
~ (DA /() -0 (K)s, /0 OR, _
d, = 9“/~ _ f(kj/ @ @<r<k, A #0) (5.5.15)
1-6 ()5, /0 O,
D P(w,, [wi ) =1
2. a
Cw,")=0
(5.5.11) o PWo [W; ™)1, o
(5.5.11)
a=B/(1— > P (W, [w™)) (5.5.16)
Wy, C(w")>0

d wit o vw™ Cowy') >k

r

36



> P (w, [wy ) =1

Wy, :C(W")>0

a
&= E/(l— S (W, W) (5.5.17)
Wy, C(W)>0, C(W)>6(0)
554
1.
L N
W, (1<1<Ll<n<N) I n
(Wnyl )(KISL,lsnSN) - 7 n-gram
Tri-gram {a, |1<1<L1<a <N}
L
P= P(Wal,l)P(Waz,Z |Wa1,1)H P(Wa,,l |Wa|,2,l—2’WaH,l—1) (5518)
1=3

2. Beam Search

Beam Search

(Wn,l )(15I§L,an§N)

| |
Beam Search

Beam Search [Chai 96]

Tri-gram
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5.1

51

Trigram

(Wn,l )(1§|§L,an§N)
(Wa| N Wa|+1v|+1)

(Wa| N Wa|+1,|+1)

O(N®L)  O(N?L)
N

a|+1,|+1

M(L<M <N)

O(MNL)  M=N

Beam Search

(Wa|v| ’Wa|+1,l+1) W,
L °
L °
L °
L4 °
L4 °
WN,L

3

(Wa| i Wa|+1,|+1)(a| =12,---N)

Trigram

O(MNZL)
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6.1 GMSM

GMSM 863-306
863 PC 16
16KHz 16bits 32ms 16ms 8ms
6.1.1
863 LPC-CEP  AR-CEP
“<x CEP”~ 1560
ABC 120
20 D ABCD
Total :
class A: 00 02--06 18 20--22 24--26  [13 men]
class B: 01 07--11 29--34 36 [13 men]
class C: 12--16 39 41--45 49 [12 men]
class D: m1--m3 [3 men]
Train Set: (398 syllables , 180065 samples)
class A: 04--06 18 20--22 24--26 [10 men]
class B: 09--11 29--34 36 [10 men]
class C: 12--16 39 41 44--45 49 [10 men]
class 9 60 class
10 60 Test Set |
Part Il

39



Test Set I: (397 syllables , 70593 samples)
Part I: (397 syllables , 49286 samples)
class A: 00 02 03 [3 men]
class B: 01 07 08 [3 men]
class C: 42 43 [2 men]
Part |

Part I1: (397 syllables, 21307 samples
Train Set ABC 9 60
60
Part 11

Test Set 11: (182 syllables, 355 samples)

class D: m1--m3 [3 men]
Test Set |1

6.1.2 GMSM

K GMSM CDCPM  HMM

M GMSM CHMM CDCPM

U GMSM
TT (ms)
TR (ms)
Test Set |
70593
Train Set

(3.3.18) <=’

1. GMSM  CDCPM K=6, U=1.0, TT=TR=16ms

6.1 GMSM CDCPM (%)

10

397

GMSM

n 1 2 3 4 5 6 7

10

CDCPM(M=16) |52.25]69.95|78.26|82.92|86.06 | 88.13 | 89.82

91.08

92.11

93.93

CDCPM(M=8)* [ 40.26 | 55.93 (64.59|70.20 | 74.12 | 77.21 | 79.59

81.43

82.90

84.10

GMSM(M=16) |62.60|77.15(83.37|86.75]89.02|90.62 |91.69

92.54

93.27

93.88

GMSM(M=8) |61.06|76.25|82.88|86.51|88.88|90.52|91.73

92.69

93.41

94.05

* Test Set1  Partll
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2. (K=6, M=16, U=1.0, TR=16ms)

6.2 GMSM CDCPM (%)

n 1 2 3 4 5 6 7 8 9 10

CDCPM(TT=16ms) [ 52.25|69.95(78.26|82.92|86.06 | 88.13|89.82(91.08|92.11|93.93

CDCPM(TT=8ms) |51.91|69.45|77.67|82.30(85.33|87.52(89.23|90.50|91.51|92.35

GMSM(TT=16ms) |62.60|77.15|83.37|86.75(89.02|90.62(91.69|92.54|93.27(93.88

GMSM(TT=8ms) |58.79(73.91|80.65|84.50|86.91|88.61|89.96|91.00(91.87|92.54

3. GMSM (K=6, U=1.0, TR=16ms)
6.3 GMSM * (%)
n 1 2 3 4 5 6 7 8 9 10

(M=16, TT=8ms)|58.79(73.91|80.65(84.50|86.91(88.61|89.96(91.00|91.87(92.54

(M=16, TT=8ms)|57.68|73.22|80.31|84.16|86.65(88.44|89.86(90.91]|91.73(92.43

(M=8, TT=16ms)|61.06|76.25|82.88(86.51|88.88(90.52]|91.73|92.69]|93.41{94.05

(M=8, TT=16ms)|60.26|75.73|82.52(86.28|88.64[90.39|91.65(92.60]|93.33(93.94

* o« i (3.3.18) “c i (3.3.19)
4. GMSM (K=6, M=16, TT=TR=16ms)
6.4 GMSM (%)
n 1 2 3 4 5 6 7 8 9 10

U=10.0 60.92]76.02|82.54|86.12|88.48 (90.17|91.35|92.26 | 92.99 | 93.60

U=1.0 62.60|77.15|83.37 | 86.75|89.02 [90.62|91.69 | 92.54 | 93.27 | 93.88

U=0.01 62.66|77.02|83.30|86.71|88.92(90.46|91.66|92.56 | 93.24 | 93.81

5. GMSM CHMM (K=6, M=16, TT=TR=16ms)
Train Set  Test Set |
Test Set 11
6.5 GMSM CHMM (%)
n 1 2 3 4 5
GMSM 50.37 64.32 71.50 79.00 80.20
CHMM 49.93 63.87 72.56 79.01 81.41
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6.2

6.2.1
1993
24713
6070 q-1
W
36 407
6.2.2
1. n-gram
n-gram
He S log(P(w [wiL)) (6.2.1)
- N _n+1i:n g s i i-n+1 v
n 2 Bi-gram  Tri-gram N H
6.6 n-gram
H
6.6 *
T n-gram
Bi-gram 132 104
Tri-gram 97 82
* 93
2.
3-gram
6070 q
~1
Wl
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1-2 _
W, =argmax [ [ P, (W | w,) (6.2.2)

i+1

w i=1
(5.5.15) k 5
T
r 0<r<T
0
T=1 T=0
1/3 554
6.7 q T
6.7
T=0 T=1
q=10 94 .4% 92.5%
q=50 93.5% 90.2%
q =100 91.1% 88.1%
3.
Tri-gram
36 407
50
6.8 T=0 554
M=1
6.8
63.2%
87.7%
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6.3

1 GMSM GMSM
CHMM
8ms 16ms
1 GMSM
3 GMSM (3.3.18) (3.3.19)
4 GMSM GMSM
GMSM
U=1.0
n-gram

6 n-gram T
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1. K=6,U=10,TT=TR=16ms,M=16 = GMSM 6.1.2 Test Set |

lun] Results( 71 71 Samples) : 32.39 45.07 54.93 59.15 64.79 67.61 71.83 73.24 77.46 80.28 ---- 19.72
bi] Results( 173 174 Samples) : 49.13 71.68 84.97 90.75 92.49 94.80 95.38 96.53 97.11 97.11 ---- 2.89
sai] Results( 88 88 Samples) : 34.09 54.55 77.27 86.36 93.18 93.18 93.18 93.18 94.32 95.45 --—- 4.55
wo] Results( 295 295 Samples) : 64.07 81.36 87.46 90.17 93.90 95.93 96.61 97.29 97.29 97.97 ---- 2.03
men] Results( 334 / 334 Samples) : 71.56 86.83 90.12 93.71 95.51 95.81 96.71 97.01 97.01 97.31 ---- 2.69
da] Results( 605 605 Samples) : 82.15 91.74 96.20 98.02 98.84 99.01 99.34 99.34 99.34 99.50 ---- 0.50
duo] Results( 211 211 Samples) : 44.08 57.82 65.88 70.62 78.20 83.41 86.26 88.15 88.63 89.10 ---- 10.90
shu] Results( 300 300 Samples) : 67.67 84.00 89.33 91.00 92.67 93.33 94.33 95.00 95.00 96.00 ---- 4.00
ling] Results( 221 221 Samples) : 53.85 70.59 78.73 81.00 85.52 87.33 87.78 89.59 90.95 91.40 ---- 8.60
dao] Results( 457 / 457 Samples) : 50.33 68.93 77.46 82.06 86.21 88.84 90.15 91.25 92.56 93.65 ---- 6.35
gan] Results( 148 148 Samples) : 47.97 63.51 70.27 72.97 77.70 79.73 82.43 84.46 87.84 88.51 ---- 11.49
bu] Results( 798 799 Samples) : 63.53 81.83 89.35 91.98 93.61 94.74 95.61 96.24 96.99 97.99 --—- 2.01
zuo] Results( 356 357 Samples) : 77.53 90.17 94.10 95.79 96.63 97.47 98.31 99.16 99.44 99.44 --—- 0.56
qin] Results( 63 63 Samples) : 11.11 22.22 28.57 31.75 36.51 57.14 61.90 71.43 79.37 85.71 ---- 14.29
ken] Results( 11 11 Samples) : 0.00 0.00 0.00 0.00 9.09 9.09 9.09 9.09 9.09 9.09 ---- 90.91

5
J
J

Jing] Results( 575
ye] Results( 399
zhu] Results( 403
zhe] Results( 639

zheng] Results( 429

Samples) : 55.30 78.26 85.74 88.87 91.48 93.39 94.96 95.65 96.17 96.87 ----

w
©
©

3
Samples) : 69.17 84.46 89.72 92.98 93.98 94.99 95.74 95.99 96.49 97.74 ---- 2
405 Samples) : 61.04 75.93 87.59 90.82 92.56 93.55 94.29 94.54 95.29 96.53 ---- 3.47
643 Samples) : 59.00 72.93 78.87 82.63 86.38 88.26 90.92 92.02 92.64 92.96 ---- 7
430 Samples) : 66.43 80.19 86.95 91.84 93.94 95.34 95.57 96.27 97.44 97.44 ---- 2

[ 1 ( / ) (D] (D] ()
[ shang] Results( 433 / 434 Samples) : 76.67 87.99 92.15 94.69 97.00 97.92 97.92 98.38 98.61 99.08 ---- 0.92
[ hai] Results( 345 / 347 Samples) : 76.23 87.83 92.75 95.07 95.65 97.10 97.39 97.68 97.68 97.97 ---- 2.03
[ de] Results( 2744 / 2744 Samples) : 53.68 67.24 74.38 78.53 82.43 84.66 86.22 88.05 89.58 90.67 ---- 9.33
[ gong] Results( 579 / 579 Samples) : 86.87 92.06 94.13 95.85 96.72 97.75 98.27 98.45 98.62 98.62 ---- 1.38
[ ren] Results( 637 / 638 Samples) : 76.45 86.03 89.80 91.84 93.72 94.51 94.98 95.92 96.23 96.55 ---- 3.45
[ shi] Results( 2430 / 2435 Samples) : 81.52 93.87 97.08 97.90 98.11 98.35 98.64 99.01 99.09 99.30 ---- 0.70
[ fu] Results( 378 / 378 Samples) : 85.71 91.80 93.65 94.44 95.24 96.56 96.83 97.09 97.35 97.35 ---- 2.65
[ ke] Results( 334 / 334 Samples) : 73.65 91.02 94.91 96.11 97.01 98.50 98.50 98.50 98.50 98.80 ---- 1.20
[ kun] Results( 38/ 38 Samples) : 42.11 44.74 47.37 52.63 57.89 57.89 60.53 71.05 73.68 73.68 ---- 26.32
[ nan] Results( 162 / 162 Samples) : 55.56 72.84 79.01 82.72 85.19 86.42 88.89 91.36 92.59 95.06 ---- 4.94
[ er] Results( 537 / 539 Samples) : 91.06 94.04 95.53 96.09 96.46 96.83 97.02 97.21 97.21 97.21 ---- 2.79
[ ou] Results( 98 / 98 Samples) : 63.27 73.47 78.57 80.61 80.61 82.65 85.71 85.71 86.73 87.76 ---- 12.24
[ zhou] Results( 122 / 122 Samples) : 49.18 68.03 77.87 81.97 85.25 86.07 86.07 88.52 92.62 92.62 ---- 7.38
[ qi] Results( 541 / 542 Samples) : 72.83 87.43 92.61 94.82 96.12 97.04 97.60 97.97 98.15 98.15 ---- 1.85
[ huo] Results( 200 / 200 Samples) : 71.50 89.00 92.50 94.50 96.50 97.50 97.50 98.00 98.50 99.00 ---- 1.00
[ chang] Results( 384 / 384 Samples) : 67.71 87.50 92.97 95.31 96.09 97.40 97.66 98.44 98.70 98.96 ---- 1.04
[ chu] Results( 395 / 397 Samples) : 73.16 84.05 88.86 90.38 91.39 91.90 92.91 93.67 93.67 94.18 ---- 5.82
[ le] Results( 643 / 643 Samples) : 53.97 71.07 79.63 85.38 88.34 90.20 91.60 92.85 94.25 95.18 ---- 4.82
[chuang] Results( 56 / 56 Samples) : 14.29 25.00 39.29 48.21 57.14 66.07 67.86 69.64 76.79 78.57 ---- 21.43
[ hui] Results( 592 / 593 Samples) : 85.30 92.91 94.59 95.95 96.96 97.30 97.47 97.47 97.64 97.80 ---- 2.20
[ yuan] Results( 512 / 512 Samples) : 75.59 88.09 91.60 93.95 95.70 97.07 97.46 98.24 98.63 98.83 ---- 1.17
[ zhi] Results( 933 / 935 Samples) : 73.74 89.28 94.21 95.82 96.68 97.11 97.32 97.43 97.96 98.29 ---- 1.71
[ wai] Results( 158 / 158 Samples) : 37.34 56.33 67.72 75.32 81.01 86.71 89.87 93.04 94.30 94.94 ---- 5.06
[ zhong] Results( 979 / 981 Samples) : 72.22 83.86 88.56 91.52 92.85 94.69 95.71 96.12 96.42 96.94 ---- 3.06
[ guo] Results( 1030 / 1030 Samples) : 73.69 88.64 92.62 95.73 96.89 97.67 97.96 98.45 98.83 99.42 ---- 0.58
[ dan] Results( 164 / 165 Samples) : 32.32 48.78 60.37 67.68 75.00 79.88 81.10 83.54 86.59 88.41 ---- 11.59
[ xuan] Results( 77 / 77 Samples) : 20.78 57.14 67.53 74.03 80.52 85.71 87.01 88.31 88.31 88.31 ---- 11.69
[ shou] Results( 289 / 289 Samples) : 69.55 82.70 85.47 88.58 91.35 92.73 93.08 93.43 93.77 93.77 ---- 6.23
[ lin] Results( 116 / 116 Samples) : 37.07 52.59 58.62 64.66 72.41 78.45 81.03 83.62 87.07 88.79 ---- 11.21
[ 1i] Results( 823 / 823 Samples) : 72.90 86.88 91.62 94.78 96.23 97.33 97.57 98.06 98.18 98.42 ---- 1.58
[ wen] Results( 263 / 263 Samples) : 57.79 77.57 84.79 87.45 88.59 91.25 92.40 93.54 93.92 94.30 ---- 5.70
[ he] Results( 734 / 735 Samples) : 86.92 92.64 95.23 97.00 97.55 97.82 98.09 98.37 98.50 98.77 ---- 1.23
[ dong] Results( 311 / 311 Samples) : 60.45 79.10 86.82 89.71 91.64 92.28 93.89 94.86 95.50 96.14 ---- 3.86
[ jiong] Results( 4/ 4 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00----100.00
[ ji] Results( 1207 / 1208 Samples) : 67.44 86.66 94.95 96.85 97.35 98.09 98.59 99.01 99.17 99.25 ---- 0.75
[ bai] Results( 213 / 213 Samples) : 49.77 70.89 79.34 87.79 92.02 92.96 93.43 94.37 94.84 95.77 ---- 4.23
[ ge] Results( 703 / 704 Samples) : 58.46 77.95 84.35 88.05 88.90 89.62 90.47 90.90 91.32 91.89 ---- 8.11
[ zi] Results( 439 / 439 Samples) : 75.17 91.34 95.90 96.13 96.58 97.04 97.27 97.49 97.49 97.49 ---- 2.51
[ dui] Results( 346 / 347 Samples) : 67.34 81.21 87.28 91.91 95.09 96.53 97.69 98.27 98.27 98.27 ---- 1.73
[ jin] Results( 728 / 730 Samples) : 56.18 78.71 86.95 93.54 96.70 97.94 98.35 98.49 98.76 98.90 ---- 1.10
[ ru] Results( 116 / 117 Samples) : 54.31 74.14 80.17 86.21 89.66 90.52 90.52 91.38 93.10 93.10 ---- 6.90
[ xia] Results( 194 / 197 Samples) : 61.34 84.02 88.66 89.69 92.27 93.30 94.85 96.91 97.42 97.94 ---- 2.06
[ yi] Results( 1943 / 1945 Samples) : 80.19 90.43 94.60 96.55 97.89 98.51 98.92 99.23 99.43 99.49 ---- 0.51
[ /

[ /

[ /

[ /

[ /

[ /

[ /

[ /

[ /

[ /

[ /

[ /

[ /

[ /

[ /

[ /

[ /

[ /

[ /

[ /
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peng]
bo]
fa]
zhan]
yao]
yin]
di]
ti]
xi]
jian]
she]
deng]
pei]
tao]
gai]
zhuo]
you]
cheng]
xiao]
zhen]
wei]
teng]
fei]
tui]
xiang]
jul
lao]
hua]
zei]
cong]
tou]
cai]
tian]
ming]
Jiu]
mi]
gian]
ben]
zai]
zeng]
Jia]
xin]
tan]
wu]
shuang]
fang]
dou]
biao]
kuo]
mu]
bei]
zong]
tong]
ba]
du]
hou]
ci]
min]
Jiang]
ze]
wang]
ding]
re]
lie]
huan]
ying]
shuo]
neng]
hen]
gao]
xing]
rong]
yue]
liu]
ri]
pai]
ting]
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532
299
307
224
447
273
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152
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46
128
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305
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154
206
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197
417
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312
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340
134
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107
149
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44.
29.
84.
64.
62.
T 43.
60.
72.
65.
59.
62.
37.
T 49.
10.
53.

76.
75.
75.
41.
68.

80.
39.
71.
67.
T 42.
85.

50.
68.
85.
52.
52.
74.
66.
7.
34.
82.
60.
83.
T 44,
61.
75.
T 44.
76.
T 41,
69.
21.
76.
61.
79.
77.
58.
T 46.
57.
63.
58.
67.
56.
58.
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[ nue] Results( 5/ 5 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ pie] Results( 4/ 4 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ run] Results( 6/ 6 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ seng] Results( 4/ 4 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ shai] Results( 4/ 4 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ shuai] Results( 10 / 10 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 10.00 10.00 10.00 10.00 ---- 90.
[ tun] Results( 4/ 4 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ zhuai] Results( 4 / 4 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ shun] Results( 10 / 10 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 10.00 10.00 10.00 ---- 90.
[ zun] Results( 9/ 9 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ giong] Results( 4 / 4 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ keng] Results( 4/ 4 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ cui] Results( 6/ 6 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ mang] Results( 10 / 10 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 10.00 10.00 10.00 10.00 ---- 90.
[ pen] Results( 7/ 7 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ qgia] Results( 8/ 8 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ dia] Results( 6/ 6 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ nang] Results( 3/ 3 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ cou] Results( 2/ 3 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ nin] Results( 3/ 4 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ pou] Results( 3/ 3 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ sou] Results( 7/ 7 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ shua] Results( 3/ 3 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ shuan] Results( 3/ 3 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[ fo] Results( 14 / 14 Samples) : 0.00 7.14 21.43 21.43 21.43 21.43 21.43 21.43 21.43 21.43 —--- 78.
[ nen] Results( 4/ 4 Samples) : 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ----100.
[Total] ( 70462 Valid Samples): 62.60 77.15 83.37 86.75 89.02 90.62 91.69 92.54 93.27 93.88 ---- 6.12
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