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Abstract

RESEARCH ON ONLINE SELF-LEARNING
VISION DETECTION SYSTEM
OF CONTACT APPEARANCE

ABSTRACT

As an important industrial electrical component, contact component decides electric
equipments’ life. The surface appearance features of contact component play an important
role in contact performance. The detection methods depending on manual stay low level,
using computer vision technique to replace human vision in quality detection has great
practical value. Aimed to different varieties of contact appearance features, the online
vison detection system achieving sef-learning function is researched in this thesis.

Firstly, the structure and self-learning process of detection system are designed
through the detection requirements analysis. The function parts and their selection
methods are discussed in detail. The function modules and workflow of software system
are designed.

In image processing, according to real-time and accuracy requirements, the Gaussian
filter template is studied as a quick and efficient image pre-processing method. An
adaptive threshold segmentation method based on improved minimum point algorithm and
multi-graph median algorithm is proposed. And the 5 major categories of image feature
library is built, which includes 45 fegtures.

Through the analysis of magor factors that influence the multi-category pattern
recognition, the feature pre-processng method and optimization method based on
canonical variables are put forward. To realize multi-category feature selection, a
two-category floating search and multi-category backward selection algorithm is designed.
Combined these agorithms with SVM multi-level binary tree classification strategy, the
system redlizes the multi- category quick self-learning and classification detection.

Based on the work mentioned above, the experimental platform is developed. The
experimental system is tested through several groups of contact components and gets good
results. The future research direction is proposed after the error andysis.

KEY WORDS: contact component appearance, computer vision, online
detection, image processing, multi-category pattern recognition
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Table 3-2 Image segmentation results of adaptive threshold methods
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3-3

Table 3-3 Image features’ values of contact components

1 2 3 (ms)
13.3289 455412 4.10993 <1
153.019 133.421 135.671
44.0898 24.6119 23.7509 3
52.9454 33.7578 36.2355 1.5

6533 2560 2272 <1
310.738 189.324 186.738 1.5

(145.2, 131.0) (114.7, 139.0) (107.0, 160.3) <1
45.2821 28.0961 26.5035 1
3.7781 0.3846 21124 15
14.7801 14.0014 15.3482
11.9854 73.0519 12.5465 2
3.1861 3.2430 3.2345 1.5
0.7509 0.9186 0.7582 1
630.814 202.766 178.034 2
18.9067 1.1970 -5.5722 2
437.493 204.827 192.53 2
1.5538 3.4724 5.3773 15
0.9408 0.9767 0.9787 13
0.8999 0.9558 0.9608 13
0.3271 0.1297 0.1170 13
0.6355 0.1798 0.1933 13
4.7632 47.8653 35.6868 27
78.5738 3.6784 9.4568 27
87.4784 35.5724 56.4573 24
44.8593 5.6583 45721 24
0.8463 0.7654 0.6826 21

79.4 53.22 56.34 17

2.24 5.23 2.63 17
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Table 3-3 Image features' values of contact components (continued)

3-3

3 2 2.65 134 17

4 1.78 0.45 0.57 17

LawsESES 676.132 667.072 465.508 34
LawsS5S5 62.564 64.447 56.565 34
LawsR5R5 84.689 104.723 91.515 34
LawsESL5 3660.116 1874.017 2753.510 34
LawsS5L5 1088.422 1176.902 965.907 34
LawsR5L5 658.151 533.171 555.976 34
LawsS5ES 170.988 119.369 151.953 34
LawsR5E5 107.309 115.558 104.410 34
LawsR5S5 49.490 58.138 51.492 34
2358 975 792 19
0.3609 0.3809 0.3486 19.5
43.5249 40.5008 37.8228 19.5
36.4953 27.1015 35.6257 20.5
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Fig.5-9 Detection result display

5.3

531

69



b) )
5-10 1
Fig.5-10 Contact component 1 images
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5-1
Table 51 Detection results in sample size experiment

. / 82 / 82% 46 / 92% 28 / 93.3% 34 / 68%

/ 18 /7 18% 4/ 8% 2/ 6.7% 16 / 32%
10 / 86 / 86% 48 / 96% 30 / 100% 44 / 88%

/ 14 / 14% 2/ 4% 0/ 0% 6 / 12%
15 / 95 / 95% 50 / 100% 30 / 100% 46 / 92%

/ 5/ 5% 0/ 0% 0/ 0% 4/ 8%
20 / 100 / 100% 50 / 100% 30 / 100% 50 / 100%

/ 0/ 0% 0/ 0% 0/ 0% 0/ 0%

100%
20 50
5.3.2
SM
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300* 250
27 285ms
276ms 100%
200ms 150ms 100ms 50ms
5-2
5-2
Table 5-2 Detection results in real-time experiment
200mS / 100 / 100% 50 / 100% 30 / 100% 50 /7 100%
/ 0/ 0% 07/ 0% 0/ 0% 0/ 0%
150ms / 100 / 100% 50 / 100% 30 /7 100% 50 / 100%
/ 0/ 0% 07/ 0% 0/ 0% 07/ Q%
100ms / 98 / 98% 50 /7 100% 30 /7 100% 44 / 88%
/ 2/ 2% 0/ 0% 0/ 0% 6 / 12%
5oms / 75 / 75% 50 / 100% 26 / 86.7% 28 / 56%
/ 25 / 25% 0/ 0% 4 / 13.3% 22 [ 44%
1
2
200ms  150ms 100% -
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5-11 2
Fig.5-11 Contact component 2 images

a) b) c)

5-12 3
Fig.5-12 Contact component 3 images
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300* 250
5-3

72
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Table 53 Detection results in universality experiment

1
100 / 100% 50 / 100% 30 / 100% 50 / 100%
0/ 0% 0/ 0% 0/ 0% 0/ 0%
2
98 / 98% 49 / 98% 25 / 100%
2/ 2% 17 2% 0 7 0%
3
/ 97 / 97% 40 / 100% 40 / 100% 30 / 100%
/ 37 3% 0/ 0% 0/ 0% 0/ 0%
5.4
1
2
CCD
3
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